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## 1. Introduction

In the 1970s Tsirelson [7] constructed a space with no isomorphic copies of $c_{0}$ or $\ell_{p},(1 \leq p<\infty)$. The special properties of Tsirelson's space $T$ derive from certain saturation properties of the unit ball. The original construction of the space is geometric: one defines a subset $V$ of $\ell_{\infty}$ with certain properties and takes $T$ to be the linear span of $V$ with the norm that makes $V$ be the unit ball. There is no expression for the norm of $T$, which makes it difficult to study the space.

Later, Figiel and Johnson [4] gave the following implicit expression for the norm of $T^{*}$, the dual of $T$ :

$$
\|x\|=\max \left\{\|x\|_{\infty}, \frac{1}{2} \max \left\{\sum_{i=1}^{k}\left\|E_{i} x\right\|: k \in \mathbb{N}, k \leq E_{1}<\cdots<E_{k}\right\}\right\}
$$

It is the dual of the original Tsirelson space that came to be known as Tsirelson space and it is denoted in the literature by $T$. Since we are analyzing the original construction due to Tsirelson, we shall call the space he

[^0]constructed $T$, the space $F$ will be the completion of $c_{00}$ with respect to the norm given by Figiel and Johnson.

Many results about $T^{*}$ followed and the properties of $T^{*}$ were widely studied (see [2]). Besides studying the properties of $F$, many Tsirelson-type spaces were studied, that is, spaces whose norms are given by some variation of the expression found by Figiel and Johnson. Schlumprecht space, constructed in [6], is an example of such a space. In this paper we will give an expression for the norm of the original Tsirelson space. We will prove that there is a norm $\|\cdot\|$ on $c_{00}$ that satisfies the following implicit equation

$$
\begin{aligned}
\|x\|=\min \{ & 2 \min \left\{\max _{1 \leq i \leq k}\left\|E_{i} x\right\|: k \leq E_{1}<\cdots<E_{k}, x=\sum_{i=1}^{k} E_{i} x\right\} \\
& \inf \{\|y\|+\|z\|: x=y+z, \operatorname{supp}(y) \subseteq \operatorname{supp}(x)\}\}
\end{aligned}
$$

Or equivalently,

$$
\|x\| \leq 2 \min \left\{\max _{1 \leq i \leq k}\left\|E_{i} x\right\|: k \leq E_{1}<\cdots<E_{k}, x=\sum_{i=1}^{k} E_{i} x\right\}
$$

In fact, we shall prove that the norm of the original Tsirelson space is maximum (in the point-wise sense) among the norms satisfying the implicit equation above and such that $\left\|e_{i}\right\|=1$ for every vector $e_{i}$ in the standard basis of $c_{00}$. Note that, as opposed to the implicit equation given by Fiegel and Johnson, this expression doesn't allow us to calculate the norm of finitely supported vectors inductively in the cardinality of the support.The expression for this norm can be adapted for the dual of any mixed Tsirelson space. In particular one can get an expression for the norm of the dual of Schlumprecht space.

In Section 2 we introduce the notation and the results from Banach space theory we shall use. In Section 3 we define a norm on $c_{00}$ and prove that Tsirelson's space $T$ is the completion of $c_{00}$ with respect to this norm. In Section 4 we will give an expression for the norm of the dual of any mixed Tsirelson space and show how our results from Section 3 can be adapted to this case.

## 2. Notation and preliminaries

A standard reference on Schauder bases is [5], we follow the notation therein. The space $c_{00}$ is the space of finitely supported sequences of real num-
bers with the sup norm, the sequence $\left(e_{n}\right)_{n}$ denotes the standard Schauder basis for $c_{00}$.

We shall denote the original Tsirelson space by $T$. Figiel and Johnson [4] proved that there is a unique norm $\|\cdot\|_{F}$ on $c_{00}$ that satisfies the implicit equation

$$
\|x\|=\max \left\{\|x\|_{\infty}, \frac{1}{2} \max \left\{\sum_{i=1}^{k}\left\|E_{i} x\right\|: k \in \mathbb{N}, k \leq E_{1}<\cdots<E_{k}\right\}\right\}
$$

and such that $\left\|e_{i}\right\|_{F}=1$ for all $i \in \mathbb{N}$. This follows from the fact that we can calculate the norm of a given vector in $c_{00}$ by calculating the norm of vectors with strictly smaller supports. Let $F$ be the completion of $c_{00}$ with respect to this norm. The sequence $\left(e_{n}\right)_{n}$ is a Schauder basis for $F$ and $F$ is isometrically isomorphic to the dual of $T$. The norm $\|\cdot\|_{F}$ can be obtained as a limit of norms in the following way: for $x \in c_{00}$ define

$$
\begin{aligned}
\|x\|_{0} & =\|x\|_{\infty} \\
\|x\|_{n+1} & =\max \left\{\|x\|_{n}, \frac{1}{2} \max \left\{\sum_{i=1}^{k}\left\|E_{i} x\right\|_{n}: k \in \mathbb{N}, k \leq E_{1}<\cdots<E_{k}\right\}\right\}
\end{aligned}
$$

It can be proved that if we let $\|x\|_{F}=\lim _{n \rightarrow \infty}\|x\|_{n}$, then $\|\cdot\|_{F}$ satisfies the implicit equation above.

In the course of our proof, we will use the Bipolar Theorem, its proof can be found in [3, Section 3.4]. For this we need some additional notation.

Let $X$ be a Banach space, and for $A \subset X, B \subset X^{*}$ we define

$$
\begin{aligned}
& A^{\circ}=\left\{f \in X^{*}: \text { for all } x \in A,|f(x)| \leq 1\right\}, \\
& B^{\circ}=\{x \in X: \text { for all } f \in B,|f(x)| \leq 1\} .
\end{aligned}
$$

We shall need the following instance of the Bipolar Theorem:
Theorem 2.1. (Alaouglu, Banach) Let $X$ be a Banach space. For every $A \subset$ $X^{*}, A^{\circ 0}$ is the weak*- closure of the convex hull of $A \cup-A$.

Given a Banach space $X$ with a shrinking basis $\left(x_{n}\right)_{n}$, we can identify $f \in X^{*}$ with the sequence of scalars $\left(a_{n}\right)_{n}$ such that $f=\sum a_{n} x_{n}^{*}$. It is clear that if $\left(f^{m}\right)_{m}$ is a sequence in $X^{*}$ with $f^{m}=\sum a_{n}^{m} x_{n}^{*}$ and such that $f^{m}$ converges to $f$ with respect to the weak*-topology, then $f=\sum b_{n} x_{n}^{*}$ where $\lim _{m \rightarrow \infty} a_{n}^{m}=b_{n}$. The following proposition shows that in fact, the weak*- topology and the topology of pointwise convergence coincide in the unit ball of $X^{*}$.

Proposition 2.2. let $X$ be a Banach space with a shrinking basis $\left(x_{n}\right)_{n}$. Let $\left(f^{m}\right)_{m} \subset B_{X}$. be such that $f^{m}=\sum a_{n}^{m} e_{n}^{*}$ and for each $n \in \mathbb{N}, \lim _{m \rightarrow \infty} a_{n}^{m}=b_{n}$. Let $f=\sum b_{n} e_{n}^{*}$, then $f \in X^{*}$ and $f^{m}$ converges to $f$ with respect to the weak ${ }^{*}$-topology.

We leave the verification of this proposition to the reader.

## 3. DEFINITION OF THE NORM

As we saw in the previous section, the norm for $T^{*}$ can be obtained by taking the limit of a sequence of norms. To get an expression for the norm of $T$ we shall take the limit of a sequence of positive scalar functions on $c_{00}$. In this case each scalar function is not a norm but the sequence is defined in such a way that the pointwise limit is a norm on $c_{00}$.

Definition 3.1. For $x \in c_{00}$ let

$$
\begin{aligned}
\rho_{0}(x)= & \|x\|_{\ell_{1}} \\
\rho_{n+1}(x)= & \min \left\{2 \min \left\{\max _{1 \leq i \leq k} \rho_{n}\left(E_{i} x\right): k \leq E_{1}<\cdots<E_{k}, x=\sum_{i=1}^{k} E_{i} x\right\},\right. \\
& \left.\inf \left\{\rho_{n}\left(w^{1}\right)+\rho_{n}\left(w^{2}\right): x=w^{1}+w^{2}\right\}\right\} \\
\|x\|= & \lim _{n \rightarrow \infty} \rho_{n}(x)
\end{aligned}
$$

Lemma 3.2. The function $\|\cdot\|$ defines a norm on $c_{00}$ and whenever $x=\left(x_{n}\right)$, $y=\left(y_{n}\right) \in c_{00}$ are such that $\left|y_{n}\right| \leq\left|x_{n}\right|$, we have $\|y\| \leq\|x\|$.

Proof. Let $x=\left(x_{n}\right), y=\left(y_{n}\right) \in c_{00}$ be such that $\left|y_{n}\right| \leq\left|x_{n}\right|$. We prove by induction on $n$ that $\rho_{n}(y) \leq \rho_{n}(x)$. The base case is clear so suppose the inequality holds for $n$. Let $k \leq E_{1}<\cdots<E_{k}$ be such that $x=\sum E_{i} x$. Note that since $\operatorname{supp}(y) \subseteq \operatorname{supp}(x)$, we have that $y=\sum E_{i} y$. By induction hypothesis $\max _{1 \leq i \leq n} \rho_{n}\left(E_{i} y\right) \leq \max _{1 \leq i \leq n} \rho_{n}\left(E_{i} x\right)$ so

$$
\min \left\{\max _{1 \leq i \leq n} \rho_{n}\left(E_{i} y\right): k \leq E_{1}<\cdots<E_{k}, y=\sum E_{i} y\right\} \leq \max _{1 \leq i \leq n} \rho_{n}\left(E_{i} x\right)
$$

Since $k \leq E_{1}<\cdots<E_{k}$ was arbitrary, we have that

$$
\rho_{n+1}(y) \leq 2 \min \left\{\max _{1 \leq i \leq n} \rho_{n}\left(E_{i} x\right): k \leq E_{1}<\cdots<E_{k}, x=\sum E_{i} x\right\}
$$

Let $x^{1}, x^{2}$ be such that $x=x^{1}+x^{2}$, then we can find $y^{1}, y^{2}$ such that $y=y^{1}+y^{2}$ and $\left|y_{n}^{i}\right| \leq\left|x_{n}^{i}\right|$, hence

$$
\rho_{n+1}(y) \leq \inf \left\{\rho_{n}\left(w^{1}\right)+\rho_{n}\left(w^{2}\right): x=w^{1}+w^{2}\right\} .
$$

It follows that $\rho_{n+1}(y) \leq \rho_{n+1}(x)$. Therefore for all $n \in \mathbb{N}, \rho_{n}(y) \leq \rho_{n}(x)$ and it follows that $\|y\| \leq\|x\|$. This monotonicity implies that $\|\cdot\|$ is bounded below by the sup norm. Now we prove that $\|\cdot\|$ defines a norm.

We summarize the properties of the sequence $\left(\rho_{n}\right)_{n}$ that will be used in the proof:
(i) For all $x \in c_{00},\left(\rho_{n}(x)\right)_{n}$ is monotone decreasing,
(ii) For $x, y \in c_{00}, \rho_{n+1}(x+y) \leq \rho_{n}(x)+\rho_{n}(y)$.
(iii) For any $\lambda \in \mathbb{R}$ and $x \in c_{00}, \rho_{n}(\lambda x)=|\lambda| \rho_{n}(x)$.

The only non trivial property we must verify is the triangle inequality. Let $x, y \in c_{00}$, first we prove that for all $m \in \mathbb{N}$,

$$
\begin{equation*}
\|x+y\|-\|x\| \leq \rho_{m}(y) \tag{1}
\end{equation*}
$$

Let $m \in \mathbb{N}$, let $n>m$ then

$$
\|x+y\| \leq \rho_{n+1}(x+y) \leq \rho_{n}(x)+\rho_{n}(y) \leq \rho_{n}(x)+\rho_{m}(y)
$$

therefore $\|x+y\|-\rho_{m}(y) \leq \rho_{n}(x)$, and this holds for all $n>m$, so

$$
\|x+y\|-\rho_{m}(y) \leq \inf _{n>m} \rho_{n}(x)=\|x\|,
$$

hence $\|x+y\|-\|x\| \leq \rho_{m}(y)$.
Since (1) holds for all $m \in \mathbb{N}$, we have that $\|x+y\|-\|x\| \leq \inf _{m} \rho_{m}(y)=\|y\|$. Hence $\|\cdot\|$ defines a norm on $c_{00}$.

We will now see that the norm $\|\cdot\|$ satisfies an implicit expression, dual to that found by Figiel and Johnson.

Proposition 3.3. For any $x \in c_{00}$, we have that

$$
\begin{aligned}
\|x\|=\min & \left\{2 \min \left\{\max _{1 \leq i \leq k}\left\|E_{i} x\right\|: k \leq E_{1}<\cdots<E_{k}, x=\sum E_{i} x\right\},\right. \\
& \inf \{\|y\|+\|z\|: x=y+z, \operatorname{supp}(y) \subseteq \operatorname{supp}(x)\}\} .
\end{aligned}
$$

Furthermore, if $\|\cdot\|^{\prime}$ is a norm satisfying the implicit equation above and such that $\left\|e_{i}\right\|^{\prime}=1$ for every vector $e_{i}$ in the standard basis of $c_{00}$, then for all $x \in c_{00}$, $\|x\|^{\prime} \leq\|x\|$.

Proof. Since $\|\cdot\|$ satisfies the triangle inequality, $\|x\|=\inf \{\|y\|+\|z\|: x=$ $y+z, \operatorname{supp}(y) \subseteq \operatorname{supp}(x)\}$. So we have to check that

$$
\|x\| \leq 2 \min \left\{\max _{1 \leq i \leq k}\left\|E_{i} x\right\|: k \leq E_{1}<\cdots<E_{k}, x=\sum E_{i} x\right\}
$$

Let $k \leq E_{1}<\cdots<E_{k}$ be such that $x=\sum E_{i} x$, and define

$$
J=\left\{j \leq k: \max _{1 \leq i \leq k}\left\|E_{i} x\right\|=\left\|E_{j} x\right\|\right\}
$$

Let $j_{0} \in J$ be such that for some cofinal $C \subseteq \mathbb{N}$ we have that for $n \in C$, $\max _{1 \leq i \leq k} \rho_{n}\left(E_{i} x\right)=\rho_{n}\left(E_{j 0} x\right)$. Then for $n \in C$

$$
\|x\| \leq \rho_{n+1}(x) \leq 2 \max _{1 \leq i \leq k} \rho_{n}\left(E_{i} x\right)=2 \rho_{n}\left(E_{j_{0}} x\right)
$$

So $\|x\| \leq 2\left\|E_{j_{0}} x\right\|=2 \max _{1 \leq i \leq k}\left\|E_{i} x\right\|$.
Now suppose $\|\cdot\|^{\prime}$ is a norm on $c_{00}$ that satisfies the implicit equation and such that $\left\|e_{i}\right\|^{\prime}=1$ for every vector $e_{i}$ in the standard basis of $c_{00}$. It follows easily by induction that for all $n \in \mathbb{N}$ and all $x \in c_{00},\|x\|^{\prime} \leq \rho_{n}(x)$. Hence for all $x \in c_{00}$, $\|x\|^{\prime} \leq\|x\|$.

Unlike the expression given by Figiel and Johnson, this implicit expression does not allow us to calculate the norm of a vector recursively on the cardinality of its support. This is because of the infimum term in each $\rho_{n}$, this term is necessary in order to have the triangle inequality hold in the limit.

Since $T$ is reflexive and $T^{*}=F$, the space $T$ is isometrically isomorphic to the dual of $F$. We will prove that the norm $\|\cdot\|$ we defined and the norm of $F^{*}$ coincide in $c_{00}$.

We observed before that the sequence $\left(e_{n}\right)_{n}$ is a Schauder basis for $F$, let $\left(e_{n}^{*}\right)_{n}$ be the corresponding coefficient functionals. We shall define a subset of $F^{*}$ that contains all the information needed to calculate the norm of a given vector $x \in F$. Let

$$
\begin{aligned}
V_{0} & =\left\{ \pm e_{k}^{*}: k \in \mathbb{N}\right\} \\
V_{n+1} & =V_{n} \cup\left\{\frac{1}{2}\left(f_{1}+\cdots+f_{k}\right): k \in \mathbb{N}, k \leq f_{1}<\cdots<f_{k}, f_{i} \in V_{n}\right\} \\
V & =\bigcup_{n} V_{n}
\end{aligned}
$$

Proposition 3.4. For every $x \in F,\|x\|_{F}=\sup \{f(x): f \in V\}$.
Proof. Let $\left(\|\cdot\|_{F, n}\right)_{n}$ be the sequence of norms defined by Figiel and Johnson. For each $n \in \mathbb{N}$ and $x \in c_{00}$ define $\tau_{n}(x)=\sup \left\{f(x): f \in V_{n}\right\}$. It is easy to prove by induction on $n$ that $\tau_{n}(x)=\|x\|_{F, n}$ for every $x \in c_{00}$. Therefore

$$
\|x\|_{F}=\lim _{n \rightarrow \infty}\|x\|_{F, n}=\lim _{n \rightarrow \infty} \tau_{n}(x)=\sup \{f(x): x \in V\}
$$

We are now ready to use the Bipolar Theorem to prove the following
Proposition 3.5. The unit ball of the dual of $F$ is the weak*-closure of the convex hull of $V$. Also, $B_{F^{*}} \cap c_{00}=\operatorname{conv}(V)$.

Proof. By Proposition 3.4, $V^{\circ}=B_{F}$ and $V^{\circ \circ}=\left(B_{F}\right)^{\circ}=B_{F^{*}}$. Hence by the Bipolar Theorem, we have that $B_{F^{*}}$ is the weak*- closure of the convex hull of $V$.

For the second part, let $x \in B_{F^{*}} \cap c_{00}, G=\operatorname{supp}(x)$. Then $V_{G}=\{f \in V$ : $\operatorname{supp}(f) \subseteq G\}$ is a compact subset of a finite dimensional subspace of $F^{*}$, therefore $\operatorname{conv}\left(V_{G}\right)$ is compact. Let $P_{G}: F^{*} \rightarrow\left\langle\left\{e_{i}^{*}: i \in G\right\}\right\rangle$ denote the projection map with $P_{G} y=G y$. Note that $P_{G}$ is $w^{*}$-continuous. Then

$$
x \in P_{G}\left[B_{F^{*}}\right]=P_{G}\left[\overline{\operatorname{conv}(V)}^{w^{*}}\right] \subseteq{\overline{\operatorname{conv}\left(P_{G}[V]\right)}}^{w^{*}}={\overline{\operatorname{conv}\left(V_{G}\right)}}^{w^{*}}=\operatorname{conv}\left(V_{G}\right)
$$

In order to prove that $X$ is the dual of $F$, we need the following lemma:

Lemma 3.6. For $x \in c_{00}$, if $\rho_{n}(x) \leq 1$ then $x \in B_{F^{*}}$.

Proof. Note that $B_{F^{*}}$ has the following properties:
(i) The sequence $\left(e_{n}^{*}\right)$ is contained in $B_{F^{*}}$,
(ii) if $f \in B_{F^{*}}$ and $|\alpha| \leq 1$, then $\alpha f \in B_{F^{*}}$,
(iii) if $f_{1}, \ldots, f_{n} \in B_{F^{*}} \cap c_{00}$ are such that $n \leq f_{1}<\cdots<f_{n}$, then $1 / 2\left(f_{1}+\cdots+\right.$ $\left.f_{n}\right) \in B_{F^{*}} \cap c_{00}$.
This follows from the original construction of $T$. We include the proof for completeness, since we want to generalize our arguments to the dual of mixed Tsirelson spaces. Property (i) is clear by the definition of $V$. Note that the set $V$ has the closure property described in property (iii). Let $V^{\prime}$ be the convex hull of $V$ then $V^{\prime}$ has property (ii). Let $f_{1}, \ldots, f_{n} \in V^{\prime}$ be such that $n \leq f_{1}<\cdots<f_{n}$ and let $f=1 / 2\left(f_{1}+\cdots+f_{n}\right)$. For each $i=1, \ldots, n, f_{i}$ can be written as

$$
f_{i}=\alpha_{i}^{1} g_{i}^{1}+\cdots+\alpha_{i}^{m} g_{i}^{m}
$$

for some $m \in \mathbb{N}$, some $g_{i}^{j} \in V \cup\{0\}$ and some non negative scalars $\alpha_{i}^{j}$ such that $\sum_{s} \alpha_{i}^{s}=1$ for all $i \leq n$. We may assume that $\operatorname{supp}\left(g_{i}^{j}\right) \subset \operatorname{supp}\left(f_{i}\right)$ for each $i, j$. Therefore for each choice of $s_{1}<\cdots<s_{n} \leq m$ we have that $n \leq g_{1}^{s_{1}}<g_{2}^{s_{2}}<\cdots<$ $g_{n}^{s_{n}}$, so

$$
\frac{1}{2}\left(g_{1}^{s_{1}}+\cdots+g_{n}^{s_{n}}\right) \in V
$$

Since $f$ can be written as a convex combination of vectors of this form, it follows that $f \in V^{\prime}$. Hence $V^{\prime}$ has the closure property described in (iii).

We now prove by induction on $n$ that for $x \in c_{00}$, if $\rho_{n}(x) \leq 1$ then $x \in B_{F^{*}}$. For the base case, assume that $\|x\|_{\ell_{1}} \leq 1$ and $x=\left(x_{i}\right)_{i}^{k}$ for some $k$, then $\sum_{1}^{k}\left|x_{i}\right| \leq 1$ so $x \in B_{F^{*}}$ by convexity of $B_{F^{*}}$.

Now suppose that $\rho_{n+1}(x) \leq 1$. If $\rho_{n+1}(x)=2 \max _{1 \leq i \leq k} \rho_{n}\left(E_{i} x\right)$ for some $k \leq E_{1}<\cdots<E_{k}$ such that $x=\sum E_{i} x$, then $\rho_{n}\left(2 E_{i} x\right) \leq 1$ for all $1 \leq i \leq k$. By induction hypothesis this implies that $2 E_{i} x \in B_{F^{*}}$ for all $1 \leq i \leq k$. Hence $x=\frac{1}{2} \sum 2 E_{i} x \in B_{F^{*}}$ by property (iii).

Now suppose that $\rho_{n+1}(x)=\inf \left\{\rho_{n}(y)+\rho_{n}(z): x=y+z\right\}$. For each $k \in \mathbb{N}$ let $y_{k}, z_{k} \in c_{00}$ be such that $x=y_{k}+z_{k}$ and $\rho_{n}\left(y_{k}\right)+\rho_{n}\left(z_{k}\right) \leq 1+1 / k$. Then $u_{k}:=y_{k} / \rho_{n}\left(y_{k}\right), v_{k}:=z_{k} / \rho_{n}\left(z_{k}\right) \in B_{F^{*}}$, by induction hypothesis. Since

$$
\frac{x}{\rho_{n}\left(y_{k}\right)+\rho_{n}\left(z_{k}\right)}=\frac{\rho_{n}\left(y_{k}\right)}{\rho_{n}\left(y_{k}\right)+\rho_{n}\left(z_{k}\right)} u_{k}+\frac{\rho_{n}\left(z_{k}\right)}{\rho_{n}\left(y_{k}\right)+\rho_{n}\left(z_{k}\right)} v_{k}
$$

and $B_{F^{*}}$ is convex, it follows that $x /\left(\rho_{n}\left(y_{k}\right)+\rho_{n}\left(z_{k}\right)\right) \in B_{F^{*}}$, or in other words,

$$
x \in\left(\rho_{n}\left(y_{k}\right)+\rho_{n}\left(z_{k}\right)\right) B_{F^{*}} \subset(1+1 / k) B_{F^{*}}
$$

for every $k$. Hence, $x \in B_{F^{*}}$.
Let $X$ be the completion of $c_{00}$ with respect to the norm $\|\cdot\|$ defined in 3.1.
Theorem 3.7. $B_{F^{*}} \cap c_{00}=B_{X} \cap c_{00}$. Hence $X=F^{*}$.
Proof. It can be proved by induction using the implicit equation in 3.3 that $V_{n} \subset B_{X}$ for all $n \in \mathbb{N}$. Therefore the convex hull of $V$ is contained in $B_{X}$ and by 3.5 , this proves the first inclusion.

For the reverse inclusion, let $x \in B_{X} \cap c_{00}$, we may assume that $\|x\|=1$. Let $\left(n_{k}\right)_{k}$ be a sequence of natural numbers such that $\rho_{n_{k}}(x)<1+1 / k$. By the previous lemma $\frac{x}{1+1 / k} \in B_{F^{*}}$, hence $x \in B_{F^{*}}$.

So we have proved that the norm $\|\cdot\|$ coincides with $\|\cdot\|_{F^{*}}$ on $c_{00}$. Since $c_{00}$ is dense in $X$ and $\left\langle e_{n}^{*}\right\rangle$ is dense in $F^{*}$, it follows that $X=F^{*}$, that is $F^{*}$ is the completion of $c_{00}$ with respect to the norm $\|\cdot\|$.

## 4. A NORM FOR THE DUAL SPACES OF MIXED Tsirelson Spaces

Let $\mathcal{M}$ denote a compact family (in the topology of pointwise convergence) of finite subsets of $\mathbb{N}$ which includes all singletons. We say that a family $E_{1}<\cdots<E_{n}$ of subsets of $\mathbb{N}$ is $\mathcal{M}$-admissible if there exists $M=\left\{m_{i}\right\}_{1}^{n}$ in $\mathcal{M}$ such that $m_{1} \leq$ $E_{1}<m_{2} \leq E_{2}<\cdots<m_{n} \leq E_{n}$.

Definition 4.1. Let $\left(\mathcal{M}_{n}\right)_{n},\left(\theta_{n}\right)_{n}$ be two sequences with each $\mathcal{M}_{n}$ a compact family of finite subsets of $\mathbb{N}, 0<\theta_{n}<1$ and $\lim _{n} \theta_{n}=0$. The mixed Tsirelson space $\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]$ is the completion of $c_{00}$ with respect to the norm

$$
\|x\|_{*}=\max \left\{\|x\|_{\infty}, \sup _{n} \sup \theta_{n} \sum_{i=1}^{k}\left\|E_{i} x\right\|_{*}\right\}
$$

where the inside sup is taken over all choices $E_{1}<E_{2}<\cdots<E_{k}$ of $\mathcal{M}_{n}$-admissible families.

In this notation, Schlumprecht space $\mathcal{S}$ is the mixed Tsirelson space

$$
\mathcal{T}\left[\left(\mathcal{A}_{n}, \frac{1}{\log _{2}(n+1)}\right)_{n}\right]
$$

where $\mathcal{A}_{n}=\{F \subset \mathbb{N}: \# F \leq n\}$.
The definitions above and further properties of mixed Tsirelson spaces can be found in [1, Part A, Chapter 1]. We shall present how our results can be adapted to give an expression for the norm of the dual of any mixed Tsirelson space $\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]$. As in Section 3, we have the following definition.

Definition 4.2. For $x \in c_{00}$ let

$$
\begin{aligned}
\rho_{0}(x)= & \|x\|_{\ell_{1}}, \\
\rho_{n+1}(x)= & \min \left\{\min \left\{\frac{1}{\theta_{l}} \max _{1 \leq i \leq k} \rho_{n}\left(E_{i} x\right):\left(E_{i}\right)_{1}^{k} \mathcal{M}_{l} \text {-admissible, } x=\sum_{i=1}^{k} E_{i} x, l \in \mathbb{N}\right\},\right. \\
& \left.\inf \left\{\rho_{n}\left(w^{1}\right)+\rho_{n}\left(w^{2}\right): x=w^{1}+w^{2}\right\}\right\}, \\
\|x\|= & \lim _{n \rightarrow \infty} \rho_{n}(x) .
\end{aligned}
$$

This defines a norm $\|\cdot\|$ on $c_{00}$, since the proof of Lemma 3.2 can be carried out for this modified expression. Specifically, the argument for monotonicity is independent of the Schreier condition and of the coefficient 2, and clearly the properties (i)-(iii) used in the proof of the lemma are also satisfied.

The proof of Proposition 3.3 goes through as well, so the norm defined above satisfies the following implicit equation

$$
\begin{gathered}
\|x\|=\min \left\{\min \left\{\frac{1}{\theta_{l}} \max _{1 \leq i \leq k}\left\|E_{i} x\right\|:\left(E_{i}\right)_{1}^{k} \mathcal{M}_{l} \text {-admissible, } x=\sum_{i=1}^{k} E_{i} x, l \in \mathbb{N}\right\},\right. \\
\inf \{\|y\|+\|z\|: x=y+z, \operatorname{supp}(y) \subseteq \operatorname{supp}(x)\}\},
\end{gathered}
$$

the standard basis of $c_{00}$ is normalized with respect to $\|\cdot\|$, and is the maximum such norm.

To describe the unit ball of $\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}$, we use the following sequence of sets:

$$
\begin{aligned}
V_{0} & =\left\{ \pm e_{k}^{*}: k \in \mathbb{N}\right\}, \\
V_{n+1} & =V_{n} \cup\left\{\theta_{l}\left(f_{1}+\cdots+f_{k}\right): f_{1}<\cdots<f_{k}, f_{i} \in V_{n},\right. \\
& \left.\left(\operatorname{supp}\left(f_{i}\right)\right)_{i}^{k}, \mathcal{M}_{l} \text {-admissible, } l \in \mathbb{N}\right\}, \\
V & =\bigcup V_{n} .
\end{aligned}
$$

It is easy to see, just as for $F$, that for any $x \in \mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]$,

$$
\|x\|_{*}=\sup \{f(x): f \in V\} .
$$

So by the Bipolar Theorem, the unit ball of the dual of $\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]$ is the weak*closure of the convex hull of $V$.

Let $X$ be the completion of $c_{00}$ with respect to the norm $\|\cdot\|$ defined in 4.2. We restate Theorem 3.7 for $\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}$ :

Theorem 4.3. $B_{\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}} \cap c_{00}=B_{X} \cap c_{00}$. Hence $X=\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}$.
The inclusion $B_{\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}} \cap c_{00} \subseteq B_{X} \cap c_{00}$ can be proved just as we did for $F^{*}$. For the reverse inclusion, one can prove that the unit ball of $\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}$ has the following properties:
(i) The sequence $\left(e_{n}^{*}\right)$ is contained in $B_{\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}}$,
(ii) if $f \in B_{\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}}$ and $|\alpha| \leq 1$, then $\alpha f \in B_{\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]^{*}}$,


So the norm defined in 4.2 is the norm of the dual of the mixed Tsirelson space $\mathcal{T}\left[\left(\mathcal{M}_{n}, \theta_{n}\right)_{n}\right]$.

## Closing Remarks

At this moment it is not clear whether the norm of $T$ satisfies an implicit equation that allows us to calculate the norm of finitely supported vectors inductively in the cardinality of the support. A natural attempt is to replace the infimum term in Proposition 3.3 by the $\ell_{1}$ norm and let

$$
\rho(x)=\min \left\{\|x\|_{1}, 2 \min \left\{\max _{1 \leq i \leq k} \rho\left(E_{i} x\right): k \leq E_{1}<\cdots<E_{k}, x=\sum_{i=1}^{k} E_{i} x\right\}\right\}
$$

A few calculations show that $\rho$ does not satisfy the triangle inequality. Nevertheless, the vectors $f \in B_{F^{*}}$ with the property $\rho(f)=\|f\|$, actually produce the unit ball of $F^{*}$ in the sense stated below:

Proposition 4.4. $B_{F^{*}}=\overline{\operatorname{conv}\left\{f \in B_{F^{*}}: \rho(f)=\|f\|\right\}}$.
Proof. By Proposition 3.5, it follows that $B_{F^{*}} \cap c_{00}=\operatorname{conv}\{f \in V:\|f\|=1\}$. Note that for $f \in c_{00}$, we have that $\|f\| \leq \rho(f)$. Also one can prove by induction on $n$ that for every $f \in V_{n}, \rho(f) \leq 1$. It follows that if $f \in V$ is such that $\|f\|=1$, then we have that $\|f\|=\rho(f)$. This finishes the proof.

Using identical arguments, a similar result can be stated for mixed Tsirelson spaces.
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