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Abstract: In-situ environmental parameter measurements using sensor systems connected
to a wireless network have become widespread, but the problem of monitoring large and
mountainous areas by means of a wireless sensor network (WSN) is not well resolved. The
main reasons for this are: (1) the environmental variability distribution is unknown in the
field; (2) without this knowledge, a huge number of sensors would be necessary to ensure
the complete coverage of the environmental variability and (3) WSN design requirements,
for example, effective connectivity (intervisibility), limiting distances and controlled redundancy,
are usually solved by trial and error. Using temperature as the target environmental
variable, we propose: (1) a method to determine the homogeneous environmental classes to
be sampled using the digital elevation model (DEM) and geometric simulations and (2) a
procedure to determine an effective WSN design in complex terrain in terms of the number
of sensors, redundancy, cost and spatial distribution. The proposed methodology, based on
geographic information systems and binary integer programming can be easily adapted to a
wide range of applications that need exhaustive and continuous environmental monitoring
with high spatial resolution. The results show that the WSN design is perfectly suited
to the topography and the technical specifications of the sensors, and provides a complete
coverage of the environmental variability in terms of Sun exposure. However these results
still need be validated in the field and the proposed procedure must be refined.
1. Introduction

Climate mapping is required for numerous environmental studies, but methods based on weather stations have limitations in terms of low spatial resolution and unsuitable spatial distribution of the weather stations. The common procedure interpolates the data using splines, kriging or other methods [1–5]. A well-known climatic dataset is Worldclim, elaborated from thousands of stations [6] and widely used, for example, to provide the independent variables in predictive ecological modelling [7,8].

The real spatial resolution of climatic datasets is on the order of 5–25 km or more. This makes them useful only for coarse scale studies. However, many studies require spatial resolutions of tens of metres or less; for example, if the habitat of animals or plants closely linked to microclimate conditions must be modelled. The problem is very important in mountainous areas, where spatial heterogeneity is very high due to the different exposures to solar radiation and topographic shadows.

One of the ways to complete climate data is to place temperature and radiation sensors on the ground. In this context, a wireless sensor network (WSN) is a self-organized wireless communication network composed of a large number of sensor nodes interacting with the physical world [9].

In recent years, in-situ environmental parameter measurements using sensor systems connected to a wireless network have become widespread [10–34]. This increased interest in the application of WSNs for environmental science research has already been highlighted in [12], but the problem of monitoring large and topographically complex (mountainous) areas by means of WSNs is not well resolved.

There are several reasons for this: (1) the environmental variability is unknown in the field; (2) without this knowledge, a huge number of sensors would be necessary to ensure complete coverage of the environmental variability and (3) WSN design requirements, for example, effective connectivity (intervisibility), limiting distances and redundancy, are usually solved by trial and error.

Using temperature as the target environmental variable, we propose: (1) a method of determining the homogeneous environmental classes to be sampled using the digital elevation model (DEM) and geometric simulations and (2) a method to determine an effective WSN design in complex terrain in terms of the number of sensors, redundancy, cost and spatial distribution. The proposed methodology can be easily adapted to a wide range of applications that need environmental monitoring.

Therefore, the specific objectives are to define of homogeneous classes to be sampled, to select the candidate area for each class with sensor and to optimize network design based on the physical constraints that guarantee coverage of environmental variability.

2. Some Considerations on the Design of an Environmental WSN

From the literature review we found that in complex terrains WSNs are deployed intuitively without specific analysis of the location of each sensor node. Since WSNs work best with the nodes organized and interconnected in a hierarchical clustering schema [35–37], the design of a WSN must take into
account at least two criteria: (1) the role of the nodes in the network (network architecture) and (2) the diffusion characteristics of wireless signals between nodes (coverage and interconnectivity) [38,39].

Regarding network architecture, we propose a hierarchical two-level tree topology (two-tier architecture, Figure 1). The first level consists of single nodes (SNs) grouped into clusters where each SN is able to communicate directly or indirectly and with a unique header node (HN). Communications are established over short or moderate distances.

**Figure 1.** Flat architecture vs. two-tier architecture.

![Flat architecture vs. two-tier architecture.](image)

At the second level, the HNs must communicate with a base station (BS) that can be one of them or a complementary device. The distances can be significantly longer in this case and it may be required that the nodes are able to communicate with the BS through radio links or mobile telephony networks (GSM/GPRS). Finally, the BS serves to periodically send all information of the nodes to a remote processing system, also via radio or GSM/GPRS. The optimization of the WSN includes two objectives:

1. to use only the necessary nodes (both SN and HN) and
2. to ensure coverage/sampling of the environmental variability.

Obviously, fewer nodes involve lower cost, energy saving and easier maintenance [9]. Using a two-tier architecture helps to reduce the number of nodes involved in data transmission over long distances with a BS [35].

### 3. Material and Data

#### 3.1. Digital Elevation Model (DEM)

The proposed methodology has been applied to a mountainous area in northern Spain with dimensions $9645 \times 6690$ m (Figures 2 and 3) and pixel size of 5 m. Elevation is in the range 15–750 m. The DEM proceeds from LIDAR data and the estimated accuracy is better than ±1 m. The lower left corner of the area has XY coordinates 324,400 and 4,800,500 (Datum WGS, projection UTM, zone 30N).
3.2. Software

The geographic information systems (GISs) ArcInfo and ArcView (ESRI Inc., Redlands, CA, USA) have been used for map analysis, including the tasks of modelling the solar irradiance, terrain
classification, intervisibility analysis and representative areas selection. The LINGO tool [40] has been used to build and solve optimization models based on integer linear programming (ILP) that determines a suitable set of candidate nodes satisfying the design objectives.

4. Methods

The proposed methodology is carried out in four steps: (1) modelling the potential irradiance; (2) defining and mapping homogeneous classes; (3) selecting the network nodes and (4) optimizing the network topology.

4.1. Modelling the Potential Irradiance

The main variable driving the surface temperature of a topographically complex area is solar radiation. The current temperature maps may include the influence of elevation using estimated temperature gradients, but they do not consider the angle of exposure to solar beams and the topographic hill-shade. Consequently, the local variations due to relief are lost. The relief influence can be estimated by means of simulating the Sun’s trajectory and its incidence angle over each cell in the DEM [41]. For this objective we have used Zimmermann’s shortwave.aml routine [42]. The routine uses the latitude of the study zone and the solar declination to calculate the Sun’s azimuth and zenith angles for given hourly values. Daily values are estimated by integrating the hourly value intervals and local shadows are taken into account if they occur.

In this work, solar radiation has been estimated for the average day of each month. The result is a set of 12 monthly irradiance models (kJ·m$^{-2}$·day$^{-1}$) that represent the variation in solar radiation exposure throughout the year with a 5 m spatial resolution.

4.2. Mapping Homogeneous Classes

With elevation and solar radiation being the main causes of local variations in environmental conditions, we undertook an analysis to define and delimit a set of homogeneous classes, taking into account all solar radiation maps and the DEM.

The method uses the iterative self-organizing data analysis technique algorithm (ISODATA) [43] widely used in the unsupervised classification of satellite images, terrain landforms and pattern recognition. ISODATA is a well-known algorithm based on an iterative procedure that reclassifies the pixels (cells in this case) until an optimal classification of a predefined number of classes is achieved. As result, the terrain is tessellated in areas with maximum internal (intra-area) homogeneity and maximum external (inter-area) heterogeneity covering all the solar radiation variation in the study area.

We used the 12 solar radiation maps to perform the ISODATA classification. The only parameter to be defined was the number of classes to be separated by the algorithm. Since we intend to conduct a field trial in the future, we chose a total of 20 classes to keep the number of sensors within a reasonable limit, but this number can be changed depending on available resources. As expected, a lot of areas his assigned to each class (more than 25 in all the classes). The following step is to select only a sample of these areas as candidates to contain a sensor node.
4.3. Preselecting Candidate Areas and Nodes within Classes

The result of the previous step is a map of polygons where each element is assigned to a class from 1 to 20. Usually, each class has many polygon areas that can be used as candidate areas to carry a sensor. The areas have been filtered by selecting the 20 larger polygon areas for each class. This criterion is used to reduce the magnitude of the subsequent analysis but also to select areas with significant extensions. Smaller areas are discarded to facilitate the placement of sensor nodes in the field avoiding errors. The result is a set of approximately 400 candidate polygons to represent the 20 homogeneous classes. As the potential location of a sensor, a node is placed automatically in the centroid of each polygon.

4.4. Testing Connectivity

Two nodes cannot connect to each other if the terrain breaks the line of sight (LOS). Therefore, each LOS between each pair of nodes must be “labelled” with a value of intervisibility: true or false. This analysis was undertaken with standard GIS tools taking into account not only the relief but also the limiting angles, both horizontal and vertical, and distance. The values of these factors depend on the characteristics of the selected model. We chose a device whose characteristics are shown in Table 1.

| Table 1. Summary of the technical features of sensor nodes and header nodes. |
|-------------------------------|-----------------|
| Protocol                      | IEEE802.15.4/ZigBee-Pro |
| Antenna                       | Dipole 5 dBi     |
| Frequency                     | 2.40–2.48 GHz    |
| Power TX                      | 50 mW            |
| Max. distance                 | 5000 m           |
| Horizontal angle              | 0–360°           |
| Vertical angle                | ±15°             |

Since the antennas are omnidirectional, a valid horizontal angle includes the full range 0–360° but the vertical angle is restricted to ±15° relative to the horizontal. The maximum connectivity distance included in the visibility analysis is 5000 m. Distance has a strong influence on energy expenditure and, therefore, on the lifetime of the network [9]. Finally, two statistics are calculated for each node: the number of intervisibility connections and the mean distance to visible neighbours.

The analysis taking into account the node location, relief, valid angles and maximum distance generates a 400 × 400 symmetric matrix of intervisibility with values 0 (not visible) or 1 (visible). This matrix restricts the paths of connectivity and consequently the potential network design.

Figure 4 shows a minimalist example to clarify the procedure. The study area has been segmented into five zones (nodes numbered 1 to 5) representing four homogeneous classes (A, B, C, D). Class A has two candidate zones (1 and 5). Solid lines separate the zones and dotted lines represent the intervisibility among the nodes. Node pairs 1–2, 1–4, 1–5, 2–4, 3–5, and 4–5 are not intervisible.
Figure 4. A minimalist example of five nodes and four classes.

Table 2 shows the matrix of relationships among the nodes. The values 0–1 represent the condition of intervisibility between nodes and the columns VN (visible nodes) and MD (mean distance) represent the number of VNs including itself, and the MD to the visible neighbours. X and Y are the coordinates of each node. HC represent the homogeneous class that the node belongs.

Table 2. Connectivity matrix for the example in Figure 4 (arbitrary units).

<table>
<thead>
<tr>
<th>HC</th>
<th>Nodes</th>
<th>X</th>
<th>Y</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>VN</th>
<th>MD</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>1.1</td>
<td>2.5</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1.1</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>2.5</td>
<td>2.0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>1.2</td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>1.6</td>
<td>1.3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>1.1</td>
</tr>
<tr>
<td>D</td>
<td>4</td>
<td>0.7</td>
<td>0.8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>E</td>
<td>5</td>
<td>2.5</td>
<td>0.7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1.3</td>
</tr>
</tbody>
</table>

4.5. Selecting the Nodes

The next step is to select the best subset of nodes from the potential candidates that configures a functional network with or without redundancy. There are many examples of optimization algorithms based on clustering and node location [37,44] but they focus on the optimization of network architecture from device features and the limitations of hardware and software. It is less common to find examples of optimization based on the representativeness of environmental conditions [22,38,45].

We used some single rules to select the best functional configuration from the connectivity matrix:

(i) From all the candidates for each class the node with the highest number of intervisibility connections with its neighbours will be chosen.

(ii) If two or more nodes tied, the one with the lowest average distance to the visible neighbours will be chosen.

The result of applying the criteria (i) and (ii) to the example is a reduction in the number of candidate nodes. Node 1 and node 5 are placed in representative zones of the same HC and both nodes have the same number of neighbours. However, node 5 is discarded because of the higher mean distance to its neighbours compared to node 1. The following step determines which of the selected sensor nodes also acquires the HN role.

In the example we selected a unique node to represent each HC. However, this design is more vulnerable than a network with more representative zones for each HC. The same criteria used up to
now can be applied to select two or more nodes for each HC. Redundancy is more expensive in terms of material and administration but increases the availability, security and fault tolerance of the network. We believe that a minimum of two nodes for each HC should be selected.

4.6. Optimizing the Network Topology

Research related to node placements in WSNs is growing. The main proposed methodologies exposed in [37,38,46] focus on this problem as multi-objective optimization. The two most common approaches are: (1) a pure multi-objective metaheuristic methodology mainly based on genetic [46–49] and evolutionary [50,51] algorithms; and (2) an aggregate multi-objective methodology based on linear programming optimization models (LP) [35,52–56]. We use the LP approach.

According to network design considerations (Section 2), the optimization process should cluster the nodes to determine which also acquire the HN role. The goal is to minimize the number of HNs, maintaining full network connectivity and functionality.

The optimization problem has been approached by means of binary integer programming (BIP) as: (1) the mathematical optimization model approaches the known “set covering problem” [57] of operations research; (2) the model, based on an objective function, variables and constraints, provides simplicity and ease of understanding and (3) software tools are available that simplify the creation of these models for application of these models to large data matrices.

To establish a model based on BIP, the first step is to declare the variables:

\[ x_{x,y} \in \{0,1\} \]

\[ x_{x,y} = 1, \text{HN is placed in position } x,y \]

\[ x_{x,y} = 0, \text{otherwise} \]

Second, the objective function must be defined:

\[ \min Z = \sum_{x,y} x_{x,y} \]

Finally, the constraints of the system are based on the conditions:

1. Any network node can become an HN.
2. Two network nodes are connected if there is a relationship of intervisibility between them.
3. The sum of candidate nodes around any node must be equal to or greater than 1, if not this node will be considered as an HN.

Once the model is developed, finding an optimal solution can be undertaken by the simplex or branch-and-bound algorithm (B-and-B). Although the simplex algorithm is the general method for LP, the B-and-B algorithm is suitable when working with binary variables [40,58].

The procedure applied to the above example using node ID instead of the (x, y) coordinates begins with the declaration of the variables Xi:

\[ X_i \in \{0,1\} \]

\[ X_i = 1, \text{HN is placed in position } x,y \]

\[ X_i = 0, \text{otherwise} \]
In the constraints definition, it is necessary to obtain the candidate nodes resulting from the previous phase (see Table 2). For example, to ensure that the node with ID = 1 meets the conditions defined above, it is included as a constraint:

\[ X_1 + X_3 \geq 1 \]

Adding constraints for all the candidate nodes and the objective function, the proposed model is:

\[
\min Z = \sum_i X_i, \text{ where } X_i = \{0,1\} \forall i = 1..4
\]

s.t.

\[ X_1 + X_3 \geq 1 \text{ (ID node =1)} \]
\[ X_2 + X_3 \geq 1 \text{ (ID node =2)} \]
\[ X_1 + X_2 + X_3 \geq 1 \text{ (ID node =3)} \]
\[ X_3 + X_4 \geq 1 \text{ (ID node =4)} \]

The theoretical model will be implemented as an optimization model using the LINGO software tool (optimization modelling software for linear, nonlinear and integer programming) that can read data from external matrices and find an optimal solution regardless of the number of nodes available. This software automatically recognizes this model as a BIP model and applies the B-and-B algorithm to find the optimal solution. Figure 5 shows the proposed network design from the solution obtained. This solution determines a unique HN corresponding to the node ID = 3 (star symbol).

**Figure 5.** Optimal network design proposed with node ID = 3 as HN.

5. Results

The proposed methodology has been applied to the study area described in Section 3.

5.1. Modelling the Potential Irradiance

The result of this stage is a set of 12 monthly irradiance models (kJ·m\(^{-2} \cdot \text{day}^{-1}\)) with 5 m spatial resolution that represent the variation in solar radiation exposure throughout the year. As an example, Figure 6 shows the model corresponding to day 349 (15 December each year), near to the winter solstice.
Figure 6. Potential solar radiation corresponding to day 349 (15 December each year); the values are in the range from 0 (black, without direct solar radiation) to 16,000 kJ·m$^{-2}$·day$^{-1}$ (white).

5.2. Mapping the Homogeneous Classes

The result of applying the ISODATA to the stack of elevation and irradiance models is terrain segmentation into 20 homogeneous environmental classes. Figure 7 shows the appearance of the areas symbolized in grey tones. Class 14 is represented as white areas.

Figure 7. Homogeneous classes symbolized with grey tones. As expected, the appearance is similar to the irradiance spatial patterns. For clarity, class 14 has been represented as white areas.
5.3. Preselecting Candidate Nodes

The number of representative areas of each class is usually very high but mostly contains very few cells. As explained before, around 20 large areas of each class have been selected as candidate areas, discarding the rest. If the distance and visibility analysis generates few candidate areas, it will likely be necessary to change the characteristics of the sensors to increase the distance connectivity. Figure 8 shows the preselected 425 candidate nodes as black points.

**Figure 8.** 425 preselected candidate nodes (around 20 for each class).

5.4. Testing Connectivity (Intervisibility) and Distance

The intervisibility has been calculated for each node pair including the restrictions of vertical angles (±15°) and maximum distance (5000 m). A set of more than 112,000 visibility tests were performed automatically by a GIS and the results have been used to build the 425 × 425 intervisibility matrix. Complementary columns with the coordinates, the number of VN’s and the MD to them have been added as an example in Table 2.

**Figure 9.** Selected nodes based on the maximum intervisibility and minimum distance to neighbours.
The procedure described in Section 4.5 has been applied and a set of 20 network nodes based on the maximum intervisibility and minimum distance to other nodes has been selected, one for each class (Figure 9).

5.5. Optimizing the Network Topology

The process carried out by means of the BIP mathematical model generates the optimal topology. Figure 10 represents the deployment of the WSN of 20 nodes (without redundancy) where the HNs are represented as white crosses. Nodes 289, 366, and 390 have been selected as HNs and, because the selection is based on distance and connectivity, almost all sensor nodes are connected simultaneously with two HNs so increasing the reliability and fault tolerance.

**Figure 10.** Optimized WSN with three HNs (white crosses). White lines are the intervisibility between HNs. Node 289 is the most appropriate to be configured as the BS.

The HNs are interconnected as: $366 \leftrightarrow 289 \leftrightarrow 390$, 366 and 390 remaining isolated from each other. This circumstance suggests the use of node 289 as the BS (see Section 2). The BS node is responsible for communicating via radio links or telephony (GSM/GPRS), sending all the information periodically to a remote system for processing.

We emphasize that a second network can be added for redundancy. In this case, a new set of HNs is defined and the interconnectivity should be analysed to define the optimum BS for long distance communication.

6. Conclusions and Future Work

The results show that the proposed methodology can be used for optimizing the design of a WSN that meets the objectives of this work:

1. A design adapted specifically to the study area. The network design is perfectly suited to the topography and the technical specifications of the sensors.
2. Complete coverage of the environmental variability in terms of Sun exposure, the main factor for local contrast on a detailed scale.

3. An adaptable network from the minimalist version with a unique node for each class to the progressive redundant networks for greater fail tolerance.

4. A robust topology based on intervisibility analysis that takes into account the technical properties of the sensors.

The methodology has some other features that allow greater flexibility. For example, it is possible to use sensors with different ranges and dispersion angles because these properties are fully configurable for each node in the visibility analysis. Likewise, once the network is configured, the distances between the nodes can be revised and the sensor model modified to reduce the cost using cheaper devices.

The proposed procedure, although functional, must be refined. For example, the selection of candidate nodes can be carried out with more flexibility using some degree of randomization. Similarly, the ISODATA classification used to define the classes to be sampled can be revised to assign greater weight to elevation, a factor with a strong influence on temperature values.

Further work includes the ground validation of this methodology. Sun exposure is the main factor driving the microclimate variability in complex terrain but the percentage of explained variability and the accuracy of the system are unknown. In this context, it is necessary to deploy a real network over a control terrain. Currently, we are developing the physical implementation of the sensors based on open hardware devices.

Since thermal infrared emissivity is strongly related to surface temperature, further work also includes the use of the thermal band of Landsat satellites to compare and analyse the sensor data. We think that the proposed networks and satellite thermal imagery can help in building high-resolution temperature maps based on geometrical models and real terrain data. As noted at the beginning of this paper, many environmental studies require spatial resolution of tens of metres, especially for species conservation closely linked to microclimatic conditions.
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