DETECTING TEXTUAL INFORMATION IN IMAGES FROM ONION DOMAINS USING TEXT SPOTTING
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Abstract

Due to the efforts of different authorities in the fight against illegal activities in the Tor networks, the traders have developed new ways of circumventing the monitoring tools used to obtain evidence of said activities. In particular, embedding textual content into graphical objects avoids that text analysis, using Natural Language Processing (NLP) algorithms, can be used for watching such onion web contents. In this paper, we present a Text Spotting framework dedicated to detecting and recognizing textual information within images hosted in onion domains. We found that the Connectionist Text Proposal Network and Convolutional Recurrent Neural Network achieve 0.57 F-Measure when running the combined pipeline on a subset of 100 images labeled manually obtained from TOIC dataset. We also identified the parameters that have a critical influence on the Text Spotting results. The proposed technique might support tools to help the authorities in detecting these activities.
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I INTRODUCTION

The Darknet is a portion of the Web that is not indexed by standard search engines, and needs special software or a proxy in order to be accessed. Dark web types include privacy networks, such as The Onion Router (Tor), which contains a great number of hidden services that cannot be search-indexed.
Figure 1. Proposed Framework for Text Spotting.

For this purpose, we will make use of two components: text detection using a connectionist text proposal network algorithm and text recognition using an end-to-end trainable neural network. Then, in order to test the performance of the proposed pipeline, we considered a subset of 100 images from the TOIC dataset [9], which contains five different categories of images related to different illegal activities from the Tor network (Figure 1). We set a baseline methodology by fixing the elements of the Text Spotting pipeline, which will allow future researches to compare their obtained results. The methodology we propose could be a useful tool for authorities that monitor potentially illegal activities in Tor hidden services.

The rest of the paper is organized as follows: Section II presents a brief study of the state of the art. The algorithms that we selected for each phase are described in Section III. We describe our labeling process for the given TOIC images and data on Section IV alongside the details of the experiments we have carried out and the software used. We also detail the obtained results of applying the selected algorithms. Finally, Section V presents our conclusions, as well as our future lines of research.

II STATE OF THE ART

As stated by Minetto et al. (2014) [17], Text Spotting has many potential applications on real environments, such as road navigation, acquiring important geographic information, generic scene understanding and video or image indexing [7]. When learning Text Spotting, it is important not to confuse it with Optical Character Recognition (OCR). Although they might seem similar, OCR is considered a “solved” problem [27] due to its more controlled environments for recognition. Meanwhile, TS has to deal with other issues that are usually absent in OCR fields, such as text orientation or partial image occlusion.

While some of the most recently proposed text-spotting methods often achieve less than 80% in their text recognition rates, OCR usually scores about 99% when used on scanned documents [26].

According to the working environment, the TS can be either a Scene text or an Artificial one [5]. The first, Scene text, refers to the text found naturally in different media, such as a store name or a traffic signal, while the second, Artificial text, is found embedded in media files as an addition to the original image or video, e.g. a news report overlay. Figure 2 illustrates the difference between the both types.

The variability of the text found in real scenes is regarded as the most difficult problem to solve because of the many different factors that may prevent the algorithm from properly analyzing certain regions, such as scene complexity, blurring and degradation, image distortion, the use of different fonts and different aspect ratios [27]. Due to these problems, new methods and approaches that were more effective against complex backgrounds were exhaustively researched. Recently, the focus of Text Spotting has been in the use of approaches such as convolutional neural networks or unsupervised feature learning [27, 29].

There are different approaches in Text Spotting, such as methods based on character regions known as Connected Component (CC) based methods. [8,12]. This approach focuses on extracting character candidates by analyzing connected sections and then applying a grouping process in order to identify candidate regions as text. These methods obtain remarkable results in environments with constant color distribution and regular distribution.

Another relevant approach to text detection is the use of region-based methods, which are also known as sliding window methods [4, 30]. Using a binary text classifier, this approach searches for possible text areas inside a video or image with windows of multiple sizes and aspect ratio that help iterate identify and group the relevant areas into text candidates [29]. The binary classifier can use different features such as the color distribution, texture or edges and corners in order to identify and differentiate the found text from the background.
Next, the candidate regions go through a filtering process, which uses learned classifiers. This method has the advantages of being fast and performing well on low-contrast environments, but they are usually reliant on the complexity of the background. They are also commonly used alongside convolutional neural networks to train classifiers in the sliding evaluations and to perform word recognition. The other preferred method applied to detection of text is Maximally Stable Extremal Regions (MSERs) [16, 23], which has achieved up to 95.5% of detection rate in the ICDAR 2011 Dataset [28].

After successfully determining the bounding boxes of the text, the second phase, text recognition, can be applied. This stage refers to the process of properly labeling the text that was previously detected. The main methods can be divided into two categories, as segmentation-based word recognition and holistic word recognition [27,29].

The first category classifies characters individually before generating the complete word recognition. It attempts to integrate both character segmentation and recognition by using lexicons and optimization techniques [15]. Recently, most segmentation-based algorithms attempt to segment the image into smaller sections, which are then combined into character candidates in order to be classified and finally obtain an approximate word result using different techniques [3, 11]. The most common classifier in this approach is CNNs [23]. The second category attempts to extract features from the complete word before classifying it rather than extracting individual characters. These methods attempt to calculate a similarity score between the image that contains the candidate word and a query word. Some of them use label-embedding algorithms in order to increase the value of the relation between the words found on images and candidate text strings [10] [25].

Recent trends seek to integrate both text detection and text recognition into an end-to-end text recognition system that involves both steps in the same algorithm. There are different methodologies for combining both of these phases. According to [27], they can be reduced into two main approaches, the Stepwise and the Integrated methodologies. In this paper, we followed the stepwise approach in order to separate the process into well-defined stages, as the four primary steps of this methodology do. Furthermore, since some stepwise approaches use a feedback procedure from the text recognition stage in order to reduce false detections, we believe this methodology to be more suited to our problem. After exploring the TOIC dataset, we found that the images in Tor network are usually presented in a way where occlusion is not a common factor, due to the fact that the seller wants to properly identify the product being sold.

However, partial occlusion does appear in certain areas such as the seller’s name being hidden or partially obscured by the product. Personal documents and money are usually presented oriented in order to show multiple of them in the same picture, which is why orientation will be relevant when applying TS. Regarding the type of the text found, machine-printed text seemed more prominent in our initial study rather than hand-written text.

Because of these reasons and after reviewing the state of the art, we have selected Tian. Z et al. [22] and Shi. B et al. [20] as our main approaches to extract text from images retrieved from the Tor HS due to their robustness against ambiguous text, their reliability multi-scaled and multi-language text and their focus towards generating practical models meant for real-world application scenarios.

Focusing on extracting and processing information from illegal sites of Tor, we selected a small batch of images from the TOIC dataset, in order to test the performance of the proposed pipeline. This dataset was proposed by Fidalgo et al. [9] after crawling Tor images domains. In Tor, several types of services can be found [6] but also illegal activities or hidden services, such as illegal drugs selling [2] and other as identified by Al-Nabki et al [1], which include drug selling, weapons and personal ID forgery.

## III METHODOLOGY

### A. Text Detection

The selected algorithm for text detection, Tian. Z et al. [22], is based on a Connectionist Text Proposal Network, which segments the image into regions and score them according to probability of having text or not. A vertical anchor mechanism is used so these text and non-text regions are considered based on their score against the proposal regions.

This approach allows creating an end-to-end trainable model, resulting in a method that explores context information within the image in order to detect ambiguous text. The Connectionist Text Proposal Network (CTPN) uses a fully convolutional network that allows to input images of varying sizes.

![Figure 3. Text Spotting, stepwise methodology.](image-url)
It detects lines of text by using a sliding window in the convolutional feature maps and obtains a sequence of text proposals, much like a regular Region Proposal Network method [19]. Thanks to a number of flexible anchor mechanisms, a single window is able to predict objects in a wide range of scales and aspect ratios. The vertical properties of the image are given a higher weight in order to reduce the search space grouping sections in this direction, using up to ten anchors for each proposal region. The sliding window takes a convolutional feature for producing the prediction using the VGG16 model [21]. Anchor locations are fixed to output the text scores and filtered with an initial threshold of over 0.7. The next processes involve side-refinement approaches trying to estimate the offset of each anchor, now focusing on the horizontal properties of said regions. Alongside being computationally efficient, this approach has obtained impressive results on popular datasets, such as ICDAR 2013 Dataset [14], with a 0.93 score of precision, 0.83 recall and 0.88 F-Measure, as well as a 0.61 score in F-Measure on the ICDAR 2015 dataset. It has achieved good results on the SWT [8] and Multilingual [18] approaches as well, with over 0.66 and 0.82 F-Measure scores respectively.

B. Text Recognition

We adopted Shi et al. model [20] as they proposed an end-to-end trainable neural network, which handles sequences of different lengths and generates an effective and small model. They used Convolutional Recurrent Neural Network (CRNN) because it is capable to learn from labeled sequences directly, and only requiring height normalization of the regions in testing and training phases, achieving highly competitive performance and containing fewer parameters that a standard model. The CRNN consists of three main components, the convolutional and recurrent layers, and a transcription layer. The convolutional layers extract a feature sequence from the input image, while the recurrent layers predict a label distribution for the taken regions.

Finally, the transcription layer creates the final label sequence, by using the highest probability contained in the region-based transcriptions. The architecture of the convolutional layers is based on the VGG-Deep architectures [21], but with some adjustments being made with the focus of recognizing English words. As both the deep convolutional and recurrent layers are hard to train, the batch normalization techniques are used after specific convolutional layers in order to improve the speed of the training process.

IV RESULTS AND DISCUSSION

A. Data used for the experimentation

Due to the lack of labeled datasets for the illegal activities in Tor network, we took a subset of 100 images from the TOIC dataset, such that each category holds 20 images, and labeled them inspired by ICDAR 2017 and COCO-TEXT [24] datasets, manually identifying the bounding boxes, as well as the transcribed text inside the bounding boxes in order test the performance of the proposed TS pipeline (Figure 4). We obtain a total of 1112 text regions from the 100 images analyzed (Figure 5).

B. Experimental Setup

The selected models, Tian et al. [22] and Shi. B et al. [20], were implemented using TensorFlow under Python3, while the OpenCV library was used for preprocessing the images. We test these algorithms on a Intel Xeon E5 v3 computer with 128GB of RAM using a Nvidia GPU.

In order to adapt the text detection model for our problem, we explored three different proposals by modifying the default parameters of the original model. We represent these proposals as P1, P2 and P3. The first proposal, P1, refers to the default parameters proposed by their authors based on the VGG16 model. In the second one, P2, we adjusted the anchor scales parameter for the text detection algorithm to double their original values.
Finally, for the third proposal, P3, we increased the minimum of top scoring boxes before applying non-maximum-suppression to the region proposals, as well as doubling again the original anchor scales parameter from P2. Once we have the bounding boxes for the detected regions, we apply text recognition to these areas, maintaining the TR model parameters in their default values.

To filter and evaluate the regions considered as text, we define a minimum of Intersection-over-Union (IoU) when we compare them to the ground truth of our labeled set of images. If the detected box shares a higher percentage than this IoU, they are correctly classified as containing text. Since the majority of our dataset images are small, with a mean dimension of 500x300, this threshold is set between a minimum of 0.4 and a maximum of 0.7. Otherwise, the bounding box is ignored. If there are ground truths, which are not associated to any of the detected boxes, these are labeled as false negatives. Similarly, for text recognition, we only consider that a word has been recognized correctly if the entire word matches the labeled region as described before.

C. Results Discussion.

Table 1: Performance measured on the three proposals, with the best results marked in bold.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.72</td>
<td>0.31</td>
<td>0.43</td>
</tr>
<tr>
<td>0.5</td>
<td>0.71</td>
<td>0.30</td>
<td>0.42</td>
</tr>
<tr>
<td>0.6</td>
<td>0.68</td>
<td>0.29</td>
<td>0.41</td>
</tr>
<tr>
<td>0.7</td>
<td>0.66</td>
<td>0.28</td>
<td>0.39</td>
</tr>
<tr>
<td>P2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td><strong>0.84</strong></td>
<td><strong>0.44</strong></td>
<td><strong>0.57</strong></td>
</tr>
<tr>
<td>0.5</td>
<td>0.81</td>
<td>0.41</td>
<td>0.54</td>
</tr>
<tr>
<td>0.6</td>
<td>0.76</td>
<td>0.39</td>
<td>0.51</td>
</tr>
<tr>
<td>0.7</td>
<td>0.72</td>
<td>0.37</td>
<td>0.49</td>
</tr>
<tr>
<td>P3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.67</td>
<td>0.16</td>
<td>0.24</td>
</tr>
<tr>
<td>0.5</td>
<td>0.63</td>
<td>0.13</td>
<td>0.22</td>
</tr>
<tr>
<td>0.6</td>
<td>0.60</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>0.7</td>
<td>0.58</td>
<td>0.10</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 1 shows that the best results are achieved with the doubling of the anchor scales, outperforming both the other proposals even with the highest minimum threshold. Figure 6 helps show our observations of the regions detected in all three of these proposals by adjusting the anchor values and the effect of the threshold. Out of 1112 regions, P1 could only detect 510, while P2 was capable of detecting 610 bounding boxes correctly. However, P3 could detect only 300 due to both the further increase of the vertical threshold as well as the minimum of top scoring boxes, which had the opposite effect of the expected result.

We can see in both Table 1 and Figure 6 that the best result is achieved with the P2 proposal, noticing the relevance of the vertical threshold for the anchors that was described initially, which we will then select to apply text recognition via the rest of our pipeline. Despite the robustness of the text detection algorithm against the orientation, the performance drops sharply when exposed to images with complex backgrounds or a higher curve degree. Furthermore, some regions of text, which are often considered as one unit, can be split into different sections, increasing the difficulty of the text recognition phase and the retrieval of performance measurements such as precision or recall due to having to determine how to consider these regions. This particular problem is most likely due to the algorithm’s vertical approach to text detection. In Figure 7, we can see that the text detection algorithm obtains good results on images with partial orientation, but does not work well with occlusion due to omitting the number found below the gun.

C. Results Discussion.

Figure 6. Illustrating the three scenarios for the pipeline test.

Figure 7. Samples of text regions properly detected, as well as wrong regions.
Both the credit card and money ticket images (Figure 7, top section) show a significant amount of bounding boxes, being a good reference of the algorithm’s performance even though some of these bounding boxes can be a bit imprecise, especially in the case of the magnetic cards (Figure 7, bottom section).

Regarding the text recognition phase, it did not achieve results as relevant as the previous phase. Figure 8 shows the result of text recognition applied to the batch of images taken from the TOIC dataset, also including the result obtained when applying OCR to the same regions in order to compare the performance of both approaches to text recognition. While both results differ slightly from the documented strings, this can be attributed to the size that the images are scaled to during detection, since recognition is applied directly to these subsections. Therefore, the smaller the regions of the detected text are the lower the accuracy for the region will be. OCR seems to yield slightly similar results, not outperforming our chosen algorithm except in areas related to artificial text (credit card examples in Figure 8), which is not the main focus of our work.

We found that the best text detection method for Tor images is based on a connectionist neural network and for text recognition, while the text and end-to-end trainable neural network. To evaluate the performance, we labeled 100 images from the TOIC dataset, where we include the bounding box and detected string for each text region present, which are used as our main data source. We found that the Connectionist Text Proposal Network algorithm could be labeled as the best algorithm for our field of work, as it achieved an F1 score of 57% in the evaluated images, which is obtained by doubling the anchor features, noticing the relevance of the vertical threshold when applied to our particular field. However, certain uniform regions of text can be divided into different sections, which increase the difficulty of the text recognition phase. This particular problem is due to the vertical approach of the algorithm, as well as the smaller than average dimensions that our images have.

Since text recognition is heavily dependent on text detection, further refinement of this section of the pipeline will be a task to focus on in order to define more of these bounding boxes. The cropped sizes of the detected boxes may also pose a problem if the end result is an image of even lower resolution. When compared against OCR, our chosen algorithm performs slightly better in hand-written, oriented text, although in categories such as credit cards the results are slightly closer between the two algorithms, as can be seen in Figure 8.

Due to the successful results in the text detection, in future works, we will focus on improving the text recognition, by training the current model with a bigger dataset and focusing on the anchor scales parameter in order to obtain as many relevant regions as possible for their successive analysis.
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