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Abstract: Given two normed spaces $X, Y$, the aim of this paper is establish that the existence of an isomorphism isometric between $X \times \mathbb{R}$ and $Y \times \mathbb{R}$ is equivalent to the existence of an isometric isomorphism between $X$ and $Y$, provided the norms satisfy an appropriate condition. By means of a counterexample, it is shown that this result fails for arbitrary norms even if $X = Y = \mathbb{R}^2$.
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1. Introduction

The motivation behind this problem traces its origin back to [4], in connection with the Banach-Stone theorem. There are natural situations under which, if two metric functions spaces $(A(X), d)$ and $(A(Y), d')$ defined on the Banach spaces $(X, \|\cdot\|_X)$ and $(Y, \|\cdot\|_Y)$ respectively are isometrically isomorphic, then $(X \times \mathbb{R}, \|\cdot\|_{X \times \mathbb{R}})$ and $(Y \times \mathbb{R}, \|\cdot\|_{Y \times \mathbb{R}})$ are isometrically isomorphic as Banach spaces under the norms $(x, t) \mapsto \|x\|_X + |t|$, for $(x, t) \in X \times \mathbb{R}$ and $(y, t) \mapsto \|y\|_Y + |t|$, for $(y, t) \in Y \times \mathbb{R}$. So, with the aim of obtaining a version of the Banach-Stone theorem, it is natural to investigate whether this situation implies that $(X, \|\cdot\|_X)$ and $(Y, \|\cdot\|_Y)$ are isometrically isomorphic. Notice that if $(X, \|\cdot\|_X)$ and $(Y, \|\cdot\|_Y)$ are isometrically isomorphic, then we generally have that $(A(X), d)$ and $(A(Y), d)$ are also isometrically isomorphic. This problem was solved positively in [4] for norms of the form $(x, t) \mapsto (\|x\|_X^p + |t|^p)^{1/p}$ for all $(x, t) \in X \times \mathbb{R}$ when $p \in [1, \infty[ \setminus \{2\}$. The property proposed in this paper is more general.

We provide applications of our main theorem to the space of continuously differentiable functions and the spaces of affine functions. We also provide counterexamples for norms which do not satisfy our property.
2. The main theorem.

We use the following property.

**Definition 1.** Let \((X, \| \cdot \|_X)\) and \((Y, \| \cdot \|_Y)\) be two normed vector spaces. Let \(\| \cdot \|_{X \times \mathbb{R}}\) and \(\| \cdot \|_{Y \times \mathbb{R}}\) be two norms defined on \(X \times \mathbb{R}\) and \(Y \times \mathbb{R}\) respectively. We say that the pair of norms \((\| \cdot \|_{X \times \mathbb{R}}, \| \cdot \|_{Y \times \mathbb{R}})\) satisfies the property \((P)\) if

(i) \(\|(x, 0)\|_{X \times \mathbb{R}} = \|x\|_X\) for all \((x, t) \in X \times \mathbb{R}\) and \(\|(y, 0)\|_{Y \times \mathbb{R}} = \|y\|_Y\) for all \((y, t) \in Y \times \mathbb{R}\).

(ii) for all \(x \in X\) and \(y \in Y\):

\[\|x\|_X = \|y\|_Y \Rightarrow \|(x, \lambda)\|_{X \times \mathbb{R}} = \|(y, \lambda)\|_{Y \times \mathbb{R}}, \quad \forall \lambda \in \mathbb{R}.\]

(iii) Let \((a, u) \in X \times \mathbb{R}\) and \((b, v) \in Y \times \mathbb{R}\) such that \(a \neq 0\) and \(b \neq 0\). If for all \((\alpha, \beta) \in \mathbb{R}^2\)

\[\|((\alpha(0, 1) + \beta(a, u))\|_{X \times \mathbb{R}} = \|((\beta(0, 1) + \alpha(b, v))\|_{Y \times \mathbb{R}}\]

\(u = v = 0\).

**Remark 1.** Let us note that property \((P)\) in this paper does not appear to be related to the notion of orthogonality. However there exists some similarity between these two notions. For interesting results on the various notions of orthogonality in normed vector spaces, we refer to [1], [2] and [3].

**Theorem 1.** Let \((X, \| \cdot \|_X)\) and \((Y, \| \cdot \|_Y)\) be two normed vector spaces. Suppose that \((\| \cdot \|_{X \times \mathbb{R}}, \| \cdot \|_{Y \times \mathbb{R}})\) satisfies the property \((P)\). Then \((X \times \mathbb{R}, \| \cdot \|_{X \times \mathbb{R}})\) and \((Y \times \mathbb{R}, \| \cdot \|_{Y \times \mathbb{R}})\) are isometrically isomorphic if and only if \((X, \| \cdot \|_X)\) and \((Y, \| \cdot \|_Y)\) are isometrically isomorphic.

Our theorem applies to many norms, see for instance Example 1 and more generally Proposition 1. We give now a generic counterexample showing that Theorem 1 fails for arbitrary norms.

**Counterexample 1.** Let \(X = Y = \mathbb{R}^2\). For each norm \(\| \cdot \|_X\) on \(X\) there exist a norm \(\| \cdot \|_Y\) on \(Y\), a norm \(\| \cdot \|_{X \times \mathbb{R}}\) on \(X \times \mathbb{R}\) and a norm \(\| \cdot \|_{Y \times \mathbb{R}}\) on \(Y \times \mathbb{R}\) such that:

1. \((X, \| \cdot \|_X)\) is not isometrically isomorphic to \((Y, \| \cdot \|_Y)\).
2. \((X \times \mathbb{R}, \| \cdot \|_{X \times \mathbb{R}})\) is isometrically isomorphic to \((Y \times \mathbb{R}, \| \cdot \|_{Y \times \mathbb{R}})\).
3. \(\| \cdot \|_{X \times \mathbb{R}}\) coincide with \(\| \cdot \|_X\) on \(X \times \{0\}\) and \(\| \cdot \|_{Y \times \mathbb{R}}\) coincide with \(\| \cdot \|_Y\) on \(Y \times \{0\}\).
Proof. Let \( p \in [1, +\infty[ \). Let us define \( \cdot \| X \times \mathbb{R} \) and \( \cdot \| Y \times \mathbb{R} \) as follows:

\[
\|(x_1, x_2, t)\|_{X \times \mathbb{R}} := (\|(x_1, x_2)\|_X^p + |t|^p)^{\frac{1}{p}}, \quad \forall (x_1, x_2, t) \in X \times \mathbb{R}
\]

and

\[
\|(y_1, y_2, s)\|_{Y \times \mathbb{R}} := \left( |y_2|^p + \frac{\|(y_1, s)\|_X^p}{c^p} \right)^{\frac{1}{p}}, \quad \forall (y_1, y_2, s) \in Y \times \mathbb{R},
\]

where \( c = \|(1, 0)\|_X \). Let us define the norm \( \cdot \|_{Y, p} \) on \( Y \) as follows:

\[
\|(y_1, y_2)\|_{Y, p} := (|y_1|^p + |y_2|^p)^{\frac{1}{p}},
\]

for all \((y_1, y_2) \in Y\). Clearly,

\[
\|(x_1, x_2, 0)\|_{X \times \mathbb{R}} = \|(x_1, x_2)\|_X, \quad \forall (x_1, x_2) \in X
\]

and

\[
\|(y_1, y_2, 0)\|_{Y \times \mathbb{R}} = (|y_1|^p + |y_2|^p)^{\frac{1}{p}} := \|(y_1, y_2)\|_{Y, p}, \quad \forall (y_1, y_2) \in Y.
\]

(Since \( \frac{(y_1, 0)}{c^p} = |y_1|^p \frac{(1, 0)^p}{c^p} = |y_1|^p \). On the other hand, the following map is an isometric isomorphism:

\[
\Theta : (X \times \mathbb{R}, \cdot \| X \times \mathbb{R}) \to (Y \times \mathbb{R}, \cdot \| Y \times \mathbb{R})
\]

\[
(x_1, x_2, t) \mapsto (cx_1, t, cx_2).
\]

There exist two cases:

Case 1: If every point of the sphere \( S_X \) of \( X \) is an extreme point, we choose \( p = 1 \) and so the sphere \( S_Y \) of \( Y \) has no extreme point: indeed, in this case \( \|(y_1, y_2)\|_Y := \|(y_1, y_2)\|_{Y, 1} = |y_1| + |y_2| \). (For example \((\frac{1}{2}, \frac{1}{2})\) is not extreme for \( \cdot \|_{Y, 1} \). Consequently \((X, \cdot \| X)\) and \((Y, \cdot \| Y)\) cannot be isometrically isomorphic.

Case 2: If there exists some point of the sphere \( S_X \) which is not extreme, then choosing \( p = 2 \) we get that every point of the sphere \( S_Y \) is an extreme point: indeed in this case \( \|(y_1, y_2)\|_Y := \|(y_1, y_2)\|_{Y, 2} = (|y_1|^2 + |y_2|^2)^{\frac{1}{2}} \) is the Euclidean norm. Again \((X, \cdot \| X)\) and \((Y, \cdot \| Y)\) cannot be isometrically isomorphic.

The idea of the above counterexample can be extended to infinite dimensions.
Counterexample 2. Let \((X, \|\cdot\|_X)\) be a smooth normed vector space (The norm \(\|\cdot\|_X\) is Gâteaux differentiable outside 0). Then there exist another norm \(\|\cdot\|\) on \(X\) and two norms \(N_1\) and \(N_2\) on \(X \times \mathbb{R}\) such that:

1. \((X, \|\cdot\|_X)\) is not isometrically isomorphic to \((X, \|\cdot\|)\).
2. \((X \times \mathbb{R}, N_1)\) is isometrically isomorphic to \((X \times \mathbb{R}, N_2)\).
3. \(N_1\) coincide on \(X \times \{0\}\) with \(\|\cdot\|_X\) and \(N_2\) coincide on \(X \times \{0\}\) with \(\|\cdot\|_X\).

Proof. Let \(H\) be an hyperplane of \((X, \|\cdot\|_X)\). So, there exists \(e \in X\) such that for each \(x \in X\), there exists a unique \((x_H, t_H) \in H \times \mathbb{R}\) such that \(x = x_H + t_He\). We define the norm \(\|\cdot\|\) on \(X\) as follow:
\[
\|x\| := \|x_H\|_X + |t_H| \quad \forall x \in X.
\]
We define \(N_1\) and \(N_2\) as follows.
\[
N_1(x, t) := \|x\|_X + |t|; \quad \forall (x, t) \in X \times \mathbb{R}
\]
\[
N_2(x, t) := \|x_H + te\|_X + |t_H|; \quad \forall (x, t) \in X \times \mathbb{R}.
\]
Clearly,
\[
N_1(x, 0) = \|x\|_X; \quad \forall x \in X
\]
and
\[
N_2(x, 0) = \|x_H\|_X + |t_H| = \|x\|; \quad \forall x \in X.
\]
On the other hand, the following map is an isometric isomorphism
\[
\Theta : (X \times \mathbb{R}, N_1) \to (X \times \mathbb{R}, N_2)
\]
\[
(x, t) \mapsto (x_H + te, t_H)
\]
But \((X, \|\cdot\|_X)\) and \((X, \|\cdot\|)\) cannot be isometrically isomorphic since the norm \(\|\cdot\|_X\) is smooth and the norm \(\|\cdot\|\) is not smooth.

We give now examples of norms satisfying our theorem.

Example 1. Let \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\) be two normed vector spaces.
1. Let \(p \in [1, +\infty[ \setminus \{2\}\); we define the \(l^2_p\)-norms as follows:
\[
\|(x, t)\|_{X \times \mathbb{R}} := (\|x\|_X^p + |t|^p)^{\frac{1}{p}},
\]
or
\[
\|(x, t)\|_{X \times \mathbb{R}} := \max(\|x\|_X, |t|),
\]
for all \((x, t) \in X \times \mathbb{R}\). We define \(\|\cdot\|_{Y \times \mathbb{R}}\) in an analogous manner as we did for the norm \(\|\cdot\|_{X \times \mathbb{R}}\). Then the pair \((\|\cdot\|_{X \times \mathbb{R}}, \|\cdot\|_{Y \times \mathbb{R}})\) satisfies the property \((P)\).
Note that the part (iii) of the property (P) fails for the $l_p^2$-norms with $p = 2$. However, we obtain from the Proposition 1 below a criterion which provides the property (P) through a general class of norms $N$ on $\mathbb{R}^2$. Recall that a norm $N$ on a vector lattice space $E$ is absolute if $N(|x|) = N(x)$ for all $x \in E$; and monotone if $N(x) \leq N(y)$ whenever $0 \leq x \leq y$. If the norm is both absolute and monotone, it is called a Riesz norm. It is easy to show that any absolute norm on $\mathbb{R}^n$ (equipped with the usual order) is already monotone, hence a Riesz norm (see [6, Theorem 2], and [7]). We set now $E = \mathbb{R}^2$ and let $N$ be a Riesz norm on $\mathbb{R}^2$. We denote by $\text{Isom}(\mathbb{R}^2, N)$ the group of all automorphism isometric of $(\mathbb{R}^2, N)$. Let $S_2$ be the group of permutations of $\{1, 2\}$. For $\sigma \in S_2$ and $\lambda := (\lambda_1, \lambda_2) \in (\mathbb{R}^*)^2$, we denote by $u_{\sigma, \lambda}$ the automorphism of $\mathbb{R}^2$ defined by $u_{\sigma, \lambda} : (t_1, t_2) \mapsto (\lambda_1 t_{\sigma(1)}, \lambda_2 t_{\sigma(2)})$. By $I_2$ we denote the following group of automorphisms

$$I_2 := \{u_{\sigma, \lambda}/\sigma \in S_2; \lambda \in (\mathbb{R}^*)^2\}.$$ 

Recall (see [5]) that the group of isometries of the $l_p^2$-norms on $\mathbb{R}^2$ for $p \in [1, +\infty] \setminus \{2\}$ is exactly the set $\{u_{\sigma, \lambda}/\sigma \in S_2; \lambda \in \{-1, 1\}^2\} \subset I_2$.

**Proposition 1.** For each Riesz norm $N$ on $\mathbb{R}^2$, if $\text{Isom}(\mathbb{R}^2, N) \subset I_2$ then the pair $(\|x\|_{X \times \mathbb{R}}, \|y\|_{Y \times \mathbb{R}})$ satisfies the property (P) where $\|x, t\|_{X \times \mathbb{R}} := cN(|x|, |t|)$ for all $(x, t) \in X \times \mathbb{R}$ and $\|(y, t)\|_{Y \times \mathbb{R}} := cN(|y|, |t|)$ for all $(y, t) \in Y \times \mathbb{R}$ with $c := \frac{1}{N(1, 0)}$.

**Proof.** The part (i) and (ii) in Definition 1 are easy to verify. Let us prove that if $\text{Isom}(\mathbb{R}^2, N) \subset I_2$ then the part (iii) of Definition 1 is verified. Indeed, let $(a, u) \in X \times \mathbb{R}$ and $(b, v) \in Y \times \mathbb{R}$ be such that

$$N(\|a\|_X, |\alpha u + \beta|) = N(\|b\|_Y, |\beta v + \alpha|); \quad \forall (\alpha, \beta) \in \mathbb{R}^2. \quad (1)$$

Suppose that $a \neq 0$ and $b \neq 0$, then the map $\varphi : (\alpha \|a\|_X, \alpha u + \beta) \mapsto (\|b\|_Y, \beta v + \alpha)$ is an automorphism of $\mathbb{R}^2$. Since the norm $N$ is absolute, from the formula (1) we get

$$N(\|b\|_Y, \beta v + \alpha) = N(\|b\|_Y, |\beta v + \alpha|)$$

$$= N(\|a\|_X, |\alpha u + \beta|)$$

$$= N(\|a\|_X, \alpha u + \beta). \quad (2)$$
Using a change of variables by putting \( t_1 = \alpha \|a\|_X \) and \( t_2 = \alpha u + \beta \) we have

\[
\varphi : (t_1, t_2) \mapsto \left( -\frac{u\|b\|_Y}{\|a\|_X} t_1 + \|b\|_Y t_2, \frac{1 - uv}{\|a\|_X} t_1 + vt_2 \right)
\]

for all \((t_1, t_2) \in \mathbb{R}^2\) and from (2) we obtain:

\[
N(\varphi(t_1, t_2)) = N(t_1, t_2), \quad \forall (t_1, t_2) \in \mathbb{R}^2.
\] (3)

The formula (3) means that \( \varphi \) is isometric for the norm \( N \). So, by our hypothesis \( \varphi \) must be an element of \( I_2 \), which implies that \( \varphi = u \sigma, \lambda \) for some \( \sigma \in S_2 \) and \( \lambda \in (\mathbb{R}^*)^2 \). Since \( b \neq 0 \), the unique possibility is that \( -\frac{u\|b\|_Y}{\|a\|_X} = 0 \) and \( v = 0 \). Thus we have \( u = v = 0 \) which implies the property \((P)\). \( \blacksquare \)

**Remark 2.** Using Minkowski functional of appropriate convex and symmetric sets of \( \mathbb{R}^2 \), we can easily construct Riesz norms satisfying the hypothesis of Proposition 1. For example the set

\[
C_\epsilon := \left( [-1, 1] \times [-1 + \epsilon, 1 - \epsilon] \right) \cap \left\{ (x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1 \right\}
\]

(for \( 0 < \epsilon < 1 \)) is the closed unit ball of some Riesz norm \( N_{C_\epsilon} \) (the Minkowski functional of \( C_\epsilon \)) satisfying \( \text{Isom}(N_{C_\epsilon}, \mathbb{R}^2) = \{ \pm i, \pm u \} \subseteq I_2 \) where \( i \) denotes the identity map of \( \mathbb{R}^2 \) and \( u : (t_1, t_2) \to (-t_1, t_2) \) for all \((t_1, t_2) \in \mathbb{R}^2\). Note that \( \| \cdot \|_2 \leq N_{C_\epsilon} \leq \frac{1}{1 - \epsilon} \| \cdot \|_2 \) where \( \| \cdot \|_2 \) denotes the euclidean norm on \( \mathbb{R}^2 \).

### 3. Notation

Let \((X, \| \cdot \|_X)\) and \((Y, \| \cdot \|_Y)\) be two normed vector spaces and let \( \| \cdot \|_{X \times \mathbb{R}} \) be a norm on \( X \times \mathbb{R} \) and \( \| \cdot \|_{Y \times \mathbb{R}} \) be a norm on \( Y \times \mathbb{R} \). Let

\[
\Theta : (X \times \mathbb{R}, \| \cdot \|_{X \times \mathbb{R}}) \rightarrow (Y \times \mathbb{R}, \| \cdot \|_{Y \times \mathbb{R}})
\]

be an isomorphism. There exists two linear operators \( T : X \to Y \) and \( S : Y \to X \), two real valued linear maps \( p : X \to \mathbb{R} \) and \( q : Y \to \mathbb{R} \) and two vectors \((a, u) := \Theta^{-1}(0, 1) \in X \times \mathbb{R} \) and \((b, v) := \Theta(0, 1) \in Y \times \mathbb{R} \), such that:

\[
\Theta(x, t) = (Tx + tb, p(x) + tv); \quad \forall (x, t) \in X \times \mathbb{R}
\] (4)

and

\[
\Theta^{-1}(y, t) = (Sy + ta, q(y) + tu); \quad \forall (y, t) \in Y \times \mathbb{R}.
\] (5)
Using the fact that $\Theta^{-1}(\Theta(x,t)) = (x,t)$ for all $(x,t) \in X \times \mathbb{R}$, we obtain the following formulas

$$S \circ Tx + p(x)a = x; \quad \forall x \in X,$$

$$Sb = -va,$$

$$q(Tx) + p(x)u = 0; \quad \forall x \in X,$$

$$q(b) = 1 - uv. \quad (9)$$

By inverting, the roles of $\Theta$ and $\Theta^{-1}$ we obtain:

$$T \circ Sy + q(y)b = y; \quad \forall y \in Y,$$

$$Ta = -ub,$$

$$p(S(y)) + q(y)v = 0; \quad \forall y \in Y,$$

$$p(a) = 1 - uv. \quad (13)$$

Finally, we denote $\text{Ker}(p) := \{ x \in X : p(x) = 0 \}$ and $\text{Ker}(q) := \{ y \in Y : q(y) = 0 \}$.

### 4. Proof of the main theorem

Before proving our main theorem, we need the following lemmas.

**Lemma 1.** Suppose that $\Theta : (X \times \mathbb{R}, \| \cdot \|_X \times \mathbb{R}) \to (Y \times \mathbb{R}, \| \cdot \|_Y \times \mathbb{R})$ is an isometric isomorphism. Then, the spaces $\text{Ker}(p) \times \{0\}$ and $\text{Ker}(q) \times \{0\}$ are isometrically isomorphic. More precisely, the map

$$\Theta : (\text{Ker}(p) \times \{0\}, \| \cdot \|_X \times \mathbb{R}) \to (\text{Ker}(q) \times \{0\}, \| \cdot \|_Y \times \mathbb{R})$$

$$(x,0) \mapsto \Theta(x,0) \quad (14)$$

is an isometric isomorphism.

**Proof.** Since $\Theta$ is an isomorphism isometric, it suffices to show that $\Theta$ sends $\text{Ker}(p) \times \{0\}$ into $\text{Ker}(q) \times \{0\}$ and $\Theta^{-1}$ sends $\text{Ker}(q) \times \{0\}$ into $\text{Ker}(p) \times \{0\}$. Indeed, suppose that $x \in \text{Ker}(p)$. Using the formula (4) we have $\Theta(x,0) = (T x, 0)$. Now, by using the formula (8) we have $q(Tx) = 0$ since $p(x) = 0$. It follows that $Tx \in \text{Ker}(q)$ and so $\Theta$ sends $\text{Ker}(p) \times \{0\}$ into $\text{Ker}(q) \times \{0\}$. In a similar way we prove that $\Theta^{-1}$ sends $\text{Ker}(q) \times \{0\}$ into $\text{Ker}(p) \times \{0\}$. \qed
Lemma 2. We have that $a \neq 0$ if and only if $b \neq 0$.

Proof. Let $a \neq 0$ and suppose that $b = 0$. By the formula (7) we have that $va = 0$, which implies that $v = 0$ since $a \neq 0$. Using the formula (9) we obtain that $q(b) = 1$ which is a contradiction since $b = 0$. So we have that $a \neq 0 \Rightarrow b \neq 0$. In a similar way we prove the converse.

We give now the proof of the main result.

Proof of Theorem 1. For the “if” part, suppose that $(X, \|\cdot\|_X)$ and $(Y, \|\cdot\|_Y)$ are isometrically isomorphic and let $T : (X, \|\cdot\|_X) \rightarrow (Y, \|\cdot\|_Y)$ be an isomorphism isometric. Let us define $\Theta : (X \times \mathbb{R}, \|\cdot\|_{X \times \mathbb{R}}) \rightarrow (Y \times \mathbb{R}, \|\cdot\|_{Y \times \mathbb{R}})$ by $\Theta(x, \lambda) = (T(x), \lambda)$ for all $(x, \lambda) \in X \times \mathbb{R}$. Then, clearly $\Theta$ is an isomorphism and by part (ii) of the property $(P)$, it is also isometric.

We prove now the “only if part”. Indeed, suppose that there exists an isomorphism isometric $\Theta : (X \times \mathbb{R}, \|\cdot\|_{X \times \mathbb{R}}) \rightarrow (Y \times \mathbb{R}, \|\cdot\|_{Y \times \mathbb{R}})$. We need to consider two cases: $a = 0$ or $a \neq 0$.

Case 1. If $a = 0$ then $b = 0$ by Lemma 2. Using the formulas (6) and (10) we obtain that $T$ is an isometry from $X$ onto $Y$ with the inverse $S$.

To see that $T$ is an isometry, we use the formula (4) and (5) to obtain that $\Theta(x, 0) = (T(x), \lambda)$ for all $x \in X$ and $\lambda \in Y$. Replacing $\lambda$ by $T(x)$ we obtain $\Theta^{-1}(T(x), 0) = (x, q(Tx))$. Now, using the part (i) of the property $(P)$ and the fact that $\Theta$ is isometric, we get

$$\|x\|_X = \|\Theta(x, 0)\|_{Y \times \mathbb{R}} = \|(T(x), p(x))\|_{Y \times \mathbb{R}} \geq \|T(x)\|_Y$$

and

$$\|T(x)\|_Y = \|\Theta^{-1}(T(x), 0)\|_{Y \times \mathbb{R}} = \|(x, q(Tx))\|_{Y \times \mathbb{R}} \geq \|x\|_X.$$ 

By combining the two inequalities we have that $T$ is isometric. Thus $(X, \|\cdot\|_X)$ and $(Y, \|\cdot\|_Y)$ are isometrically isomorphic.

Case 2. If $a \neq 0$ then $b \neq 0$ by Lemma 2. Since $\Theta$ is isometric then for all $(\alpha, \beta) \in \mathbb{R}^2$ we have

$$\|\alpha(a, u) + \beta(0, 1)\|_{X \times \mathbb{R}} = \|\Theta(\alpha(a, u) + \beta(0, 1))\|_{Y \times \mathbb{R}}$$

$$= \|\Theta(a, 0) + \beta(b, v)\|_{Y \times \mathbb{R}}.$$ 

This implies that $u = v = 0$ by the part (iii) of the property $(P)$. Thus we have $\Theta^{-1}(0, 1) = (a, 0)$ and $\Theta(0, 1) = (b, 0)$. We first show that $X \times \{0\} = \text{Ker}(p) \times \{0\} \oplus \mathbb{R}(a, 0)$ and $Y \times \{0\} = \text{Ker}(q) \times \{0\} \oplus \mathbb{R}(b, 0)$. Indeed, for each $x \in X$
we can write \( x = (x - p(x)a) + p(x)a \). Since \( u = 0 \) then \( p(a) = 1 \) from formula (13). Thus \( x - p(x)a \in \text{Ker}(p) \) and so \( X \times \{0\} = \text{Ker}(p) \times \{0\} \oplus \mathbb{R}(a,0) \). In a similar way we prove the second part. Now we prove that the map

\[
\Delta : X \times \{0\} = \text{Ker}(p) \times \{0\} \oplus \mathbb{R}(a,0) \to Y \times \{0\} = \text{Ker}(q) \times \{0\} \oplus \mathbb{R}(b,0)
\]

\[
(x,0) + \lambda(a,0) \mapsto \Theta(x,0) + \lambda(b,0)
\]

is an isomorphism isometric. Indeed, the fact that \( \Delta \) is linear and onto map is clear by using Lemma 1. Let us prove that \( \Delta \) is isometric. For all \( (x,0) \in \text{Ker}(p) \times \{0\} \), by Lemma 1 there exists \( (y,0) \in \text{Ker}(q) \times \{0\} \) such that \( \Theta(x,0) = (y,0) \) and we have \( \|x\|_X = \|x,0\|_{X \times \mathbb{R}} = \|(y,0)\|_{Y \times \mathbb{R}} = \|y\|_Y \), since \( \Theta \) is isometric. On the other hand, since

\[
\Delta ((x,0) + \lambda(a,0)) = \Theta(x,0) + \lambda(b,0) = \Theta(x,0) + \lambda(0,1) = \Theta(x,\lambda)
\]

then, using the fact that \( \Theta^{-1} \) is isometric we have

\[
\|(x,0) + \lambda(a,0)\|_{X \times \mathbb{R}} = \|\Theta^{-1}(y,\lambda)\|_{X \times \mathbb{R}} = \|(y,\lambda)\|_{Y \times \mathbb{R}}
\]

(15)

On the other hand we know that \( (b,0) = \Theta(0,1) \), so \( \Theta(x,0) + \lambda(b,0) = \Theta(x,0) + \lambda(0,1) = \Theta(x,\lambda) \). Thus, using the fact that \( \Theta \) is isometric we have,

\[
\|\Delta ((x,0) + \lambda(a,0))\|_{Y \times \mathbb{R}} = \|\Theta(x,0) + \lambda(b,0)\|_{Y \times \mathbb{R}}
\]

(16)

\[
= \|\Theta(x,\lambda)\|_{Y \times \mathbb{R}} = \|(x,\lambda)\|_{X \times \mathbb{R}}.
\]

Now, since \( \|x\|_X = \|y\|_Y \) and since \( \|\cdot\|_{X \times \mathbb{R}}, \|\cdot\|_{Y \times \mathbb{R}} \) satifies the property \((P)\), then \( \|\Theta(x,\lambda)\|_{Y \times \mathbb{R}} = \|(y,\lambda)\|_{Y \times \mathbb{R}} \). Thus, using the formulas (15) and (16) we obtain that \( \Delta \) is isometric. Finally, since \( \|\cdot\|_{X \times \mathbb{R}}, \|\cdot\|_{Y \times \mathbb{R}} \) coincide with \( \|\cdot\|_X \) and \( \|\cdot\|_Y \) on \( X \times \{0\} \) and \( Y \times \{0\} \) respectively, we obtain that \( (X,\|\cdot\|_X) \) and \( (Y,\|\cdot\|_Y) \) are isometrically isomorphic.

By induction, we can easily extend our main theorem (see the corollary below) to \( X \times \mathbb{R}^n \) and \( Y \times \mathbb{R}^n \) \( (n \in \mathbb{N}^*) \) with the norms \( \|\cdot\|_{X \times \mathbb{R}^n} \) and \( \|\cdot\|_{Y \times \mathbb{R}^n} \) defined inductively as follows: Let \( N \) be a Riesz norm on \( \mathbb{R}^2 \).
For all \((a, t_1, \ldots, t_n) \in \mathbb{R}^+ \times \mathbb{R}^n\), we set \(N_1(a, |t_1|) := N(a, |t_1|)\) and for all \(k \in \{1, \ldots, n-1\}\), \(N_{k+1}(a, |t_1|, \ldots, |t_k|) := N(N_k(a, |t_1|, \ldots, |t_k|), |t_{k+1}|)\). We then define

\[
\|(x, t_1, t_2, \ldots, t_n)\|_{X \times \mathbb{R}^n} := N_n(\|x\|_X, |t_1|, \ldots, |t_n|); \quad \forall (x, t_1, \ldots, t_n) \in X \times \mathbb{R}^n
\]

and

\[
\|(y, t_1, t_2, \ldots, t_n)\|_{Y \times \mathbb{R}^n} := N_n(\|y\|_Y, |t_1|, \ldots, |t_n|); \quad \forall (y, t_1, \ldots, t_n) \in Y \times \mathbb{R}^n.
\]

**Example 2.** Let \(p \in [1, +\infty) \setminus \{2\}\), and let \(N\) be the norm on \(R^2\) defined by \(N(s_1, s_2) := (|s_1|^p + |s_2|^p)^{\frac{1}{p}}\) (respectively, \(N(s_1, s_2) := \max(|s_1|, |s_2|)\)) for all \((s_1, s_2) \in \mathbb{R}^2\), then we have

\[
\|(x, t_1, \ldots, t_n)\|_{X \times \mathbb{R}^n} := N_n(\|x\|_X, |t_1|, \ldots, |t_n|) = \left(\|x\|_X^p + \sum_{k=1}^{n} |t_k|^p\right)^{\frac{1}{p}},
\]

(respectively, \(\|(x, t_1, \ldots, t_n)\|_{X \times \mathbb{R}^n} := N_n(\|x\|_X, |t_1|, \ldots, |t_n|) = \max(\|x\|_X, |t_1|, \ldots, |t_n|)\)) for all \((x, t_1, \ldots, t_n) \in X \times \mathbb{R}^n\).

**Corollary 1.** Let \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\) be normed vector spaces. Let \(N\) be a Riesz norm on \(\mathbb{R}^2\) such that \(\text{Isom}(\mathbb{R}^2, N) \subset I_2\) and let \(n \in \mathbb{N}^*\). Then \((X \times \mathbb{R}^n, \|\cdot\|_{X \times \mathbb{R}^n})\) and \((Y \times \mathbb{R}^n, \|\cdot\|_{Y \times \mathbb{R}^n})\) are isometrically isomorphic if and only if \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\) are isometrically isomorphic.

**Remark 3.** Note that the spaces \(l_p^n\) and \(l_q^n\) are not isometric if \(p \neq q\) except in the case where \(p, q \in \{1, \infty\}\) and \(n = 2\). Here, \(l_p^n\) denotes the space \(\mathbb{R}^n\) endowed with the norm \(\|t\|_p := \left(\sum_{k=1}^{n} |t_k|^p\right)^{\frac{1}{p}}\) (respectively, \(\|t\|_\infty := \max(|t_1|, \ldots, |t_n|)\)) for all \(t = (t_1, \ldots, t_n) \in \mathbb{R}^n\). For more information see [10].

So from Corollary 1 we deduce that for all \(p, q \in [1, +\infty)\), \(r \in [1, +\infty) \setminus \{2\}\) and \(n, m \in \mathbb{N}^*\) the spaces \(l_p^n \oplus l_p^m\) and \(l_q^n \oplus l_q^m\) are not isometric except in the case where \(p, q \in \{1, \infty\}\) and \(n = 2\).

5. Applications

We give in this section some applications of Theorem 1. In what follows, \(N\) denotes a Riesz norm on \(\mathbb{R}^2\), such that \(\text{Isom}(\mathbb{R}^2, N) \subset I_2\). We denote by \(C^1[0, 1]\) the space of continuously differentiable functions on \([0, 1]\), by
(\(C[0, 1], \| \cdot \|_\infty\)) the space of continuous functions on \([0, 1]\) endowed with the supremum norm. Let \((X, \| \cdot \|_X)\) be a Banach space. We consider the following norms on \(C^1[0, 1], X \times \mathbb{R}\) and \(C[0, 1] \times \mathbb{R}\) respectively (see Proposition 1).

\[
\|f\|_{C^1[0, 1]} := N(\|f'\|_\infty, |f(0)|)
\]

\[
\|(x, t)\|_{X \times \mathbb{R}} := N(\|x\|_X, |t|)
\]

\[
\|(g, t)\|_{C[0, 1] \times \mathbb{R}} := N(\|g\|_\infty, |t|).
\]

**Proposition 2.** We have \((X \times \mathbb{R}, \| \cdot \|_{X \times \mathbb{R}}) \simeq (C^1[0, 1], \| \cdot \|_{C^1[0, 1]})\) if and only if \((X, \| \cdot \|_X) \simeq (C[0, 1], \| \cdot \|_\infty)\).

**Proof.** Let us consider the map

\[
\chi : (C^1[0, 1], \| \cdot \|_{C^1[0, 1]}) \to (C[0, 1] \times \mathbb{R}, \| \cdot \|_{C[0, 1] \times \mathbb{R}})
\]

\[
f \mapsto (f', f(0))
\]

Clearly, \(\chi\) is an isomorphism isometric. So we have \((X \times \mathbb{R}, \| \cdot \|_{X \times \mathbb{R}}) \simeq (C^1[0, 1], \| \cdot \|_{C^1[0, 1]})\) if and only if \((X \times \mathbb{R}, \| \cdot \|_{X \times \mathbb{R}}) \simeq (C[0, 1] \times \mathbb{R}, \| \cdot \|_{C[0, 1] \times \mathbb{R}})\).

Since the pair \((\| \cdot \|_{X \times \mathbb{R}}, \| \cdot \|_{C[0, 1] \times \mathbb{R}})\) satisfies the property \((P)\) by Proposition 1 then using Theorem 1 we obtain that \((X \times \mathbb{R}, \| \cdot \|_{X \times \mathbb{R}}) \simeq (C^1[0, 1] \times \mathbb{R}, \| \cdot \|_{C^1[0, 1] \times \mathbb{R}})\) if and only if \((X, \| \cdot \|_X) \simeq (C[0, 1], \| \cdot \|_\infty)\).  

Finally we give an application to the spaces of affine functions. Let \(K\) and \(C\) be convex subsets of vector spaces. A function \(T : K \to C\) is said to be affine if for all \(x, y \in K\) and \(0 \leq \lambda \leq 1\), \(T(\lambda x + (1-\lambda)y) = \lambda T(x) + (1-\lambda)T(y)\).

The set of all continuous real-valued affine functions on a convex subset \(K\) of a topological vector space will be denoted by \(\text{Aff}(K)\). Clearly, all translates of continuous linear functionals are elements of \(\text{Aff}(K)\), but the converse in not true in general (see [9, page 22]). However, we do have the following relationship.

**Proposition 3.** ([9, Proposition 4.5]) Assume that \(K\) is a compact convex subset of a separated locally convex space \(X\) then

\[
\left\{ a \in \text{Aff}(K) : a = r + x^*_K \text{ for some } x^* \in X^* \text{ and some } r \in \mathbb{R} \right\}
\]

is dense in \((\text{Aff}(K), \| \cdot \|_\infty)\), where \(\| \cdot \|_\infty\) denotes the norm of uniform convergence.
The space \( \text{Aff}_0(B_{X^*}, \|\cdot\|_{\infty}) \) of all affine weak star continuous functions that vanish at 0, is isometrically identified to \((X, \|\cdot\|_X)\). In other words, \( \text{Aff}_0(B_{X^*}) = \{ \hat{z}|_{B_{X^*}} : z \in X \} \). Where \( \hat{z} : p \mapsto p(z) \) for all \( p \in X^* \) and \( \hat{z}|_{B_{X^*}} \) denotes the restriction of \( \hat{z} \) to \( B_{X^*} \).

Now, let \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\) be two Banach spaces. We consider the following norms on \( \text{Aff}(B_{X^*}) \) and \( \text{Aff}_0(B_{X^*}) \times \mathbb{R} \) respectively (and in a similar way, we define norms on \( \text{Aff}(B_{Y^*}) \) and \( \text{Aff}_0(B_{Y^*}) \times \mathbb{R} \) by replacing \( X \) by \( Y \)). (See Proposition 1).

\[
\|f\|_{\text{Aff}(B_{X^*})} := N(\|f - f(0)\|_{\infty}, |f(0)|); \quad \forall f \in \text{Aff}(B_{X^*})
\]
\[
\|(f_0, t)\|_{\text{Aff}_0(B_{X^*}) \times \mathbb{R}} := N(\|f_0\|_{\infty}, |t|); \quad \forall (f_0, t) \in \text{Aff}_0(B_{X^*}) \times \mathbb{R}.
\]

We obtain the following version of the Banach-Stone theorem for affine functions. For more information about the Banach-Stone theorem see [8].

**Proposition 4.** The following assertions are equivalent.

1. \( (\text{Aff}(B_{X^*}), \|\cdot\|_{\text{Aff}(B_{X^*})}) \) and \( (\text{Aff}(B_{Y^*}), \|\cdot\|_{\text{Aff}(B_{Y^*})}) \) are isometrically isomorphic.
2. \( (\text{Aff}_0(B_{X^*}), \|\cdot\|_{\infty}) \) and \( (\text{Aff}_0(B_{Y^*}), \|\cdot\|_{\infty}) \) are isometrically isomorphic.
3. \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\) are isometrically isomorphic.

**Proof.** Let us consider the map,

\[
\chi : (\text{Aff}(B_{X^*}), \|\cdot\|_{\text{Aff}(B_{X^*})}) \rightarrow (\text{Aff}_0(B_{X^*}) \times \mathbb{R}, \|\cdot\|_{\text{Aff}_0(B_{X^*}) \times \mathbb{R}})
\]
\[
f \mapsto (f - f(0), f(0)).
\]

Clearly, \( \chi \) is an isometric isomorphism. Thus, \( (\text{Aff}(B_{X^*}), \|\cdot\|_{\text{Aff}(B_{X^*})}) \) and \( (\text{Aff}(B_{Y^*}), \|\cdot\|_{\text{Aff}(B_{Y^*})}) \) are isometrically isomorphic if and only if \( (\text{Aff}_0(B_{X^*}) \times \mathbb{R}, \|\cdot\|_{\text{Aff}_0(B_{X^*}) \times \mathbb{R}}) \) and \( (\text{Aff}_0(B_{Y^*}) \times \mathbb{R}, \|\cdot\|_{\text{Aff}_0(B_{Y^*}) \times \mathbb{R}}) \) are isometrically isomorphic. Using Proposition 1 and Theorem 1, this is equivalent to the fact that \( (\text{Aff}_0(B_{X^*}), \|\cdot\|_{\infty}) \) and \( (\text{Aff}_0(B_{Y^*}), \|\cdot\|_{\infty}) \) are isometrically isomorphic, which is equivalent by Theorem 2 to the fact that \((X, \|\cdot\|_X)\) and \((Y, \|\cdot\|_Y)\) are isometrically isomorphic.
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