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Abstract—The appearance of ChatGPT at the end of 2022 was 
a milestone in the field of Generative Artificial Intelligence. How-
ever, it also caused a shock in the academic world. For the first 
time, a simple interface allowed anyone to access a large language 
model and use it to generate text. These capabilities have a rele-
vant impact on teaching-learning methodologies and assessment 
methods. This work aims to obtain an objective measure of 
ChatGPT’s possible performance in solving exams related to 
computer engineering. For this purpose, it has been tested with 
actual exams of 15 subjects of the Software Engineering branch 
of a Spanish university. All the questions of these exams have 
been extracted and adapted to a text format to obtain an answer. 
Furthermore, the exams have been rewritten to be corrected by 
the teaching staff. In light of the results, ChatGPT can achieve 
relevant performance in these exams; it can pass many questions 
and problems of different natures in multiple subjects. A detailed 
study of the results by typology of questions and problems is pro-
vided as a fundamental contribution, allowing recommendations 
to be considered in the design of assessment methods. In addition, 
an analysis of the impact of the non-deterministic aspect of 
ChatGPT on the answers to test questions is presented, and the 
need to use a strategy to reduce this effect for performance anal-
ysis is concluded. 

Index Terms—Artificial Intelligence, ChatGPT, education, ex-
periment. 

I. INTRODUCTION

HE influence of Artificial Intelligence (AI) on Computer 
Engineering education was already evident by the end of 

the 20th century. In the 1997 edition of the Jornadas sobre la 
Enseñanza Universitaria de la Informática (JENUI) [1], 25% 
of the papers included it directly in their title. These papers 
shared with the educational community the different ways this 
discipline entered educational programs. Just a quarter of a 
century later, the situation has changed so much that the issue 
at hand is what consequences the use of AI will have in all 
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areas of higher education. For example, [2] proposes using AI 
models to assist in assessing complex programming assign-
ments. 

In 1943, McCulloch and Pitts introduced the perceptron [3], 
launching a field of knowledge with immense potential. In a 
narrative ellipsis worthy of Kubrick, this work allowed Open-
AI to introduce ChatGPT [4] at the end of 2022, an interface 
for accessing its large-size language model (LLM), GPT 3.5. 
Such an achievement would not have been possible without 
the introduction of the transformer [5], a deep learning model 
presented by Google in 2017 based on the concept of atten-
tion, which has proven to be fundamental in the field of 
LLMs. 

An LLM is an AI model trained using large text corpora. 
These models use deep learning techniques to generate text 
resembling human writing. Some examples of LLMs are 
OpenAI GPT-3 [6], Meta OPT [7], or BLOOM [8]. The latter 
is unique in being an open-access alternative in all its aspects, 
while the others are proprietary developments. Moreover, 
these models can satisfactorily perform tasks such as machine 
translation, text generation, text classification, and question 
answering. 

The evaluation of ChatGPT capabilities has been in the 
spotlight from the start. Two months after its release, 
ChatGPT had already been tested in medical [9] and law ad-
mission exams [10]. In the first case, its performance was 
comparable to that of a third-year medical student. In the sec-
ond case, it surpassed 50% of the questions. 

In [11], a systematic review of the use of chatbots in educa-
tion is carried out, analyzing the areas in which they have been 
used, their pedagogical role, their use in tutoring tasks, and 
their potential in personalized education. Combining a chatbot 
with a highly reliable LLM seems promising for use in educa-
tion. 

ChatGPT’s ability as a writing assistant tool is tested 
in [12]. The author challenges himself to generate an academic 
paper with its help. The result suggests that it is a helpful tool 
for increasing user productivity. Moreover, it will be neces-
sary to find new ways of student assessment focusing on as-
pects AI cannot replace, such as creativity and critical think-
ing. However, enhancing human capabilities using such tech-
nologies has the same implications as using drugs or stimu-
lants to artificially enhance the physical performance of ath-
letes, something that [13] focuses on. 
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Fig. 1. Process overview. 
 

After analyzing the advantages and implications of using 
chatbots in research and their limitations, the author shows the 
ethical considerations and possible biases that come with us-
ing technologies like ChatGPT in research, concluding that 
such technologies can revolutionize academic research. 

Meanwhile, in [14], the author determines that ChatGPT 
can exhibit creative traits in its results, endangering the integ-
rity of online exams and, therefore, their evaluation. The pos-
sibility of illicitly using ChatGPT in exams requires rethinking 
assessment methods to remain fair for all students. 

The impact of large language models on the reality of edu-
cation in general is a subject of study worldwide. The difficul-
ties of detecting and preventing academic dishonesty are stud-
ied in [15]. This work suggests strategies universities can 
adopt to ensure an ethical and responsible use of these tools. 
Among them are developing policies and procedures, training 
and support, and various methods to detect and prevent cheat-
ing. With another focus, the enormous applicability of trans-
formative AI tools like ChatGPT, emphasizing their possible 
positive and negative impact in various sectors, is studied 
in [16]. Despite recognizing its limitations and potential ethi-
cal issues, this work considers the productivity improvements 
obtained by using these technologies in different areas. Lastly, 
those interested in obtaining a pragmatic perspective, far from 
the biases inherent in extreme positions, on the challenge fac-
ing education will find in [17] a reflection that addresses the 
advantages, disadvantages, potentialities, limits, and challeng-
es of generative artificial intelligence technologies in educa-
tion. 

This work is an extension of the one presented in [18], 
where the impact of ChatGPT on assessment methods of a 
Computer Engineering degree is analyzed. For this purpose, 
an experiment was designed to evaluate if this model could 
pass the exams of 15 subjects within Software Engineering. 
Although most academic subjects include assessment methods 
beyond exams, such as the development of projects, this initial 
work only analyzed its impact on exams. As an extension, a 
study of the frequency of responses provided by ChatGPT to 
multiple-choice questions is presented to assess the impact of 
the non-deterministic aspect of this tool in this type of study. 

The rest of the work is organized as follows: Section II de-

scribes the process and guidelines followed in developing the 
experiment. Then, the results are analyzed in detail in Sec-
tion III, and a series of recommendations are presented in Sec-
tion IV. Finally, the main conclusions obtained and future 
lines of work are presented in Section V. 

II. METHODOLOGY 
In this section, the research questions, the main steps in the 

development of the experiment, and the guidelines followed to 
provide the exam questions to ChatGPT, given its characteris-
tics, are presented. In addition, several dimensions for catego-
rizing the exam questions are defined to conduct a more de-
tailed analysis. Finally, the method followed to reduce the 
impact of the non-deterministic aspect of ChatGPT on the 
answers to multiple-choice questions is specified. 

A. Research Questions 
In this work, we aim to answer the following questions: 

1) Can ChatGPT pass these exams? 
2) What is the ratio of correct to incorrect answers? 
3) Does the type of exam question matter? 
4) Does the type of knowledge application matter? 
5) How well has it performed in each subject? 

B. Main Steps 
The development process of the experiment presented in 

this work has followed the following six steps, as shown in 
Fig. 1. 
1) Within our institution, we have contacted the teaching 

staff of all the subjects in Software Engineering (17) to 
collect actual exams and other assessment methods from 
the 2021-2022 academic year. They were just informed of 
the intention to conduct a joint assessment of the evalua-
tion methods of the subjects in the field, but no mention 
of ChatGPT was made. 15 of the 17 considered subjects 
responded to this request, but only 13 provided correc-
tions. 

2) All the exams were organized by subject and briefly de-
scribed to indicate the type of questions they contained 
(multiple-choice, short answer, problems), whether they 
contained figures, or whether they required some contex-
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tual information. 
3) A textual version of each exam was manually generated 

so ChatGPT could directly process them. All the modifi-
cations performed in each case were minimal so that the 
final result was as similar as possible to the original ver-
sion of the exam. These modifications could be of differ-
ent types. Sometimes, it was enough to divide a question 
into different parts so that ChatGPT could respond to all 
of them sequentially in a conversation. In other cases, 
where a figure accompanies the question, this has been 
replaced by a textual description. 

4) The modified versions of the exams were provided to 
ChatGPT and formatted as conversations following the 
guidelines described later. For this work, we used the ver-
sion of ChatGPT released on December 15, 20221. 

5) Based on the answers obtained from ChatGPT for each 
exam, a completed exam (questions and answers) was 
generated and sent to the teaching staff of each subject for 
grading. 

6) Finally, a detailed analysis of ChatGPT’s results for each 
exam was performed. Considering the grade obtained, we 
have analyzed the performance question by question and 
the comments made by the teaching staff. 

For more detailed information on the technical and organi-
zational aspects of the methodology followed the interested 
reader may review the materials available in our repository2. 

C. Adaptation Guidelines 
Following, the guidelines applied to provide the exam ques-

tions to ChatGPT are presented: 
1) The questions are provided in Spanish to maintain maxi-

mum consistency with the original exam and to obtain re-
sponses in the same language. 

2) If the exam only contains unrelated multiple-choice ques-
tions, each question is asked in a separate conversation. 
This way, no artificial context related to the order of the 
questions is artificially created. 

3) If the exam contains short answer questions with multiple 
sections, each section is provided separately while main-
taining the same conversation. That way, we prevent fail-
ures in ChatGPT’s response generation due to excessive 
length or any other limit. 

4) In questions including code and referring to a specific 
line, the lines of code are numbered to make such refer-
ence to the line by its number. 

5) For questions including a figure representing a data struc-
ture, a textual description of its main elements and rela-
tionships is provided. For example, in the case of a graph, 
its sets of nodes and edges can be provided. In some cas-
es, it is also possible to use textual syntax to define dia-
grams, such as Mermaid3 syntax. 

6) Questions with a non-explicit context, for example, those 
referring to a problem or project carried out in the subject, 
are asked without providing additional information to 

 
1 https://help.openai.com/en/articles/6825453-chatgpt-release-notes 
2 https://github.com/i3uex/jenui23_chatgpt 
3 https://github.com/mermaid-js/mermaid 

ChatGPT. 
7) Data tables are provided in CSV4 format, although other 

formats like Markdown5 would be possible. 
8) In fill-in-the-blank questions, the tilde (~) indicates where 

the answer should go. 

D. Category of Questions 
In order to perform a detailed analysis of the results ob-

tained, we have categorized the questions based on three di-
mensions: type of question, type of knowledge, and type of 
application. 

Within the first dimension, the possible types of exam ques-
tions are multiple-choice questions, short-answer questions, or 
problems. The multiple-choice question has a single correct 
answer from four options. The short answer question consists 
of developing some theoretical content of the subject. Finally, 
problems propose exercises or the application of theoretical 
content to practical cases. 

Regarding the type of knowledge, we have only considered 
two categories: literal definition and applied definition. These 
categories correspond to the first and last basic cognitive level 
of Bloom’s taxonomy: knowledge and application. Some ex-
amples of the first type are defining a concept, indicating a 
specific term, or listing properties. The second type refers to 
the application (usage) of knowledge to a specific case or ex-
ample specified in the exam. 

It is important to note that the first and second dimensions 
are independent. In contrast, the third dimension obtains a 
finer grain categorization for questions classified as applied 
definition. 

Finally, regarding the type of application, we have consid-
ered the following nine types: 
1) Analysis of Programming Languages (APL). The ques-

tion contains a code snippet that must be read and under-
stood to answer the question. 

2) Generation of Programming Languages (GPL). The ques-
tion requests an answer in source code. For example, 
write a specific SQL query. 

3) Operational Semantics (OS). The question contains a 
code snippet whose execution must be understood to an-
swer the question. 

4) Mathematical Calculation (MC). The question requires 
some explicit or implicit mathematical calculation. 

5) Algorithm or Method (AM). The question requires follow-
ing an algorithm or a method with multiple steps. 

6) Analysis of Algebraic Expressions (AAE). The question 
contains algebraic expressions that must be read and un-
derstood to answer the question. 

7) Generation of Algebraic Expressions (GAE). The ques-
tion requests an answer in the form of an algebraic ex-
pression. 

8) Diagram Analysis (DA). The question contains a diagram 
that represents, for example, a data structure or model that 
must be read and understood to answer the question. 

9) Diagram Generation (DG). The question requests an an-
 

4 https://datatracker.ietf.org/doc/html/rfc4180 
5 https://en.wikipedia.org/wiki/Markdown 
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swer in the form of a diagram. 
The exam questions can belong to several types of applica-

tions simultaneously. For example, a question that presents an 
incomplete code snippet may request the generation of the 
missing code (analysis and generation of programming lan-
guages). 

E. Non-determinism reduction in multiple-choice questions 
ChatGPT is designed to introduce a degree of non-

determinism when answering to obtain variability in its re-
sponses. Given the same question, ChatGPT can provide dif-
ferent responses each time it is asked. This feature, therefore, 
must be considered when analyzing the results obtained by 
ChatGPT from experiments like the one proposed in this 
work. For this reason, the effect of this indeterminism in the 
responses generated for the multiple-choice questions is ana-
lyzed. 

In the case of multiple-choice questions, this non-
deterministic effect can be easily analyzed since the space of 
possible answers is limited to the four options provided in the 
exam. Taking advantage of this characteristic of the multiple-
choice questions, we have added a step in the methodology 
that consists of asking each question one hundred times. This 
way, we can obtain the distribution of the different responses 
provided by ChatGPT for the same question. The analysis of 
this distribution allows us, in many cases, to obtain a predom-
inant response that we can consider as definitive for that ques-
tion. 

For the implementation of this process, we used the 
ChatGPT API6. Each multiple-choice question was asked one 
hundred times using a Python script, using a new conversation 
in each iteration. In addition, ChatGPT was instructed to re-
spond only with the letter of the answer without including 
additional information. Finally, for each question, the number 
of times each of the four possible answers was provided has 
been counted for later analysis. 

III. RESULTS 

A. Responses to Research Questions 
The following is an analysis of the results based on the re-

search questions. 
Can ChatGPT pass these exams? Without specific training 

in the assessed subjects' content, ChatGPT has passed 8 out of 
15 exams. The last column of Table I shows the grades ob-
tained in each exam. The minimum grade to pass each exam is 
5, while the maximum is 10. Exams from those subjects with a 
dash (-) as the grade have not been corrected by their corre-
sponding instructors. A single grade is shown if we have ana-
lyzed a final exam or two grades if we have analyzed two par-
tial exams. This result alone suggests that current LLMs al-
ready have a significant and tangible impact on the evaluation 
methods of many subjects evaluated. 

What is the ratio of correct to incorrect answers? To obtain 
finer-grained data on ChatGPT’s exam performance, we can 

 
6 https://platform.openai.com/docs/api-reference 

analyze how many correct answers it got. As shown in Fig. 2, 
ChatGPT could correctly answer 56% of the questions. Specif-
ically, out of 230 questions, it answered 129 correctly. If the 
assessment were a single exam and all questions had the same 
value, ChatGPT would have passed the assessment of all the 
knowledge considered in the experiment. Let this hypothesis 
reflect ChatGPT’s impact on exams as an evaluation method. 

 
Fig. 2. Incorrect and correct answers. 
 

Does the type of exam question matter? Fig. 3 shows the 
quantities of each question type and the number of correct and 
incorrect answers. 

 
Fig. 3. Incorrect and correct answers by question type. 
 

As can be observed, the vast majority of questions are mul-
tiple-choice (155), followed by problems (70), with a much 
smaller number of short-answer questions (9). However, look-
ing at the percentage of correct answers for each type of ques-
tion, we can see that short-answer questions get the highest 
value, 89%, followed by multiple-choice questions, 58%, and 
finally, problems, which present a success rate below 50%. 
Finally, let us consider the dimension of the type of 
knowledge. The first thing we can see is that all short answer 
questions have been classified as literal definitions. At the 
same time, the problems mainly belong to the category of ap-
plied definition. In the case of multiple-choice questions, there 
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are questions in both categories of this dimension. ChatGPT has a close success rate, 60% versus 56% in both categories.
TABLE I 
SUBJECTS 

Year Subject Acronym Question type Grade 
1 Estructuras de datos y de la información EDI Multiple choice (MC) 4.58 
1 Introducción a la programación IP MC & Problems 3.90 + 7.88 
2 Análisis y diseño de algoritmos ADA MC & Problems 5.88 + 5 
2 Bases de datos BD MC & Problems 2.32 
2 Desarrollo de programas DP Short answer 7 
2 Inteligencia artificial y sistemas inteligentes IASI Problems 1.25 
2 Programación concurrente y distribuida PCD MC & Problems 5.05 
3 Diseño y administración de bases de datos DADB MC & Problems 3.39 + 2.19 
3 Diseño e interacción en sistemas de información DISI MC 2.88 
3 Diseño y modelado de sistemas software DMSS Short answer & Problems 6.45 
3 Ingeniería de requisitos IR Short answer - 
3 Programación en Internet PI Short answer 7.5 
3 Teoría de lenguajes TL MC & Problems 2 
4 Arquitecturas software en entornos empresariales ASEE Short answer 5.25 
4 Gestión de proyectos software GPS Short answer - 

 
As illustrated in Fig. 4, considering only the dimension of 

type of knowledge, literal definition questions present a higher 
percentage of correct answers than applied definition ques-
tions, 62% versus 53%. 

 
Fig. 4. Incorrect and correct answers by type of knowledge. 
 

As preliminary conclusions, these results seem consistent 
with the capabilities of LLMs at the time of this study, which 
have a much more excellent formal knowledge of language 
than functional knowledge [19]. Therefore, it is normal for 
them to be able to repeat a literal definition but have more 
problems when applying the definition of a concept to a spe-
cific example. However, we were surprised that the success 
rate was lower in multiple-choice questions within the literal 
definition category. This result can have multiple explana-
tions, such as the statement being slightly ambiguous or over-
lapping answers. However, we have yet to detect many ques-
tions about this problem. After a deeper analysis, we believe 
the errors in the multiple-choice questions may be associated 
with the mispriming effect [20], which consists of using some 
distractor type in a question. In this case, the possible answers 
may be distracting and lead ChatGPT to return a wrong an-
swer. 

Although we do not have undeniable evidence of this phe-
nomenon, we have tried several multiple-choice questions to 
provide only the statement without including the answers, and, 

in that case, ChatGPT has responded appropriately. 
Does the type of application of knowledge influence the out-

come? As shown in Fig. 5, the most common types of applica-
tion are code analysis, the application of an algorithm or 
method, and code generation, in that order, while the types of 
operational semantics, mathematical calculation, and diagram 
analysis appear in less than 20 questions. 

In terms of the success rate (correct to incorrect rate), rela-
tively high success values are obtained in the analysis (62%) 
and generation (70%) of programming languages, while the 
application of an algorithm or method results in more incorrect 
than correct answers (46%). Notably, there is a high rate of 
incorrect answers appearing in the categories of mathematical 
calculation and diagram analysis. 

As expected, ChatGPT performs well on application ques-
tions that require formal linguistic competencies of a lan-
guage, as is the case with most questions of analysis and gen-
eration of programming languages. On the other hand, it 
shows much poorer performance on questions requiring func-
tional language competencies, such as mathematical calcula-
tion or applying a multi-step algorithm or method. Finally, 
regarding diagram analysis, no valid conclusion can be drawn, 
as we cannot ensure that the transcription made of these dia-
grams was the most appropriate. 

How well has ChatGPT performed by subject? Apart from 
the final grade obtained, it is worth conducting a more detailed 
analysis of its performance by subject from the viewpoint of 
the type of exam questions used, according to the proposed 
classification. For reasons of brevity, this paper only details 
the results of one subject. Specifically, the subject IP has been 
chosen, and two partial exams with disparate results have been 
analyzed. It is the only subject where ChatGPT did not show 
uniform performance. It does not pass the first partial, while it 
obtains a high grade in the second. Each partial comprises a 
test of 8 multiple-choice questions and a problem. 

Table II shows the results in more detail for the multiple-
choice questions. As can be seen, ChatGPT answers all ques-
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tions correctly in the second partial. At the same time, there is an equal number of correct and incorrect answers in the first.

 
Fig. 5. Incorrect and correct answers by type of application of knowledge. 
 

Looking at the type of knowledge, both partials contain on-
ly applied definition questions. As for the different application 
types, all except one require analyzing a code fragment. 
Therefore, the main differences between both partials are in 
the application types: operational semantics and algo-
rithm/method. The second partial contains three algorithm 
application questions, all answered correctly; therefore, given 
the results and the small number of questions of this type, it 
also does not explain the difference in performance. However, 
in the case of operational semantics, we have a more signifi-
cant number of questions with distinct results. Specifically, the 
first partial contains six questions of this type, and ChatGPT 
answers two correctly and four incorrectly. Although the 
number of questions to analyze is small, ChatGPT presents 
more difficulties when asked about the result of executing a 
code snippet. 

TABLE II 
IP RESULTS 

P. Type 1 2 3 4 5 6 7 8 
1 APL ü ü ü ü ü ü ü ü 
1 OS ü ü ü  ü  ü ü 
1 C/I I I C C C C I I 
2 APL ü ü ü  ü ü ü ü 
2 OS      ü   
2 AM  ü  ü   ü  
2 C/I C C C C C C C C 

 

B. Analysis of non-determinism in multiple-choice questions 
In this analysis, 147 multiple-choice questions were consid-

ered out of the 155 available because all those that were inter-
dependent and entailed a long conversation with ChatGPT 
were discarded. Fig. 6 shows the variation in correct and in-
correct answers between the previous and new studies, taking 
the predominant answer as a reference. 

As can be seen, in total terms, the reduction of ChatGPT’s 
non-deterministic effect has led to an increase in the number 
of incorrect answers. Specifically, it has gone from 61 to 71 

incorrect answers, from 41.5% to 48.3%, an increase of almost 
7%. The last row of that figure shows the number of questions 
that have changed from correct to incorrect or vice versa and 
those that have changed from one incorrect answer to another 
(from incorrect to incorrect). As can be observed, 89 responses 
out of 147 have not changed, which means that 60.5% of the 
original answers coincide with the predominant one obtained. 
However, the remaining 39.5% (58 responses) have changed: 
17 from incorrect to correct, 30 from correct to incorrect, and 
11 from incorrect to incorrect. 

 
Fig. 6. Variation in correct and incorrect answers. 
 

Fig. 7 shows a histogram with the distribution of all correct 
and incorrect answers according to the percentage value of the 
predominant answer, grouped into bins of 10%. As can be 
seen, correct answers occur more frequently in the higher par-
titions (80-100% value of the predominant answer). In the 
case of incorrect answers, they are quite uniformly distributed 
across all partitions, with a higher number in the intermediate 
partitions (50-80%). However, as can be seen, there are also 
extreme cases where the answer has 100% predominance but 
is incorrect. On the other hand, answers with low predomi-
nance, below 50%, are correct. On the other hand, Fig. 8 
shows the frequency of the predominant response categorized 
by the type of change for the 58 questions that present a new 
answer. 
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Fig. 7. Histogram of predominant response divided into correct and incorrect. 
 

As can be appreciated, the majority of the changes from in-
correct to correct have a higher frequency, above 55%, com-
pared to the changes from incorrect to another incorrect (be-
low 50%). This situation may indicate, in the former case (in-
correct to correct), that the answer from the original study 
(incorrect) does not match the most frequent answer of the 
second study. Meanwhile, in the latter (incorrect to another 
incorrect), it may indicate several answers with a similar fre-
quency, which results in a higher probability of error. Finally, 
the changes from correct to incorrect are the most numerous 
and appear much more distributed in the figure. Therefore, 
they contain both cases where the correct answer has a fre-
quency close to the predominant one and cases where the cor-
rect answer has a very low or even nil frequency. 

Although it would be interesting to perform a detailed anal-
ysis of the questions whose answers have changed, this part of 
the study is beyond the scope of this work due to the need for 
more space for its development. Nevertheless, one of the most 

exciting results is identifying seemingly simple questions that 
ChatGPT frequently needs an apparent or easy-to-identify 
reason. A multiple-choice question from the subject Introduc-
tion to Programming (IP) has been selected to exemplify this 
case. Specifically, the first question of the first partial of IP, 
presented in Fig. 9, is a very illustrative example of how the 
use of distractors can affect ChatGPT. 

As any reader familiar with programming can deduce, the 
correct answer is c, according to the expected output of the 
program’s execution. While the first parameter (a) is passed 
by value (i.e., a copy of the actual parameter) to the inter-
cambiar (swap) module, the second one (b) is passed by 
reference. Therefore, after the invocation of this module, only 
the value of the parameter b is modified, obtaining the desired 
output. 

In the tests carried out for the original study of this work, 
ChatGPT gave an incorrect answer to this question: option d. 
At first, this result was attributed to the nature of the question 
(applied definition of operational semantics type), which re-
quires the tool to be able to simulate the program’s execution. 
However, after repeated attempts, ChatGPT provided the cor-
rect answer on one occasion: option c. Subsequent tests, how-
ever, again kept answering d as correct, showing ChatGPT’s 
non-deterministic behavior. 

The left column of Fig. 10 shows the distribution of an-
swers provided by ChatGPT to that question. The most fre-
quent answer is d (incorrect), with 63% appearances, followed 
by answer c (correct), with 24%. Therefore, ChatGPT also 
selects the correct option a significant number of times. The 
question arises as to why the incorrect option is selected more 
than the correct one. Could it be due to the way the question is 
formulated? After all, LLMs choose the next word in their 
response probabilistically. 

 
Fig. 8. Predominant answer frequency grouped by type of change. 
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Fig. 9. Question from the first partial exam of IP. 
 

After thoroughly analyzing it, we realized that, although the 
module was called intercambiar (swap), the program did 
not perform an exchange as such of the value of both parame-
ters. Answer d would be the one to select if looking for a 
header that exchanged the values passed as parameters. What 
would happen if the question was reformulated, replacing in-
tercambiar with a meaningless name like foo? Fig. 10 
shows the distribution of responses provided by ChatGPT to 
the same question by making only that substitution. As can be 
seen, answer c becomes the most frequent with this change, 
exceeding the percentage originally obtained by d, with 69%. 
None of the other two answers reach 20%. 

As demonstrated in [20], it is possible to easily confuse a 
pre-trained language model (PLM) like ChatGPT through 
mispriming, which consists of adding terms to the statement of 
a question to steer the model towards a wrong answer. In con-
clusion, although ChatGPT does not respond correctly every 
time, the result obtained in this example clearly shows the role 
of the name of the module name as a distractor in this case. 

IV. RECOMMENDATIONS 
The variety in the type of questions on an exam allows for 

the evaluation of different levels of student knowledge in a 
particular subject. In this work, a series of recommendations 
are made about the design of questions so that their inclusion 
or not in a given exam can be evaluated. Of course, instructors 
must consider these recommendations in each context and 
assessment moment. For example, the risk of students’ illicit 
use of ChatGPT in an exam may differ in face-to-face or vir-
tual teaching modalities or in self-assessment tests compared 
to official exam calls. 

As a first recommendation, it is proposed to avoid literal 
definition questions, mainly short answer questions, as much 

as possible. ChatGPT can answer complex questions of this 
type, even reasoning the answer and giving application exam-
ples. Our experiment had more problems with multiple-choice 
questions, perhaps because the answers themselves could con-
fuse it, possibly due to the mispriming effect. 

 
Fig. 5. Comparison of answer distribution with and without distractor. 
 

As a second recommendation, it is also suggested that ques-
tions that only involve code analysis or code generation be 
reduced or avoided within application-of-knowledge ques-
tions. ChatGPT can perform quite exhaustive static code anal-
ysis and can generate code snippets to solve well-defined 
problems, such as those typically used in multiple-choice 
questions in an exam. After all, this type of competence for an 
LLM seems similar to what it needs to answer literal defini-
tion short answer questions. Therefore, it is advisable to mix 
this type of application with others, such as the necessity to 
apply a multi-step algorithm or method, understand the code’s 
operational semantics, or even perform complex mathematical 
calculations. For example, if the question requests to generate 
the Alpha-Beta pruning code of a game tree generated with the 
minimax algorithm, it should also be requested to apply it to a 
specific game tree. 

As a third recommendation, problems that involve the step-
by-step application of an algorithm or a multi-step method are 
proposed. ChatGPT has performed relatively poorly in our 
study in this type of knowledge application, as can be seen by 
the results obtained in IASI, whose problems are practically 
all of this type. 

The fourth recommendation is to incorporate questions with 
complex mathematical calculations where, for example, it is 
necessary to follow a specific method correctly. For instance, 
in the subject DABD, one of its answers contains the follow-
ing error: “The FLIGHT table will have a record size of 34 
bytes (4 + 3 + 3 + 4 + 8 + 70).” 

As a fifth recommendation, we would like to note that the 
use of diagrams that represent specific instances of data struc-
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tures or models on which the concepts learned in the subject 
have to be applied always poses an additional inconvenience 
for the use of ChatGPT, given that a prior translation into a 
textual format is necessary to include them in the prompt. 

As a final recommendation, we have detected that it re-
quires an additional effort to provide ChatGPT with exams 
that pose problems based on sufficiently elaborate and com-
plex practical scenarios, e.g., the problems of BD or DABD. 
Apparently, those kinds of problems seem to affect ChatGPT’s 
performance more clearly. 

Finally, it is essential to remember that, given its constant 
evolution, the validity of these recommendations must always 
be checked against the latest version of ChatGPT available. 
For example, improvements in mathematical calculation are 
included in the January 30, 2023 version. 

V. CONCLUSION 
In this work, we are interested in evaluating the capabilities 

of ChatGPT for passing exams for a Computer Engineering 
degree. With this aim, we have designed and developed an 
experiment to provide ChatGPT with exams from 15 subjects. 
The results allow us to conclude that this type of technology 
already has a noticeable impact on the evaluation methods 
used in higher education. Therefore, it is necessary to system-
atically evaluate its capabilities to adapt evaluation methods 
appropriately in each context and moment. In this sense, this 
work proposes a series of recommendations regarding design-
ing exam questions for Computer Engineering degrees. More-
over, given the non-deterministic nature of ChatGPT, it is cru-
cial to obtain an accurate measure of its performance to ana-
lyze the distribution of the responses provided in the case of 
multiple-choice questions, as illustrated in this work. 

As main future lines of work, we can point out the follow-
ing. First, we need to develop a reference framework for eval-
uating the capabilities of this type of technology within the 
competencies of Computer Engineering, which will allow us 
to obtain a straightforward and quick measure of the perfor-
mance of new tools or their evolutions. Additionally, there are 
other LLMs comparable to OpenAI’s GPT-3, such as, to name 
a few, OPT from Meta [7] or BLOOM [8]. Second, the cus-
tomization of LLMs with specific contents of computer sci-
ence degrees for their innovative application in higher educa-
tion contexts. It might be interesting to explore the concept of 
artificial stupidity, implicitly introduced by Alan Turing [21] 
and explicitly by Lars Liden [22]. A model adjusted with in-
correct data would be used to generate essays. The student 
would have to analyze the work to find the inconsistencies. In 
both cases, the built LLMs would relieve teachers of repetitive 
work, such as creating quizzes adjusted to the syllabus or solv-
ing fundamental doubts. Third, the use of ChatGPT as a sys-
tem for debugging exam questions to, for example, reduce the 
implicit context used in a question, avoid ambiguous or over-
lapping answer options in multiple-choice questions, or also 
eliminate possible distractors from the statements, as pointed 
out in the example of a multiple-choice question with mis-
priming shown at the end of Section III-B, since they can hin-
der its correct understanding. It would be possible to continue 

this line of work with a more detailed analysis of the distribu-
tions of the responses and their comparison with the most fre-
quent mistakes made by students. 
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