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Abstract

Nowadays the use of drones is rapidly growing, and the autonomous navigation capability depends on knowing their
position at any time. The precision and robustness of a local positioning system for these devices is of particular
importance in takeoff and landing maneuvers, especially in GPS-denied environments. The main contribution of this
work lies in the development of a precise local positioning and tracking system for drones. For this purpose, a ToF
camera has been installed on the ceiling in order to make use of its depth maps. Taking as a reference the disturbance
caused by a quadrotor in one of these maps, a novel 2D matched filter has been designed based on a Gaussian wavelet.
This filter allows the system to quickly detect all drones flying in the scene. Moreover, it is dynamically adapted to the
image portion that they occupy, taking into account the variation of this parameter with their flying altitude, which has
also been theoretically determined. The whole algorithm leads to a precise 3D drone positioning.

In addition, the proposed system is also robust against short-time occlusions, since the measurements history can be

used to predict future positions, thus avoiding the complete loss of tracking.
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1. Introduction

In the last few years, numerous works on UAVs (un-
manned aerial vehicles), also known as drones, have arisen
due to the increasing use of these devices, both military
and civilian. One of the most important tasks consists in
automatizing flights, since the pilot usually stays far away
to control it (Kendoul, |2012)). Ironically, the main concern
is currently connected with the lack of security involved
by the presence of an unmanned vehicle, as analyzed in
Samland et al| (2012). Hence, knowing its position be-
comes essential to assemble either an autonomous system
or a security one able to assume decisions based on that
information.

The global positioning problem has been solved some
time ago with the inclusion of GNSS (Global Navigation
Satellite System) receivers for the most advanced drones,
as can be seen in some off-the-shelf UAVs (ErleRobotics,
2019), (Parrot} 2019), (DeDrone, 2019), (DJI, 2019), or
even in works focused on improving measurements from
GPS (Global Positioning System) (Tahar & Kamarudin,
2016)). Some others have implemented detecting and track-
ing systems, even determining whether they are hostile or
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not. For instance, it is manually done in Boddhu et al.
(2013), where users send the photos they take of sighted
UAVs to a remote server together with hand-typed infor-
mation about the approximate device size, noise intensity
and possible distance at which the drone is located. Fi-
nally, all information is processed and sent to other users.
At least three observers are needed so as to get a suit-
able running. Another example can be found in Multerer
et al| (2017), which addresses the issue via a 3D MIMO
(Multiple Input Multiple Output) radar for jamming sig-
nals coming from potentially hazardous drones, and forc-
ing their landing.

However, all researches described above have not been
fully interested in knowing the precise position, but only
a global detection and tracking. Those applications allow-
ing the device to be as autonomous as possible require a
precise and robust knowledge of its position in local en-
vironments. Obviously, these local positioning systems,
intended either for indoor or outdoor, should improve the
precision achieved with the former ones. This work falls
within this framework and is aimed at achieving centi-
metric positioning in local environments and knowing the
coordinates of all drones flying in the scene, via a Time-of-
Flight (ToF) camera, allowing real time processing. The
proposed algorithm has been adapted for better perfor-
mance in an indoor environment, although the method
can be extrapolated to different surroundings.



The rest of the paper is organized as follows: first, liter-
ature reviews in positioning drones as well as in ToF cam-
era based positioning are introduced in Section[2} secondly,
the working principles of these cameras are described in
Section [3} thirdly, the whole algorithm is presented in Sec-
tion [4 then, experimental tests and results are shown in
Section B} and finally, conclusions are exposed in Section
(§

2. Related Work

2.1. Drone detection and tracking

The performance of 3D positioning systems has notably
improved since the number of drones in logistic industry
has rocketed. These improvements have been conducted
by means of different technologies. For instance, one of
them widely applied in the past for local positioning in
general such as RF (Radio Frequency) is now adapted to
detect UAVs. There exist passive techniques, which take
advantage of signals emitted by the UAV, like eavesdrop-
ping, reaching 50 m, or vibration pattern analysis (Nguyen
et al., [2016)); and active techniques, which study the echo
from a previously emitted signal, with radar based systems
(Multerer et al., 2017, (Caris et al., 2015)), (Drozdowicz
et al., 2016]), (Klare et al., [2017), whose range reaches up
to 250 m. However, the main drawback of RF lies in the
expensive infrastructure needed.

Acoustic technology has been also applied. Most of the
few acoustic based works leverage the well-known buzz
produced by propellers, like in [Birch et al.| (2015), with
a detection range of 20 m, or in |Benyamin & Goldman
(2014)), achieving a detection range of 600 m, with a prob-
ability of 99.5% and a false positive rate of 3%. In this
case, the authors build a complex microphone matrix, so
the factor of possible decreasing costs is lost. The same
problem occurs in Busset et al.| (2015), where a 150 m -
290 m range is reached with an acoustic camera (Distran
Omni360). Obviously, these ranges are too wide to achieve
precise locations.

Furthermore, one of the most extended technologies
in this field is the optical one, since artificial vision tech-
niques can be applied to the images provided by a camera
or a set of them (Kong et al.||2014)). Today, an important
challenge resides in decreasing the processing time for the
system to be able to act in real time (at least, as quick as
possible) Since the late nineties, the possibility of assem-
bling visual odometry systems detecting UAVs has been
researched. Works as [Amidi et al.| (1999) use an RGB
camera (assembled in the drone) pointed to the ground so
as to detect templates with geometric shapes and to main-
tain the position. [Merino et al.| (2006) goes beyond trying
to obtain a position estimation via homography.

Nevertheless, there are also markerless ground-based
vision systems, such as in |Santos et al.| (2015) aimed at
landing drones in a ship deck. First, the vehicle is detected
with an RGB camera; then, the position is estimated based

on an evolutionary method; and finally, a Kalman filter
corrects the outliers. A similar procedure was presented
in |Weiwei et al.| (2015), making use of a stereo-camera
system. Moreover, there exist prototypes using RGB-D
(RGB + depth) cameras devoted to construct local maps
of the environment, for the drone to navigate with that in-
formation (suitable paths, obstacles, etc.) (lacono & Sgor-
bissal, [2018]); although it depends on another positioning-
navigation system to work properly. Additionally, the 3D
position of the objective can be achieved via a pattern
recognition algorithm, as presented in [Baek et al.[ (2015)).

Likewise, a strategy widely used in the vision field con-
sists in sensor fusion, taking advantage of different tech-
nologies, as shown in |Corke et al| (2000) and in [Pare-
des et al.| (2017) that combine the optical one with ultra-
sounds, in |Kim et al.| (2010) with ultrasounds and also an
IMU (Inertial Measurement Unit), in|Teuliere et al.[ (2010]),
Engel et al.| (2012) and (Curetti et al.| (2015)) with cameras
and IMUs, or in |Liu et al.|(2017)) with audio signals. Nev-
ertheless, sensor fusion has two important drawbacks: the
need for a high computing capacity and an algorithm ca-
pable of efficiently and precisely merging data.

In short, different researches on drone location have
been carried out. Some of them are only focused on detec-
tion, others on distant detection and tracking, and the last
ones on precise location although with high computation
requirements.

2.2. ToF Camera based positioning

Employing a ToF camera could be one of the best
and most economical solutions to address the requirements
of a precise and robust local positioning system for au-
tonomous UAVs. In fact, some research works can be
found in the literature having already tackled the issue of
detecting and tracking mobile targets, as explained below.

Just a few years after the emergence of the infrared
technology applied to the generation of depth images in
Lange| (2000), the first positioning application begins to
be developed, facing people detection and tracking. An
example can be found in |Gokturk & Tomasi| (2004)), where
authors are focused on people head recognition by means
of a previously trained matched filter and correlator. The
results are often erroneous due to the complexity of the al-
gorithm. A slightly simpler system consists in placing the
camera on the ceiling, as in|Bevilacqua et al.| (2006)), where
people are identified by using the subtraction background
technique. The reference pixel is taken in the ROI (Region
of Interest) centroid, and then, a conversion between cam-
era coordinates (pixels) and world coordinates (meters) is
performed. The main drawback lies in maintaining the
scene as stable as possible to prevent background changes.
Besides, it does not discriminate between people and other
possible new objects entering the scene.

An interesting improvement is presented in|Stahlschmidt
et al.| (2013)). Here, the authors try to identify different
people in dense crowds by using a scaled matched filter



in combination with height-segmented foreground infor-
mation. The pattern proposed is a Mexican hat wavelet,
which is equal to the second derivative of a 2D Gaussian
function:

where r = y/22 + y2 and o is the standard deviation of the
distribution, which in a practical sense, points out the bell
width. The detection results are combined with a Kalman
filter, allowing an effective tracking of several people in the
same scene, as shown in a later work (Stahlschmidt et al.|
2016).

Apart from detecting people, counting applications have
also been developed. A prototype is proposed in |Pizzo
et al.| (2016)) trying to count people after crossing an imag-
inary line. Although the authors make use of a structured
light device, the algorithm is similar in the case of a ToF
camera. Also, Luna et al.| (2017) suggest a design based
on the human being morphology from a zenith view. They
achieve a mean error rate of 3.1% by means of PCA (Prin-
cipal Component Analysis) to distinguish people in im-
ages. One of the few shortcomings comes from the huge
data volume needed to achieve high efficiency after the
training step.

Nevertheless, none of these studies are focused on get-
ting the target coordinates, i.e. on the positioning. One of
the first works on knowing the location of some elements is
Kohoutek et al.[(2010) that calculates the distance between
the camera and the surrounding furniture. For that pur-
pose, a furniture recognition stage with known positions
beforehand is necessary. In a later research, the same au-
thors merge data from the camera and a building informa-
tion map for the same end. Finally, a regular ToF device is
transform into an omnidirectional one thanks the painstak-
ing mirror system in [Pirker et al.| (2010). The camera-
mirror set is placed on the upper part of a robot, which
makes the robot able to navigate autonomously knowing
its position at all times, though a very precise calibration
of the information provided by the camera is needed.

3. Time-of-Flight Cameras

A ToF camera is an active range imaging device that
employs time-of-flight techniques. This kind of cameras
resolves distances between the scene and itself by measur-
ing the round trip time of an infrared light signal provided
by a laser or an LED. Hence, this kind of camera provides
not only 2D information in a single image, but also in-
formation about the third dimension. Noteworthy is that
they do not furnish volumetric data but surfaces in 3D,
and for this reason these devices are also known as 2.5D
cameras.

This section presents the ToF camera working princi-
ple, as well as the different matrices that these devices

provide. Also, the coordinates extraction procedure is ex-
plained, which comprehends two stages: lens calibration
and pixel transformation.

3.1. Working Principle

ToF cameras are composed of a simple lens together
with a smart pixel matrix. The working principle con-
sists in emitting continuously a squared modulated in-
frared wave. The lens receives the returning wave in a
matrix of smart pixels (Lange, 2000|), where each element
17 is capable of computing the following information about
this optical signal:

1. A% -

2. D%J - the distance between the camera and the mea-

sured object, calculated as D™/ = %(Aﬁ;d, being

(Ap)®J the phase shift between the emitted and the

returning wave, F' the modulation frequency and c

the speed of light.

3. C% - the confidence. It is valued in the interval
[0,1] € R which provides information about the the
measurement reliability. Low values can be due to
saturation, underexposure or other reasons.

the returning wave amplitude.

A detailed mathematical explanation can be found in
Langmann| (2013), and a clarifying study from the point of
view of the CCD/CMOS pixels is included in Hussmann
et al.| (2012]).

3.2. Lens Calibration

An accurate calibration when using cameras is an un-
avoidable step in order to get precise metrics. A camera is
usually considered to be calibrated when the focal length,
the principal point and the lens distortion parameters are
known. However, a ToF camera needs an additional stage:
depth calibration. This section copes with both the x-y
calibration and the depth calibration.

The earliest aspect to be considered in the coordinates
equations resides in translating the origin, since it is lo-
cated in the upper left corner of the image, just in the first
element in the matrix. Hence, it must be moved from here
to the principal point (¢, ¢;). Usually, this point is in the
center of the matrix image. Then, every pixel coordinate
will be modified in the following way:

Tp =2, —Cy
re @)

Yp = Yp — Cy

where (77,,,) is the position of the pixel taken from the
upper left corner.

Related to depth, the parameter to be calibrated is the
offset, since it depends on the environment illumination,
and could be different for each pixel in the matrix, as stud-
ied in [Kahlmann et al.| (20006).

Now regarding x-y calibration, extrinsic and intrinsic
parameters should be obtained, in order to fix an undis-
torted 2D image of the scene. They transform the world



coordinates of a point into its associated pixel coordinates.
This calibration deals with radial and tangential distor-
tions. The radial one occurs when light rays bend more
the further they cross the lens from the optical center. Its
coefficients (k1, ko, k3) are given by:

dx, = xp (kzlr2 + kort + 1{337‘6)
Ay, = Yn (k17“2 + k27"4 + k3T6)

(3)

with (2n,yn) = (£,%) and r* = 22 + y2, normalized co-
ordinates. And tangential distortion occurs when the lens
and the image plane do not stay parallel. The correction
for distorted pixels are:

dxt = 2p1xnyn + p2 (712 + 2!17721) } (4)

dyy = p1 (r? 4+ 2y2) + 2p2xnyn

Besides, the intrinsic parameters are the focal length
(fz, fy), the optical center (cg,cy) in pixels (also known
as the principal point) and the skew coefficient «, which
indicates whether the pixel axes are orthogonal (angle ).

Tp
Yp
1
fe: a ¢ T, + dx, + dx; Ca
=1 0 fy ¢ Yn+dyr +dyr | — | ¢
0 0 1 1 1

()

Notice that usually f, ~ f,, i. e. pixels are square.

3.8. Coordinates Fxtraction

Now, a model connecting pixels with meters is needed.
The model describes the mathematical relationship be-
tween the coordinates of a point in three-dimensional space
and its projection onto the image plane inside the camera.
The aperture is modeled as a point, and no lenses are used
to focus light. It does not include geometric distortions or
blurring of unfocused objects caused by lenses and finite
sized apertures. That is why a previous calibration (Sec-
tion is needed.

Then, taking the geometry from Figure |1} the coordi-
nates can be obtained. First of all, the  angle behind
the lens is calculated taking (zp,y,) from the principal
point (usually at the camera center) and the focal length
f, which will be extracted either from the calibration or
from the manufacturer if available:

» \/ 75+ Y2

B = tan 7

(6)

Then, the depth coordinate z can be figured out via
the 8 angle before the lens and inside a right triangle:
z=d cosf (7)

where d is the range to the target.

Next, it can be stated that the a angle is the same in
both object and image planes, since the inclination respect
to the axes is maintained. Then, « is taken from the pixel

matrix as:
a=tan"* <yp> (8)
Lp

From Figure [T} the hypotenuse h can be written as h =
Vd? — 22, and the z and y coordinates are:

x:hsin(27r—a):—hsina} o)

y = hcos(2m —a) = hcosa

where the 27 factor comes from the inversion in the X and
Y axes.

The calibration process related to intrinsic parameters
has been already carried out by the camera manufacturer
used in this work. So this device provide three comple-
mentary matrix, whose elements are in meters:

1. Z%7 - the altitude of the scene.

2. X% and Y% - the world coordinates.

Hence, only a previous step of straightening is enough to
get the world coordinates once the drone is detected.

4. Algorithm Description

This section presents the details regarding the pro-
posed detection algorithm, which basically consists in com-
puting the 2D correlation between a processed version
Fn v (Section of the depth matrix Dy, taken from
the ToF camera installed on the ceiling, and a 2D wavelet
U pg representing the disturbance caused by an UAV:

OkrL =Fnu @ ¥pq (10)

where ® represents the discrete correlation operator. Ev-
ery element is given by

M N
ke [PH1I<E<M -1
k0 _ %,j i—k,j—1 SRS
? _;;F S {—Q+1<Z<N—1

(1)
The operator * denotes complex conjugation. For this
case, k and [ constitute shifts in row and columns respec-
tively (if negative, left- or upwards; if positive, right- or
downwards). Next, the pixels belonging to the drone are
identified and translated into world coordinates. For clar-
ity, this method can be divided into three stages described
in detail next: image conditioning, 2D wavelet adjustment,
and coordinates extraction. An overview of the algorithm
can be seen in Figure |2 where the three stages appear to-
gether with the previous step of data acquisition by means
of the camera.

4.1. Image Conditioning

As mentioned above, the ToF camera is installed on
the ceiling to get information from the scene. The origin
of coordinates has been assumed on the floor for simplicity,
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Figure 1: Pinhole camera model. In green, the ray coming from the problem point (z,y,z) and arriving at the image plane through the

pinhole. In blue, the data acquired by the ToF camera.

just at the intersection between the orthogonal line coming
from the lens and the floor plane.

The first step in the algorithm consists in distinguish-
ing the foreground from the background. For that purpose,
a series of preceding depth images Dy as[n—nyg] is averaged
in order to get the background By, at instant n:

1 <
B n)=— Dyyn—n
N (1] " Z (DN 0

f n():l

(12)

where ny is the number of measurements, 10 being enough
for controlled environments, where the background remains
unaltered. One of the advantages of using a ToF camera
is that the background does not need to be upgraded over
time since it is not affected by environment lights. Now,
the foreground Fyum [n] can be obtained by subtracting the
background from every instant frame:

Exumln] = |Bywn] — Dya[nl| (13)

in such a way that all elements exceeding a certain thresh-
old correspond to new objects appearing in the scene.
Next, as the confidence matrix Cyps[n] is available, the
most ambiguous measures can be discarded by multiplying
with this matrix:
Fyy = FnymoCnu (14)
Here, the operator o represents the Hadamard product,
where each element F'*7 in the new matrix comes from the

product of elements F% . C

4.2. Wavelet Dynamic Adjustment

Detecting a drone in an image could be a rather simple
task, but when a sequence of consecutive images is taken
and several UAVs appear at the same time, the task be-
comes more complex. On one side, a precise positioning
is required to prevent the system from mixing up one tra-
jectory with another belonging to a different drone. On
the other side, a drone covers a different area in the image
depending on the flying altitude.

To solve the first problem, this work proposes the use
of a new correlation pattern: the fourth derivative of the
Gaussian function, which coincides with the second deriva-
tive ¢ (R) of Equation (T)):

2 1, —R? 1 —R?
V(R = 3oml/4 <U4R P ( 202 ) T2 ( 20° ))
(15)

The 3D representation of this function is shown in Figure
and compared with the disturbance caused by an UAV.
Henceforth, this function will be referred to as Gnome
Hat wavelet, drawing an analogy with the Mexican hat
one described above. This new wavelet is also based on
an even derivative, thus maintaining the radial symmetry.
But since this derivative is of higher order, its slope is also
sharper and the bell narrower. Because of these charac-
teristics, the drone location will be always very close to
the UAV body center, as long as the second problem is
solved. As mentioned, the drone size in the image varies
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Figure 2: Flowchart depicting the whole procedure. The system
starts by capturing information from the scene (ToF Cam Capture),
and next the algorithm follows the three stages: image conditioning,
wavelet dynamic adjustment and coordinates extraction.

significantly depending of its flying altitude, in such a way
that the correlation with the pattern might not work prop-
erly. For instance, an average height of a human being is
assumed in Stahlschmidt et al| (2013)) for the computa-
tion of o (the parameter related to the function width)
according to the expected size of people silhouettes, which
in turn also depends on the height at which the camera is
positioned above the ground level. Then, the second pro-
posal of this work consists in adapting the pattern size in
a dynamic way.

To summarize, this part of the algorithm works as fol-
lows:

1. First, the maximum height in the image is computed
hma)v

2. Secondly, the Gnome Hat pattern is generated ¥ p(,
with P = @ for a quadrotor, since its shape is isotropic.
In this way, a circle is defined by its size, whose ra-
dius R(hmax) depends directly on the flying altitude.

I i i) i
i

il

(a) Foreground after image conditioning.

(b) Correlation pattern

Figure 3: (a) The resulting depth matrix after the image condition-
ing step. (b) Fourth derivative of a 2D Gaussian function. As the
disturbance varies with the flying altitude, the size of this function
will be adapted.

This circle corresponds with the area covered by the
drone, the ROI.

3. Then, the 2D correlation is computed its maximum
value extracted:
(Crrp)™ = (e, ye). Now, the drone is located at:

(mp7yp> _ (xc _ R(h;ax) R(h;ax) + 1)
(16)

Note that the factor % derives from the fact that C'k,
reaches its maxima not in the center of where the
drones are supposed to be, but in the right-bottom
corner.

+17yc_

4. Finally, if this maximum is greater than a threshold
previously established, the algorithm goes back to
point #I]in order to locate more drones. Otherwise,
there are no more drones in the scene.

The final stage of this algorithm consists in extracting
the world coordinates in the pixels (x,,y,) from the data



maps delivered by the camera, following the procedure al-
ready explained in Section [3.3}

T = (XNM)xmyp
y = (Ynu)® v (17)
z = (FNM)Ip’yp

This procedure is illustrated with a pseudo-code in[Ap]
complementing the flowchart in Figure 2]

4.8. Time Complexity Analysis

To conclude this section, a time complexity analysis
of the proposed algorithm has been carried out, in order
to estimate the number of basic operations performed by
this algorithm as a function of the input images size n (in
pixels). The three stages considered in this analysis have
been image conditioning, wavelet adjustment and coordi-
nate extraction, already represented in Figure 2] below the
image capture initial stage.

The basic operations in the first one, image condition-
ing, are only subtractions and multiplications element by
element, thus giving a time complexity of O(n)ﬂ In the
next stage, the wavelet adjustment, the number of opera-
tions also increases linearly, since the higher the pixel den-
sity, the higher the number of them covered by a drone,
in the same ratio, and the larger the pattern correlation.
Thus, it has an O(n) complexity. And finally, the coordi-
nates extraction stage includes a correlation between two
matrices. In the worst case, these matrices (depth ma-
trix and pattern correlation) will have the same size. The
number of operations needed for a typical two dimensional
correlation could be represented as O(n*). But, if the cal-
culation is made by means of FFTs (Fast Fourier Trans-
forms), the time complexity is reduced to O(n?log?n).

Now, considering that the time complexity of an al-
gorithm composed of several stages corresponds to that
of the most complex stage, it can be concluded that the
proposed algorithm has an O(n?log? 1) complexity.

5. Performance Analysis and Results

As final step in this development, this section presents
the analysis of the proposed system in a real scenario. The
experimental setup will next be described, as well as the
pattern size function extraction and the global system per-
formance.

5.1. Ezperimental Setup

For this purpose, the ToF camera chosen has been
the Camboard Picoflexx (Figure , a low cost develop-
ment kit based on PMD technology, which is connected to
the computer via an USB port. The image resolution is
N x M = 224 x 171 pixel?. Its ToF Sensor is a IRS1145C

Here, Big O Notation is used, and 7 represents the number of
operations.

Infineon REAL 3 with a frame rate up to 45 FPS. The
IR illumination source is VCSEL (Vertical-Cavity Surface-
Emitting Laser) based, whose main advantage resides in
the spectral characteristics. Figure [b] provides the mea-
sured spectrum, experimentally obtained in our laboratory
with a miniature spectrometer STS-NIR
from Ocean Optics, properly calibrated before. As
can be seen, the curve is approximately centered at 848
nm, and it remains stable and narrow around this value.

|
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Figure 4: (a) ToF Camera used in the experiments: Camboard Pi-
coflexx from PMD. (b) Absolute Spectral Radiant Flux coming from
the VCEL source of the camera.

The drones used in the experimental tests, Syma X15W
, are shown in Figure They have a wingspan
of approximately 31 cm and its total size is 22 x 22 x 5
cm?. In addition, the algorithm has been programmed in
Matlab code and will run under a laptop with an Intel(R)
Core (TM) i7-7700HQ CPU at 2.80 GHz and a GeForce
GTX 1070 GPU.

5.2. Extraction of the pattern size

As explained in Section [£.2] the expression relating
the change in the pattern size as a function of the flying
altitude R(h) needs to be extracted, since the adaptive
matched filter will be applied by means of this adapted



Figure 5: Drone used in the experimental tests.
wingspan: 31 cm, size: 22 X 22 X 5 cm?.

Syma X15W -

pattern. In order to do that, this expression will be ob-
tained from Figure[6 where the drone radius has been rep-
resented as r. It is straightforward from this figure that
the drone sizes in the image are Ry = % and Ry = %,
since the angles remain the same, as it has been explained
in Section [3:3] Then Rid; = Rads and depth and radius
show an inversely proportional relationship.

With respect to the flying altitudes h; and ho, the
previous expression can be written as Rj(hecam — h1) =
Ro(heam — h2). If the data related to position 2 are taken
as reference values, the expression of the radius at any

flying altitude becomes:

hcam - href

R(h) = R

(18)
whose result is expressed in pixels. This curve is shown
in Figure [7] with a solid blue line, for the following values
that have been experimentally measured: heam = 2.945 m,
Riet = 22 pixel and h.ef = 1.16 m. To verify the validity
of equation , several snapshots of the UAV in fixed
positions have been taken, measuring its size in pixels at
different altitudes. These experimental measurements are
represented by red crosses in the same figure.

5.8. Results

Next, a performance analysis of the proposed algorithm
is carried out. Firstly, some steps of the detection stage
are depicted in Figure This procedure starts with a
depth image taken from the camera on the ceiling (Fig-
ure[8a)), and after subtracting the background (Figure[8b)),
a 2D correlation is carried out (Figure with a Gnome
Hat pattern (Equation whose size is obtained from the
maximum height in the depth image through the equation
. Needless to say, the maximum value of this corre-
lation coincides with the drone body. Hence, going back
to the depth map, the algorithm extracts the coordinates
(z,y,z). Next, this ROI is removed from the correlation
image (Figure 7 and the procedure starts again. Once
all objects have been located, every drone is labeled (Fig-
ure . It is interesting to analyze what would happen if

a fixed pattern (i.e. fixed height) was taken. In this case,
a drone could be lost with a too large pattern o it could
turn out in different detections in the opposite situation.
These two possibilities of failure are shown in Figure [0}

The labeling stage involves an assignation problem.
Every new drone position needs to be assigned to the cor-
responding drone. Hence, this stage starts by estimating
the next position of every drone. To this end, the drone
velocity is supposed to be constant in the short period of
time between two consecutive measurements. In this way,
if the current position is given by r[n] = (z[n],y[n], z[n]),
the following estimated one will be:

r[n+ 1] =rn] 4+ vn] An (19)

where the velocity is calculated by averaging the velocity
in the last n; time intervals:

r[v] —r[v — 1]

v = Y R e

For this experiment, n; = 3.

Now, a cost matrix is created from the estimation r,
whose elements are the Euclidean distances to each new
measurement in the next image:

1<w<W

[ = Jey [n] = £ [n]] { (21)

1<m<M

where W represents the number of detected drones in the
image and M the number of estimated positions. Next, the
I'ws matrix is used as the input of the Kuhn-Munkres
method (Munkres, [1957)), also known as the Hungarian
method, which is a combinatorial optimization algorithm
that solves the assignment problem in polynomial time. In
fact, its time complexity is O(7*), where 7 is the number
of drones flying at the same time. However, as this num-
ber is expected to be much less than the number of pixels
in each image, its number of operations 77 can be neglected
with respect to the total amount of operations 7 explained
in Section [£3] Depending on the matrix elements, this
method allows to classify the results in assignments, unas-
signed estimations and unassigned detections. The assign-
ments are detections belonging to a drone that is already
flying in the image. The unassigned detections are those
pertaining to new drones appearing in the scene. And fi-
nally, the unassigned estimations are associated with the
lost drones. These are due to either a drone flying out of
the camera viewing area or an occlusion, typically from
the crossover of drones flying at different altitudes.

An example of the complete performance, having ap-
plied the positioning equations, is depicted in Figure [I0]
It is composed of five graphs: the first one with the depth
map, the second one renders the trajectories followed by
each drone in the scene; the other three figures provide
the different plane views (XZ, YZ and YX) detailing the
positioning. As revealed by these graphs, the drones have
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Figure 7: Curve governing the change in the drone radius in the
image with respect to the flying altitude [equation (18)].

been positioned and tracked from the beginning of their
appearance with centimetric precision. The most fluctu-
ating measurements can be attributed to detections near
the border of the image. In those cases, the drone body
is partially out of the image, but the measurements are
quickly stabilized, only two or three frames later.

This work also deals with the problem of occlusion. If a
detected drone is lost, its estimated position will be avail-
able for a short period of time (7 frames in tests). During
this time, this estimation is part of the variables in the
cost matrix, which means that the drone position is still
available and it is not totally lost. If the system does not
find a real position during these 7 frames, the drone is as-
sumed to be lost. Figure[T2]shows the performance in this
situation. As can be seen, the detection is estimated dur-
ing the occlusion, and the real measurements are recovered
without losing the label.

The whole performance is shown in a summary video

(Appendix BJ). All the situations described above appears
in this short fragment. Noteworthy, the amount of memory
allocated in every loop is approximately 2.2 MB, and the
algorithm execution time (10 ms on average) remains far
below the time the camera spends to get a frame, thus al-
lowing a real time tracking. Indeed, it has been optimized
to work in a controlled indoor environment where MAVs
can need a precise positioning. More demanding applica-
tions would require faster frame rates implying shorter ac-
quisition times. A reliable operation of the algorithm has
been experimentally observed with frame rates of up to
35 FPS. Finally, some execution time measurements have
been experimentally taken so as to validate the theoretical
time complexity presented in Section [I.3] The results are
shown in Figure [T} where execution time is measured for
different input image sizes. In this figure, the behavior of
time complexity can be observed, since it differs from the
experimental execution time in a constant term. As can be
seen, the execution time fits well a type-(n?log? i) curve,
matching the estimations of that section.

Furthermore, the total volume covered by this system
configuration is approximately 40 m?. In a wider environ-
ment, a solution of several ToF cameras encompassing all
the space could be taken, where a calibration among them
would be compulsory. Definitively, the whole system must
be configured in situ, taking into account the necessities
and using a camera that fulfills the minimum performance
requirements.

6. Conclusion

Due to the necessity of having precise coordinates in
GPS-denied environments, this paper has developed a pre-
cise and robust local positioning and tracking system for
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Figure 8: Detection and classification algorithm. (a) Initial depth map. (b) Depth map after background subtraction. (c¢) The pattern is
matched with the maximum height in the last step, to detect and locate a drone. (d) Then, the ROI of the former drone is removed, and the
algorithm starts again. (e) If there are no more objects, every drone is labeled.

drones. For that purpose, a ToF camera has been used.
This camera, installed on the ceiling for a top view, pro-
vides a depth map of the environment, the X and Y cor-
responding data, as well as a confidence map with the
reliability of the measurement in every pixel.

One of the main challenges tackled in this work has
been the detection of drones flying at different altitudes.
To this end, a novel 2D matched filter based on a Gaus-
sian wavelet is dynamically adapted in real time to apply
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it to a processed version of the scene depth map. The dy-
namic adjustment is based on a theoretical model for the
variation of the image drone size with respect to its flying
altitude, which has been also experimentally corroborated.

Furthermore, an accurate tracking has been possible
thanks to the position predictions based on the velocity
estimation of each UAV. This allows the system to label
them, and to avoid the loose of tracking in case of occlu-
sions.



(b)

Figure 9: Failures on detection when no adaptive height algorithm is
used. (a) A drone could be lost in the case of the pattern is too large.
(b) A drone could turn out in different detections if the pattern is
too small.

Author statement and acknowledgments

The authors’ contributions to the paper has been as
follows: José A. Paredes: conceptualization, methodology,
software and writing - original Draft; Fernando J. Alvarez:
formal analysis, writing - review & editing and supervision;
Teodoro Aguilera: validation, writing - review & editing;
Fernando J. Aranda: writing - review & editing and visu-
alization.

This work has been supported in part by the Span-
ish Government and the European Regional Development
Fund (ERDF) through Project MICROCEBUS under Grant
RTT2018-095168-B-C54, and in part by the Regional Gov-
ernment of Extremadura and ERDF-ESF under Project
GR18038 and through the Pre- Doctoral Scholarship un-
der Grant 45/2016 Exp. PD16030.

Appendix A. Pseudo-coded Algorithm
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Algorithm 1 Proposed algorithm

1: function TOFSNAPSHOT > Retrieving data from
camera

XNy — data.x

Ynum + data.y

Ny data.z

Cyum + data.c

return Xy, Y, Zyvm, O

end function

8: function MAINBODY

9: for tp + 1,10 do > Background Averaging

10: TOFSNAPSHOT
11: DNM(to) —ZNu
12: end for

13: Bny — average (DNM(L 10))

14: while user do not stop it do

15: TOFSNAPSHOT

16: Fyy < |Bnym — Znwm| © Cyae > Foreground
Extraction

17: while there are drones in image do

18: h < max(Fnpr)

19: R < Ryef(hcam — hrer)/(heam — h)

20: Gnome Hat Generation U(R)

21: Okr, < Fyy @ U(R) > 2D Correlation

22: (we.ye) < argmax (O )"

23: Tp ¢ To — R/(;+ 1

24: Yp — Yo —R/2+1

25: x + (Xnar )™ ¥ > Coordinates Extraction

26: y < (Ynpr)*rvr

27 2z (Znp)Feve

28: return z, y, 2

29: for the drone area defined by a circle with
radius R do

30: Vi, i\ (i—2p)*+(—yp)? < R, F" <0
> ROI elimination

31: end for

32: end while

33: end while

34: end function
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Figure 10: Detail of the whole positioning and tracking. At the top, the depth map with the trajectories of every UAV, and the 3D display.
At the bottom, the three different plane views detailing both the positioning and the tracking stages.
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Figure 11: Experimental execution time (red dots) and type-
(n?log? ) time complexity theoretical curve (blue line).

Appendix B. Supplementary Data

Supplementary data include a summary video showing
the system performance. The depth map with the trajec-
tories of every UAV and the 3D display are shown at the
top, and the three different plane views detailing both the
positioning and the tracking stages at the bottom. It can
be found with this article online at: —
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