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a b s t r a c t

Nowadays, the automatic text summarization is a highly relevant task in many contexts. In particular,
query-focused summarization consists of generating a summary from one or multiple documents
according to a query given by the user. Additionally, sentiment analysis and opinion mining analyze the
polarity of the opinions contained in texts. These two issues are integrated in an approach to produce
an opinionated summary according to the user’s query. Thereby, the query-focused sentiment-oriented
extractive multi-document text summarization problem entails the optimization of different criteria,
specifically, query relevance, redundancy reduction, and sentiment relevance. An adaptation of the
metaheuristic population-based crow search algorithm has been designed, implemented, and tested
to solve this multi-objective problem. Experiments have been carried out by using datasets from the
Text Analysis Conference (TAC) datasets. Recall-Oriented Understudy for Gisting Evaluation (ROUGE)
metrics and the Pearson correlation coefficient have been used for the performance assessment. The
results have reported that the proposed approach outperforms the existing methods in the scientific
literature, with a percentage improvement of 75.5% for ROUGE-1 score and 441.3% for ROUGE-2 score.
It also has been obtained a Pearson correlation coefficient of +0.841, reporting a strong linear positive
correlation between the sentiment scores of the generated summaries and the sentiment scores of the
queries of the topics.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Nowadays, the size of digital information on the Internet is
uge, and it follows growing. Besides, the Internet users are
haracterized by wanting to obtain specific information about a
etermined topic as quickly as possible, but the large volume of
xisting digital information complicates to carry out this task. One
ethod to get the most important information is through text
ining [1]. Using tools based on these approaches, it is possible to

etrieve and summarize the most relevant information from a set
f digital documents. Furthermore, the study of the users’ opinion
bout news, political and social events, products preferences, and
arketing campaigns, among other topics, is also another aspect

hat is currently gaining great relevance in many fields. In this
espect, the area of sentiment analysis and opinion mining deals
ith the computational treatment of opinion and sentiment in
rder to analyze the polarity and the feelings shown in digital
exts [2].
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In the scientific literature, there are many types of auto-
matic summarization methods, that can be classified in several
ways. A summarization method can be generic, if no informa-
tion is required from the user [3], or query-focused, in which
case it is necessary that the user provides certain information
as a query [4]. Secondly, summarization methods can be ab-
stractive or extractive: while an abstractive method produces
a summary that can include text that does not exist in the
original source [5], an extractive method just selects sentences
from the text [6]. In addition, extractive methods are commonly
based in the vector-based word method and use term-weighting
schemes and similarity measures [7]. Another classification for
summarization methods is single-document or multi-document
based on the number of documents in the source text [8]. More-
over, summarization methods can also be mathematically formu-
lated as an optimization approach that can be single-objective or
multi-objective. In single-objective approaches, a unique objec-
tive function that includes all the subjectively weighted criteria
is optimized [9]. On the other hand, multi-objective approaches
can simultaneously optimize many objective functions without
weighting [10]. In this last case, it is necessary to apply some
method to reduce the Pareto front to a single solution [11].

A more recent type of summarization method is the opinion
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r sentiment summarization. Sentiment-oriented summarization
ries to obtain both the most relevant information and the general
pinion orientation from a text [12]. In contrast to conventional
ethods, this one uses both text mining methods and natural

anguage processing tools to generate a summary that takes into
ccount the relevant information and the sentiment orientation.
In this paper, the query-focused sentiment-oriented extractive

ulti-document text summarization problem has been formu-
ated as a multi-objective optimization problem. To the best of
he authors’ knowledge, this is the first time that this problem has
een addressed with a multi-objective optimization approach. For
olving it, the Query-focused Sentiment-Oriented Multi-Objective
row Search Algorithm (QSO-MOCSA) has been designed, imple-
ented, and tested. This algorithm optimizes simultaneously the
bjective functions of query relevance, redundancy reduction, and
entiment relevance. The experimentation has been carried out
ith Text Analysis Conference (TAC) datasets [13]. The obtained
esults have been assessed with the Recall-Oriented Understudy
or Gisting Evaluation (ROUGE) metrics [14] and the Pearson
orrelation coefficient. Therefore, the principal contributions of
his paper are:

• The query-focused sentiment-oriented extractive multi-
document text summarization problem has been addressed
as a multi-objective optimization problem. To the best of the
authors’ knowledge, it is the first time that this problem has
been addressed in this way.
• The criteria of query relevance, redundancy reduction, and

sentiment relevance have been defined as the three objec-
tive functions to be simultaneously maximized in order to
produce a query-focused sentiment-oriented summary.
• For the first time, the metaheuristic population-based crow

search algorithm has been adapted for the query-focused
sentiment-oriented extractive multi-document text summa-
rization task.
• A Query-focused Sentiment-Oriented Multi-Objective Crow

Search Algorithm (QSO-MOCSA) has been designed, imple-
mented, and tested for solving the problem.
• Using TAC datasets, the ROUGE values and the sentiment

scores obtained for the generated summaries have been
statistically analyzed.
• The results of the new approach show an important im-

provement compared with the existing methods in the sci-
entific literature.

The remainder of this paper is organized as follows. In Sec-
ion 2, the related work is presented. Section 3 defines the query-
ocused sentiment-oriented extractive multi-document text sum-
arization problem. In Section 4, the main steps of QSO-MOCSA,

ts operators, and the method considered for selecting the final
olution are described. Section 5 contains the description of the
atasets, evaluation metrics, and parameter settings; and the re-
ults obtained along with the comparison with the other existing
ethods are also included. Finally, in Section 6 the conclusions
nd the future work are reported.

. Related work

The scientific literature contains a substantial amount of works
ocused on automatic text summarization and sentiment anal-
sis. Some surveys have been published very recently on these
opics: automatic text summarization [15] and sentiment anal-
sis [16]. In this section, the interest is focused on approaches
hat consider query-focused sentiment-oriented summaries and
ave experimented with standard datasets and used comparable
valuation metrics. Furthermore, the field of evolutionary com-
utation has progressed considerably in recent years, as it is
2

reported in [17], proposing a large number of algorithms that
have been successfully used in different problems, such as in [18]
and [19].

Firstly, [20] presented the CCNU (Central China Normal Uni-
versity, China) method, a sentiment orientation recognition mod-
ule that uses the WordNet-based similarity vector to extract the
part-of-speech terms’ similarity. The main steps of this method
are: content extracting and sentence splitting, resolution of the
syntactic-based anaphora and sentence compression, computa-
tion of the polarity score of all terms for the document set,
computation of the sentence scores (with a query-related score
and a query-independent score), and dynamic sentence choosing
with redundancy removal.

In [21], the IIITSum (International Institute of Information
Technology, Hyderabad, India) system was presented. It leverages
on the summarization engine and uses a classification approach
for finding the opinionated sentences and the polarity of these
opinions. The architecture also contains the following stages:
first, analysis of the query; second, opinion mining with polarity
detection; and, finally, the summarization of the opinionated
sentences. In addition, this system also uses query-dependent and
query-independent features to rank the sentences.

The ITALICA (Itálica Research Group, University of Seville,
Spain) system was proposed in [22]. It is based on the combi-
nation of the snippets for the summary generation. The tasks
followed by the system architecture are: documents preprocess-
ing, retrieval of opinionated sentences according to the given
query, clause extraction for minimizing the inconsistencies be-
tween the query and the summary, the sentence selection process
based on the redundancy applying a clustering process, and,
finally, a sentence transformation to generate the summary.

In [23], the NUS (National University of Singapore, Singapore)
system was presented. This system uses the opinion snippets
for locating the source sentences based on the cosine similarity,
also expanding the context by considering their previous and
following sentences with two purposes: the first one, to identify
more accurately the polarities of the sentences and of the query;
and, the second one, to include the context of the added sentences
in a selective way, matching those that will be then synthesized
by the summary generator.

The PolyU (Hong Kong Polytechnic University, Hong Kong)
system was presented in [24]. It is built on a feature-based
framework that implements the extraction of sentences from the
original documents to produce a summary. The summary is gen-
erated following three modules: the candidate sentence retrieval
module, that transforms the input documents into candidate sen-
tences; the sentence scoring module, that identifies the salient
sentences according to characteristics (such as the centroid, the
similarity to the query, the positive or negative sentiment score,
the positive or negative orientation, and the position); and, the
summary generation module, that produces the summary from
the selected sentences.

In [25], the IITSummarizers (Indian Institute of Technology,
Kharagpur, India) model was proposed. It is based on a statistical
model for extracting the relevant opinions and the subsequent
summarization process. This system is divided in three steps:
first, the text extraction step, that develops a simple parser to
extract the relevant text from the input documents; second, the
opinion sentence extraction step, where a module extracts the
sentiment sentences; and, finally, the summarization step, where
the extractive summarization module produces the opinion sum-
mary.

Finally, the QMOS (Query-based Multi-document Opinion-
oriented Summarization) method was recently proposed in [26].
This method uses a combination of sentiment analysis and sum-
marization approaches. The two principal stages carried out are
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he following ones. The first one performs the sentiment analysis,
lso calculating the sentiment score for every sentence, the po-
arity recognition of every sentence and of the user’s query, and
he selection of the sentences with the same orientation as the
ser’s query. The second stage consists of the summarizer, that
etermines the sentences that are relevant to the query by using
graph-based ranking model.
All the reviewed methods evaluated their summaries with the

OUGE metrics. Specifically, they used ROUGE-1 and ROUGE-2
cores. As for the datasets used, all the proposals performed their
xperiments with TAC2008 datasets. For these reasons, both these
wo ROUGE scores and the TAC2008 datasets have been used in
his work for carrying out the experimentation.

. Problem statement

The query-focused sentiment-oriented extractive multi-
ocument text summarization problem is described in this sec-
ion. It presents the preprocessing of the document collection, the
nalysis of the text similarity, the sentiment analysis, and, finally,
he formulation of the multi-objective optimization problem.

.1. Preprocessing

The document collection that contains the source documents
as to be preprocessed in the first place. In this way, the text
ontained in the documents is normalized. The steps performed
re:

1. Sentence segmentation. The sentences included in the doc-
ument collection must be separated individually, determin-
ing the beginning and the ending of each one.

2. Word tokenization. The words from every sentence are
divided with a token, as can be the blank space.

3. Stop words removal. The words that have no relevant
meaning, such as prepositions, conjunctions, articles, and
others, are removed from the sentences. Moreover, ac-
cording to [27], stop words have not influence in the
sentiment of a sentence since they have no sentiment
score. The inventory of stop words is provided by the
ROUGE package [28].

4. Part-of-speech tagging. This step lies in tagging each word
of the sentences with its corresponding morphological cat-
egory (noun, verb, adjective, adverb...). It is a very impor-
tant task since the tag relies on the word’s context and
the sentiment score of the word depends on the tag. The
Natural Language ToolKit (NLTK) has been used [29] for
carrying out this task. NLTK is an open-source platform
which supplies tools for working with human language
data. Particularly, the part-of-speech tagging of the words
has been performed with the WordNet lemmatizer [30].

5. Stemming. The last preprocessing step consists of extract-
ing the roots of the words by using the Porter stemming
algorithm [31]. Thus, the words that have a common lexical
root can be processed as the same term.

.2. Text similarity analysis

In extractive multi-document text summarization, the most
ommonly method used for analyzing the text similarity is the
ector-based word method. This method is based on the rep-
esentation of a sentence as a vector of words. Furthermore, to
easure the similarity between sentences, they are compared by
eans of the cosine similarity measure, which is presented next.
Let D = {d1, d2, . . . , dN} be a set of documents or document
collection that contains N documents. D can also be represented

3

as a set of sentences, D = {s1, s2, . . . , sn}, that contains the n sen-
ences of the document collection. Now, let T = {t1, t2, . . . , tm}
e a set which contains the m distinct terms in the document
ollection. Thus, each sentence si ∈ D is represented as an m-
imensional vector as si = (wi1, wi2, . . . , wim), i = 1, 2, . . . , n,
here each component is related to the weight of the term tk

n the sentence si. The value of this weight wik is calculated
ollowing the term-frequency inverse-sentence-frequency (tf − isf )
cheme [32], as shown in the next equation:

ik = tfik · log
n
nk

, (1)

where tfik refers to the term frequency and is the number of
occurrences of the term tk in the sentence si, and log n

nk
concerns

to the inverse sentence frequency, being nk the total of sentences
in which the term tk is present.

Finally, the cosine similarity quantifies the resemblance be-
tween two sentences si and sj, and it is calculated as:

cosim(si, sj) =

m∑
k=1

wik · wjk√ m∑
k=1

w2
ik ·

m∑
k=1

w2
jk

, i, j = 1, 2, . . . , n. (2)

Moreover, just like a sentence, the query given by the user can
also be represented as a vector of weights Q = (q1, q2, . . . , qm),
where each component qk is the weight of the corresponding
erm k. These weights are calculated as indicated in Eq. (1).

.3. Sentiment analysis

The sentiment analysis is in charge of recognizing the po-
arity of the sentences and computing their associated senti-
ent scores. This stage is divided in three steps: first, the sen-

iment dictionary is processed; second, the contextual polarity
f the sentences and of the query are identified; and, third, the
entiment score is calculated for each sentence and for the query.

.3.1. Sentiment lexicon
A sentiment lexicon is a dictionary that classifies the words

ccording to several features, such as the part-of-speech tag, the
entiment score, and the meaning. In addition, a word may have
everal entries in the sentiment lexicon depending on the context.
The dictionary used in this approach has been SentiWordNet

.0, which is a lexical resource widely applied in many research
rojects in the world [33]. SentiWordNet 3.0 includes 155,287
ntries of words with relevant meaning, that is, only nouns,
erbs, adjectives, and adverbs are included, and the entries are
rganized in 117,659 synsets. A synset is a category of cognitive
ynonyms in the WordNet lexical database that are considered
emantically similar [34]. In particular, every synset from Sen-
iWordNet 3.0 has two sentiment scores, positive and negative,
ith a numeric value within the range [0, 1] which specify the

orientation of the words in the synset. Additionally, a word can be
related to more than one synset if it has more than one meaning.
Therefore, a word can have several associated sentiment scores.
For this reason, a procedure is required to calculate the sentiment
score of a word. The procedure followed in this work is based on
the weighted average of the sentiment scores of a word [35]. As in
SentiWordNet 3.0 the words are arranged in the synset depending
on the frequency of use, the most frequent use will correspond to
the greatest weight. Therefore, the calculation of the sentiment
score of the word wordi is performed as indicated in Eq. (3):

enti(word )
i



J.M. Sanchez-Gomez, M.A. Vega-Rodríguez and C.J. Pérez Applied Soft Computing 113 (2021) 107915

s
s
w
i

i
s

s

o
b

=

synsetsinum∑
j=1

weight(wordji) ·max
(
pos(wordji), neg(wordji)

)
synsetsinum∑

j=1

weight(wordji)

. (3)

On the one hand, synsetsinum is the total of synsets of the ith
word, and weight(wordji) is the importance of the ith word in the
jth synset, which is calculated as:

weight(wordji) = 1−
position(wordji)

wordsjnum
, (4)

where position(wordji) is the position (starting from zero) of the
ith word in the jth synset, and wordsjnum is the total of words in
the synset j. In this way, the value of the weight is 1 for the word
in the first position in the synset, i.e., the most frequent use of
the word corresponds to the maximum weight.

On the other hand, pos(wordji) and neg(wordji) are the pos-
itive and negative sentiment score of the ith word in the jth
synset, respectively. The calculation of the maximum value of the
sentiment score is performed as:

max
(
pos(wordji), neg(wordji)

)
=

{
pos(wordji) if |pos(wordji)| ≥ |neg(wordji)|
neg(wordji) otherwise.

(5)

Finally, the sentiment score of a word varies in the interval
[−1, 1]: if senti(wordi) > 0, then the word sentiment score is
positive; if senti(wordi) < 0, then the word sentiment score is
negative; and if senti(wordi) = 0, then the word sentiment score
is neutral. The words that do not exist in SentiWordNet 3.0 will
have associated a senti(wordi) = 0.

3.3.2. Contextual polarity identification
With the sentiment lexicon, the words already have an asso-

ciated sentiment score. However, the words appear in the text in
a determined context that may influence on them by changing
their polarity. For this reason, it is necessary to identify the con-
textual polarity of every word. The different kinds of sentences
considered that may alter the polarity are the following ones:

• Objective and subjective sentences. Objective sentences are
characterized by not communicating any opinion or feel-
ing, whereas subjective sentences express opinionated in-
formation by using sentiment words [36]. Thus, objective
sentences will have a sentiment score of 0.
• Conditional and interrogative sentences. These sentences do

not manifest opinions or sentiment, even if there are sen-
timent words contained in them [37]. The conjunction ‘‘if’’
makes a sentence conditional, whereas the question mark
‘‘?’’ makes interrogative sentences. Both kinds of sentences
will have a sentiment score of 0.
• Negation and but-clause sentences. These types of sentences

have the peculiarity of including some negation or but-
clause words that can affect to the sentiment score of other
words in the sentence. These words are named sentiment
shifter words, and they can modify the sentiment score of
the entire sentence [38]. In the case of a negation word, the
negation handling lies in inverting the sentiment score of
the following word, that is, its polarity is now the opposite.
The set of negation words is obtained from [39]. As for
the but-clause words, the but-clause handling consists of
inverting the sentiment score of all the following words,
i.e., their polarities are the contraries. The set of but-clause
words is supplied by [40].
4

3.3.3. Sentiment score calculation
The last step of the sentiment analysis is the calculation of

the sentiment score of the sentences. After the assignation of the
sentiment score to each word through the sentiment lexicon and
the identification of the contextual polarity of the sentences, now
the sentiment score of each sentence si can be calculated as:

senti(si) =

∑wordsinum
j=1 senti(wordj)

wordsinum
, (6)

being wordsinum the number of sentiment words included in
the sentence si. The sentiment score of the sentences is in the
same range as the sentiment score of the words, i.e., [−1, 1]:
if senti(si) > 0, then the sentence orientation is positive; if
enti(si) < 0, then the sentence orientation is negative; and, if
enti(si) = 0, then the sentence orientation is neutral. In the same
ay, the sentiment score of the query, senti(Q ), ranges in the

nterval [−1, 1].
Regarding the sentiment score of a summary S, senti(S), it

s calculated as the average sentiment score of its opinionated
entences, i.e.:

enti(S) =
∑opinSensSnum

i=1 senti(si)
opinSensSnum

, (7)

being opinSensSnum the number of opinionated sentences in the
summary S.

3.4. Formulation of the multi-objective optimization problem

Once the preprocessing steps have been carried out over the
document collection, and the text similarity and sentiment anal-
ysis have been performed, the formulation of the query-focused
sentiment-oriented extractive multi-document text summariza-
tion problem is presented: the goal is the generation of a sum-
mary composed with sentences from the document collection,
that is, S ⊂ D, considering the following four aspects:

• Query relevance. The summary must contain the most rele-
vant sentences according to the query given by the user.
• Redundancy reduction. The summary must not include sen-

tences that resemble each other to avoid repetition of infor-
mation.
• Sentiment relevance. The average sentiment score of the

sentences in the summary must be similar to the sentiment
score of the query given by the user.
• Length restriction. The summary must have a determined

length L (with a certain tolerance).

In the way these four aspects have been stated, the first three
can be defined as the objective functions to be optimized, and
the fourth one as the constraint of the problem. Therefore, the
formulation of the multi-objective optimization problem involves
the simultaneous optimization of the query relevance, the redun-
dancy reduction, and the sentiment relevance, also considering
the length constraint.

Before illustrating the problem, it is necessary to determine
two binary decision variables: xi, yij ∈ {0, 1}. The first variable
considers the presence (xi = 1) or absence (xi = 0) of the sen-
tence si in the summary. Thus, the representation of the solution,
i.e., the decision vector is represented as X = (x1, x2, . . . , xn). The
second variable contemplates the simultaneous presence (yij = 1)
or not (yij = 0) of the pair of sentences si and sj in the summary.
Now, the objective functions can be formulated.

The first objective function, ΦQR(X), is related to the criterion
f the query relevance. It is described as the cosine similarity
etween every sentence contained in the summary s ∈ S and the
i
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uery vector Q . Hence, the following objective function should be
aximized:

QR(X) =
n∑

i=1

cosim(si,Q ) · xi. (8)

The second objective function, ΦRR(X), corresponds to the
criterion of the redundancy reduction. This criterion tries to min-
imize the cosine similarity between every pair of sentences in the
summary si, sj ∈ S, or what is the same, it tries to maximize the
redundancy reduction as follows:

ΦRR(X) =
1⎛⎝n−1∑

i=1

n∑
j=i+1

cosim(si, sj) · yij

⎞⎠ · n∑
i=1

xi

. (9)

The third objective function, ΦSR(X), concerns the criterion of
the sentiment relevance. It is defined as the difference between
the sentiment score of the query, senti(Q ), and the sentiment
core of the summary, senti(S). This difference should be mini-
ized. As it has been explained previously, the sentiment score

anges in the interval [−1, 1], so the maximum value of the
ifference is 2, which is obtained when the sentiment score of
he query and the sentiment score of the summary are in the
pposite extremes. Therefore, the following objective function
ust be maximized:

SR(X) = 2− |senti(Q )− senti(S)| . (10)

Finally, the formulation of the multi-objective query-focused
entiment-oriented extractive multi-document text summariza-
ion problem is presented as:

max φ(X) =
{
ΦQR(X), ΦRR(X), ΦSR(X)

}
, (11)

ubject to L− ε ≤

n∑
i=1

li · xi ≤ L+ ε, (12)

eing li the length of the sentence si and ε the length tolerance.
he value of ε is computed as:

= max
i=1,2,...,n

li − min
i=1,2,...,n

li. (13)

. Methodology

Taking into account the problem definition presented in the
revious section and the set of objective functions to be opti-
ized, the proposed optimization algorithm (including its main
perators) and the method for reducing the Pareto front to a
ingle solution are presented next.

.1. The proposed algorithm: QSO-MOCSA

The algorithm designed and implemented to solve the query-
ocused sentiment-oriented extractive multi-document text sum-
arization problem is a multi-objective adaptation of the crow
earch algorithm (CSA). CSA is a population-based metaheuristic
lgorithm based on the intelligent behavior of the crows [41]. This
pecies of bird is considered one of the most intelligent ones, they
ave the ability to make and use tools, they can communicate
mong them, and they can remember the hiding places of their
ood even months later. Even more, crows observe and follow
ther birds in order to know where they hide their food with
he purpose of stealing it, also taking precautions to keep away
rom being discovered. CSA supposes a flock of crows (with size
lock ), where every crow tries to search the best solution to the
size

5

roblem (the best food). A crow is able to follow another crow
f it thinks that the other crow has a better food (solution). A
row selects the other possible crow to follow from a set, which
s limited to a size given by flightlen (flight length).

The crow search algorithm is an optimization algorithm that
as been recently published to solve engineering optimization
roblems [41]. Nevertheless, it has been successfully applied to
any kinds of problems in the last several years, such as for

he segmentation of magnetic resonance brain images [42], di-
gnosis of Parkinson’s disease [43], non-convex economic load
ispatch problem [44], feature selection [45], operation of a pho-
ovoltaic/diesel generator hybrid energy system [46], or biometric
ey generation [47]. Moreover, its design makes it an easy-to-
nderstand algorithm. Furthermore, it has a reduced number
f configuration parameters, facilitating its use and adaptation
or multiple problems. All these aspects have contributed to the
hoice of the crow search algorithm to solve the tackled problem.
Now, the main steps of the proposed algorithm QSO-MOCSA

Query-focused Sentiment-Oriented Multi-Objective Crow Search
lgorithm) are enumerated and described. Its pseudocode is
hown in Algorithm 1, and the corresponding explanations are
resented below.

Algorithm 1 QSO-MOCSA pseudocode

1: NDS ← ∅
2: initialize_flock(Flock)
3: evaluate_flock(Flock)
4: rank_and_crowding(Flock, flocksize)
5: for iter = 1 to itermax do
6: for crow = 1 to flocksize do
7: RandomCrow← choose_crow_randomly(Flock, flightlen)
8: if dominate(RandomCrow, Flock[crow]) then
9: MutatedCrow← mutation(RandomCrow)

10: else
11: MutatedCrow← mutation(Flock[crow])
12: end if
13: evaluate_crow(MutatedCrow)
14: Flock[flocksize + crow] ← MutatedCrow
15: end for
16: rank_and_crowding(Flock, 2 · flocksize)
17: save_flock(NDS, Flock, flocksize + 1, 2 · flocksize)
18: end for
19: save_flock(NDS, Flock, 1, flocksize)
20: NDS ← filter_solutions(NDS)

First of all, in line 1, the set that will contain all the non-
dominated solutions (NDS) is initialized to an empty set. Then,
all the flocksize crows in the initial population/flock (Flock) are
initialized in a random way in line 2. Each crow is a solution
that represents a possible summary. The values of the objective
functions of every solution are evaluated in line 3. After that,
in line 4, the rank and crowding operators are performed over
flocksize crows of the flock. They are two multi-objective opera-
tors [48]: the rank operator is in charge of ranking the solutions
into different Pareto fronts, considering the dominance relations
among them; and the crowding operator takes into account the
crowding distance among the solutions, and prefers the most
distinct ones.

The steps from lines 5 to 18 are repeated until the predefined
number of iterations, itermax, is reached. Now, the steps from lines
6 to 15 are performed for each crow of the flock. Firstly, in line
7, a crow (RandomCrow) is randomly chosen from the flock to be
possibly followed by the corresponding crow (Flock[crow]) to dis-
cover the position of its hidden food. This RandomCrow is selected

in a random way depending on the value of the flight length
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flightlen). This value ensures that the selected crow is between
he first position and the flightlen position of the flock, also taking
into account that it is not the current one. In this way, one of the
best flightlen crows is randomly selected. Then, the random crow
selected, RandomCrow, and the corresponding crow, Flock[crow],
re compared in terms of dominance in line 8: if RandomCrow
ominates Flock[crow], RandomCrow has a better solution (food),
nd Flock[crow]will follow it. Therefore, in this case, the mutation
perator is carried out over RandomCrow in line 9; otherwise,
he mutation operator is performed with the current Flock[crow]
n line 11. The mutation operation is explained in detail in Sec-
ion 4.2. After that, in line 13, the values of the objective functions
f the resulting mutated crow (MutatedCrow) are calculated. In
he last step of the loop, in line 14, the mutated crow is stored
n its corresponding position in the flock. In this way, when all
he crows have been processed, the size of the flock is duplicated
2 · flocksize).

In line 16, the rank and crowding operators are performed
gain over the entire flock, i.e., over the 2 · flocksize crows. These
ulti-objective operators sort the flock for the next iteration,
ssigning the best solutions in the first half of the flock. This first
alf will be the flock for the next iteration, restoring its original
ize (flocksize). For this reason, in line 17, at the end of each
teration, the second half of the flock is stored in the set of non-
ominated solutions NDS. A repair operation is carried out in this
tep with the purpose of ensuring that the stored solutions meet
he length constraint defined in Eq. (12). This repair operator is
escribed in Section 4.3.
Finally, in lines 19 and 20, after the end of the main loop,

he remaining first half of the flock is stored in the set of non-
ominated solutions, also performing the repair operation, and
he solutions stored in the final NDS set are filtered to remove
he dominated and the equal solutions contained.

.2. The mutation operator

The mutation operator performed in QSO-MOCSA has been
pecifically designed for this problem. The operator considers the
nclusion, removal, or exchange of a unique sentence from the
ummary. This means that the mutation probability (mutprob) is
qual to 1/n, being n the number of sentences of the document
ollection. Besides, only one of these three operations will be
andomly selected to be applied. The goal of this operator is to
mprove the quality of the summary both in terms of similarity
nd sentiment score according to the query. The operation is as
ollows:

1. Add a sentence. This operation incorporates a random sen-
tence si from the document collection that was not con-
tained in the summary S. The added sentence should im-
prove the quality of the mutated summary S ′. That is,
the cosine similarity between the sentence and the query
should be greater than the average cosine similarity be-
tween all sentences and the query, and the difference be-
tween the sentiment score of the mutated summary and
the one of the query should be smaller than the difference
between the sentiment score of the initial summary and
the one of the query. These conditions are formulated as:

cosim(si,Q ) >
1
n

n∑
j=1

cosim(sj,Q ) and

|senti(Q )− senti(S ′)| < |senti(Q )− senti(S)|.

(14)

If these two conditions are accomplished, then the sen-
tence is added to the summary. Otherwise, these conditions
are checked for every sentence s /∈ S, chosen in a random
i

6

way, and the first sentence that accomplishes these two
conditions will be added. If no sentence fulfills these condi-
tions, the added sentence will be the one with the highest
mutation score, scoremut

si , which is calculated as follows:

scoremut
si =

cosim(si,Q )−
1
n

n∑
j=1

cosim(sj,Q )

1
n

n∑
j=1

cosim(sj,Q )

−

⏐⏐⏐⏐ senti(Q )− senti(S ′)
senti(Q )

⏐⏐⏐⏐ . (15)

In this way, the mutation operator ensures that a sentence
will be added to the summary.

2. Remove a sentence. In this case, this operation discards a
random sentence si from the summary S. The removing
of this sentence should not degrade the quality of the
mutated summary S ′, i.e., the cosine similarity between the
discarded sentence and the query should be smaller than
the average cosine similarity between all sentences and the
query, and the difference between the sentiment score of
the mutated summary and the one of the query should be
smaller than the difference between the sentiment score
of the initial summary and the one of the query. These two
requirements are computed as:

cosim(si,Q ) <
1
n

n∑
j=1

cosim(sj,Q ) and

|senti(Q )− senti(S ′)| < |senti(Q )− senti(S)|.

(16)

If the two requirements are met, then the sentence is re-
moved from the summary. Otherwise, the requirements are
verified for each sentence si ∈ S (also randomly chosen),
removing the first sentence that meets these two require-
ments. Finally, if none of the sentences of the summary
fulfills the requirements, the sentence with the lowest
mutation score calculated as is indicated in Eq. (15) will be
removed. Thereby, the mutation operator guarantees that
a sentence is removed from the summary.

3. Exchange a sentence with another one. This third choice
replaces a sentence contained in the summary si ∈ S by
another sentence from the document collection sj /∈ S that
is not contained in the summary. The operation carried
out here consists of, firstly, removing a sentence from the
summary, and, secondly, adding a different one to the
summary. That is, the points 2 and 1 are performed in this
order.

.3. The repair operator

The repair operator carried out in QSO-MOCSA also has been
esigned and implemented specifically for this problem. This
perator is in charge of repairing the summaries that do not
ulfill the length constraint established in Eq. (12) with the aim
f improving its quality both in terms of similarity and sentiment
core according to the query.
The summary length is verified as follows. If the summary

ength is less than the length constraint L− ε, then the summary
is discarded since this case occurs very infrequently. Otherwise,
if the length is greater than the length constraint L+ ε, then the
summary is repaired. The reparation of a summary that violates
the length constraint, S∗, is carried out by removing the needed
sentences until the length constraint is accomplished. These sen-

tences are selected according to a repair score that takes into
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Fig. 1. Histograms and boxplots for ROUGE-1, ROUGE-2, and sentiment relevance (SR) scores.
w

ccount both cosine similarity and sentiment score according to
he query, which is calculated as follows:

scorerepsi =

(
cosim(OS∗ ,Q )− cosim(OS∗−si ,Q )

)
cosim(OS∗ ,Q )

+⏐⏐⏐⏐ senti(Q )− senti(S∗ − si)
senti(Q )

⏐⏐⏐⏐ , (17)

eing OS∗ the center of the summary S (including the sentence

i) and OS∗−si the center of the summary (without including the
entence si). The center of a summary is represented as a vector
S∗
= (o , o , . . . , o ), and its components are calculated as
1 2 m

7

indicated in Eq. (18):

ok =
1
nS∗

n∑
i=1

wik · xi, k = 1, 2, . . . ,m, (18)

here nS∗ is the number of sentences in the summary S∗.
Once the repair scores are calculated, the sentence with the

lowest one is removed from the summary, and the repair opera-
tion is repeated while the length constraint is not satisfied.

4.4. Method for reducing the Pareto front to a single solution

The result obtained by QSO-MOCSA is a set of non-dominated

solutions that are represented in a Pareto front. It is necessary to
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able 1
eatures of the Opinion Summarization Track of TAC2008 datasets.
Feature Value

Number of topics 25
Average number of documents ≈24
Average number of sentences ≈214
Average number of words ≈5029
Average number of different terms ≈994
Summary length constraint (words) 250

apply an automatic method for selecting one solution from the
set. Consequently, in this work, a study of several methods for
reducing the Pareto front to a single solution has been performed.

A total of eleven methods have been implemented and evalu-
ted. They are based on the largest hypervolume, the consensus
olution, the shortest distance to the ideal point (considering
our different distances: Euclidean, Manhattan, Chebyshev, and
ahalanobis), and the shortest distance to all points (considering

he same four previous distances in addition to the Levenshtein
istance). The detailed mathematical descriptions of all these
ethods can be found in [11].

. Experimental results

In this section, the algorithm proposed in Section 4 is used to
olve the addressed problem, carrying out different experiments
o evaluate its performance. The used datasets, the evaluation
etrics, the experimental settings, the results, the comparison
ith other methods, and two examples of generated summaries
re presented next.

.1. Datasets

Datasets from TAC (Text Analysis Conference) have been used
or experimentation. TAC is a series of annual conferences focused
n applications of Natural Language Processing, providing also
arge data collections for testing. The TAC2008 datasets [13] have
een used, and more specifically, the Opinion Summarization
rack [49] has been considered. Table 1 shows several features
f this track.

.2. Evaluation metrics

In order to measure the quality of the generated summaries,
he ROUGE (Recall-Oriented Understudy for Gisting Evaluation)
etrics have been considered [14]. These metrics are the most
idely used in the automatic text summarization field to evaluate
he performance of automatic generated summaries by compar-
ng them with summaries generated by expert humans. More-
ver, they are considered by TAC as the official evaluation metrics.
ROUGE metrics measure the similarity between two sum-

aries (a computer-generated one and a human-generated one)
y means of adding up the amount of overlapping units. In
his work, ROUGE-N metric has been used for the evaluation. It
onsists of computing the N-gram recall between the computer-
generated summary and a set of reference summaries (gener-
ated by human experts). Particularly, ROUGE-1 and ROUGE-2
scores have been considered. ROUGE-1 calculates the number of
overlapping unigrams, whereas ROUGE-2 counts the number of
overlapping bigrams. ROUGE-N metric is calculated as:

ROUGE-N =

∑
S∈ReferS

∑
N-gram∈S countco(N-gram)∑

S∈ReferS
∑

N-gram∈S count(N-gram)
, (19)

being ReferS the set of reference summaries, countco(N-gram) the
amount of N-grams co-occurring between the candidate sum-
mary and ReferS, and count(N-gram) the quantity of N-grams in
S.
8

Table 2
Summary statistics considering the 25 topics for ROUGE-1, ROUGE-2, and
sentiment relevance (SR) scores.
QSO-MOCSA ROUGE-1 ROUGE-2 SR

Mean 0.4728 0.2987 1.9686
Median 0.4787 0.2930 1.9747
Standard deviation 0.0460 0.0958 0.0245
Q1 0.4341 0.2340 1.9514
Q3 0.5148 0.3670 1.9891
Minimum 0.3767 0.0869 1.9253
Maximum 0.5481 0.4542 1.9995

As for the evaluation of the sentiment score of the gener-
ated summaries, the Pearson correlation coefficient r has been
considered. This coefficient has been used to measure the linear
correlation between the sentiment scores of the generated sum-
maries and the sentiment scores of the queries of the topics from
Opinion Summarization Track of TAC2008 datasets.

The Pearson correlation coefficient, r , will have a value of +1
when the linear correlation is positive and perfect, a value of
−1 when the linear correlation is negative and perfect, and a
value of 0 in the case that there is absence of linear correlation.
Intermediate values indicate positive or negative relationships as
well as strong association if the value approaches 1 or −1, and
weak association if the value approaches 0.

5.3. Experimental settings

The parameters of QSO-MOCSA are listed below: popula-
tion/flock size, flocksize, flight length, flightlen, and number of iter-
ations or generations, itermax. After experimenting with different
parameter settings, the values established for these parameters
are the following ones: flocksize = 64, flightlen = 6, and itermax =

00.
As for the chosen method for selecting a single solution from

he Pareto front, a comparative study of the eleven methods
resented in Section 4.4 has been performed. The obtained results
eport that the method of the consensus solution has achieved the
est average ROUGE scores, in addition to provide the best values
n most of the topics.

The number of repetitions (independent runs per every ex-
eriment) has been 31 in order to guarantee the robustness
nd statistical reliability of the results. The experiments have
een carried out in a compute node with 4 processors AMD
pteron Abu Dhabi 6376 and 96-GB RAM. QSO-MOCSA has been
mplemented in C/C++ language and developed with the Eclipse
latform on Ubuntu 20.04 LTS.

.4. Results

The results obtained in the experimentation are presented in
his subsection. Firstly, both the ROUGE scores and the senti-
ent relevance (SR) scores are reported in Table 2. This table
hows the summary statistics for the 25 topics from the Opinion
ummarization Track of TAC2008 datasets.
As can be appreciated in Table 2, the obtained mean ROUGE

cores are 0.4728 for ROUGE-1 and 0.2987 for ROUGE-2. They
ill be used in Section 5.5 in order to make comparisons with
ther methods. The mean score of the sentiment relevance is
.9686, which is a very good value since the theoretical maxi-
um (deduced from Eq. (10)) is 2. Now, the obtained results are
raphically represented in Fig. 1.
ROUGE-1, ROUGE-2, and sentiment relevance distributions

ver the 25 topics are represented through the histograms of Figs.
a, 1c, and 1e. These distributions are also graphically represented
hrough boxplots in Figs. 1b, 1d, and 1f. Each boxplot presents
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omparison of mean scores for ROUGE-1 and ROUGE-2 obtained by QSO-MOCSA
nd by the other methods. The best results are shown in bold.
Methods ROUGE-1 ROUGE-2

QSO-MOCSA 0.4728 0.2987
QMOS [26] 0.4123 0.0985
CCNU [20] 0.2011 0.0554
IIITSum [21] 0.1511 0.0323
ITALICA [22] 0.3796 0.0745
NUS [23] 0.3484 0.0546
PolyU [24] 0.2932 0.0760
IITSummarizers [25] 0.3279 0.0439

Table 4
Percentage improvements reached by QSO-MOCSA with respect to the other
methods.
Methods ROUGE-1 ROUGE-2

QMOS [26] 14.7% 203.3%
CCNU [20] 135.1% 439.2%
IIITSum [21] 212.9% 824.9%
ITALICA [22] 24.6% 301.0%
NUS [23] 35.7% 447.1%
PolyU [24] 61.3% 293.1%
IITSummarizers [25] 44.2% 580.5%

Average 75.5% 441.3%

a box and two whiskers, being the median represented as the
central segment, the first quartile Q1 as the lower segment, and
the third quartile Q3 as the upper segment. In addition, the
minimum value is represented as the lower whisker limit, and
the maximum value as the upper one since no outliers have been
obtained.

5.5. Comparison with other methods

The mean values provided by QSO-MOCSA are compared with
the results reported by other methods. They have been previ-
ously reviewed in Section 2. Table 3 shows the average results
for ROUGE-1 and ROUGE-2 scores obtained in the 25 topics
from the Opinion Summarization Track of TAC2008 datasets for
QSO-MOCSA and the different proposals existing in the scien-
tific literature. The methods from other authors include a very
recently published proposal (QMOS [26]) and the algorithms typ-
ically proposed in the field of query-focused sentiment-oriented
summarization.

The results reported in Table 3 show that QSO-MOCSA
achieves the best average values both in ROUGE-1 and ROUGE-
2 scores. Table 4 presents the percentage improvements reached
by QSO-MOCSA with respect to the other methods.

As can be appreciated in Table 4, the percentage improve-
ments range from 14.7% to 212.9% in ROUGE-1 score and from
203.3% to 824.9% in ROUGE-2 score. In addition, the average
percentage improvements are 75.5% and 441.3% for ROUGE-1 and
ROUGE-2 scores, respectively. Note that the produced percentage
improvements are important in both ROUGE scores, being those
obtained in ROUGE-2 score much higher. This indicates that the
proposed QSO-MOCSA performs even better when evaluating the
bigrams overlapping with the summaries generated by human
experts.

Other methods do not report sentiment relevance scores, so
no comparison is possible. Nevertheless, by means of the Pearson
correlation coefficient r , it is possible to compare the values
provided by QSO-MOCSA with the ideal case, which occurs when
r = +1. A value of r = +0.841 has been obtained, that is, there
s a strong linear positive correlation between the sentiment
cores of the summaries and the sentiment scores of the queries.
9

Fig. 2. Scatter plot and regression line for the summary sentiment scores and
the query sentiment scores.

Table 5
Features of topics 1005 and 1049 of the Opinion Summarization Track from
TAC2008 datasets.
Feature Topic 1005 Topic 1049

Title Windows Vista YouTube
Query ‘‘What features do

people like about Vista?’’
‘‘What reason do users
who prefer YouTube to
any other video-sharing
website cite as reasons?’’

No. of documents 35 29
No. of sentences 268 247
No. of words 5962 6667
No. of terms 1097 1304

Fig. 2 represents the scatter plot and the regression line for the
summary sentiment scores and the query sentiment scores.

Fig. 2 shows how the relationship between the summary sen-
timent scores and the query sentiment scores is strong and linear,
with a regression line reporting that both scores simultaneously
increase (positive slope).

5.6. Examples of summaries generated by QSO-MOCSA

In this subsection, some examples of the summaries generated
by QSO-MOCSA are presented. Topics 1005 and 1049 of the Opin-
ion Summarization Track from TAC2008 datasets are considered.
Table 5 shows some features of these topics.

Firstly, the summary generated for topic 1005 by QSO-MOCSA
and the reference summary from NIST human experts are pre-
sented in Fig. 3.

And secondly, the summary generated for topic 1049 and
the corresponding reference summary from human experts are
shown in Fig. 4.

Several conclusions can be extracted from both examples. In
the first place, the sentences of the generated summaries have
terms in common with the given query. Both summaries contain
the terms presented in the queries: Vista and YouTube, respec-
tively. In fact, some sentences are also present in the reference
summaries from human experts. Thus, the generated summaries
have a high degree of query relevance. Another aspect is that the
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Fig. 3. Summary generated by QSO-MOCSA and reference summary from NIST human experts for topic 1005 (Windows Vista).

Fig. 4. Summary generated by QSO-MOCSA and reference summary from NIST human experts for topic 1049 (YouTube).
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entences included in the generated summaries are not redun-
ant with each other, despite containing the same terms present
n the queries. Finally, as for the sentiment scores, the sentiment
ords contained in the generated summaries are similar to the
entiment words presented in the queries.

. Conclusion

The query-focused extractive multi-document text summa-
ization task consists of generating a summary automatically
ccording to a determined user information, that is given as a
uery. Additionally, the sentiment analysis and opinion mining
ask focuses on the analysis of the polarities of the sentences from
document collection, also considering their sentiment scores.
herefore, joining both issues in a single one, it is possible to
roduce a summary that includes the most relevant sentences for
he user’s query, also having a similar sentiment orientation. In
his regard, query-focused sentiment-oriented extractive multi-
ocument text summarization involves the simultaneous opti-
ization of the criteria of the query relevance, the redundancy

eduction, and the sentiment relevance.
A multi-objective adaptation of the crow search algorithm

as been designed, implemented, and tested to solve the query-
ocused sentiment-oriented extractive multi-document text sum-
arization problem. This new approach is named QSO-MOCSA

Query-focused Sentiment-Oriented Multi-Objective Crow Search
lgorithm). In this paper, QSO-MOCSA has been explained in
etail, including its new problem-aware operators.
The obtained results have shown that QSO-MOCSA outper-

orms the methods existing in the scientific literature. Specifi-
ally, the average percentage improvements have been 75.5% for
OUGE-1 and 441.3% for ROUGE-2. The reported value of the
earson correlation coefficient has been r = +0.841, meaning a
trong linear positive correlation between the sentiment scores of
he generated summaries and the sentiment scores of the queries.

As a future research, QSO-MOCSA could be adapted for solving
pdate summarization problems. Update summarization is an ex-
ension of traditional static multi-document text summarization,
n which the document collection changes over time, and users
ust want to know the new information about a particular topic.
n this way, the proposed model would generate an update sum-
ary that would also take into account the query given by the
ser and its sentiment orientation. In this case, it is very possible
hat more than 3 objectives are needed, therefore, requiring the
se of many-objective optimization techniques. Another possible
esearch line for the future is the development and application of
lternative multi-objective approaches for comparative purposes,
rying to improve even more the obtained results.
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