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En primer lugar, me gustaŕıa agradecer A mis directores, Juan y Jose,
por haberme dado la oportunidad de realizar esta tesis doctoral dentro del
grupo Quercus y del laboratorio SPILab. A Juan de nuevo, por haber pen-
sado en mi para formar parte del grupo cuando tan solo era un estudiante de
segundo de grado. A Javi Berrocal, porque él fue el primero en apostar por
mi para darme un puesto dentro del universidad y contratarme por uno de sus
proyectos. A Juanma, por haber formado parte del camino y haberme ayu-
dado con sus conocimientos a alcanzar muchos de los méritos que hoy forman
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Resumen

Dada la globalizacion de los últimos años, cada vez es más común que las
organizaciones tiendan a ofrecer servicios de manera conjunta con otras orga-
nizaciones del mismo ámbito. Precisamente el ámbito de la salud es uno en
los que que cada vez se tiende a ofrecer más este tipo de servicios. Una de
las razones es el cambio de paradigma que están sufriendo las instituciones
sanitarias hacia servicios centrados en los propios pacientes. Por ello, cada vez
es más frecuente óır hablar de la transición de los actuales sistemas sanitarios
centrados en la institución a otros centrados en el paciente. En estos nuevos
sistemas, se vuelve necesario tener alguna forma de interconectar toda la infor-
mación de salud que se genera para el paciente en las distintas organizaciones,
servicios y dispositivos con los que interactua a lo largo de su vida. Actual-
mente, estas organizaciones, servicios y dispositivos almacenan la información
de sus pacientes en sus propios sistemas de información de forma aislada. La
mayoŕıa de las veces estos sistemas de información no están interconectados,
lo que hace muy dif́ıcil poner en común la información de un paciente dispersa
en varios sistemas. Por ello, es necesario desarrollar soluciones que permitan
a los desarrolladores de sistemas de información sanitaria consultar toda la
información de un usuario y ofrecerla organizada en torno a él. Esta tesis
doctoral define el concepto de trayectoria personal de salud (una sucesión de
registros personales de salud a lo largo del tiempo) para organizar y representar
esta información. Para ello, se propone un método original utilizando técnicas
basadas en distintas tecnoloǵıas actuales, como blockchain, process mining,
data mining o data science. Como resultado, se consigue ofrecer un Personal
Health Trajectory framework como medio para ofrecer la información del pa-
ciente organizada como una trayectoria de salud. Este framework posibilita
la creación de sistemas sanitarios consumiendo esta información mediante el
desarrollo de lo que denominamos aplicaciones y sistemas conscientes de la
trayectoria de salud. Gracias a esta tesis, se acerca la llegada de futuros sis-
temas sanitarios centrados en el paciente a través de la Ingenieŕıa del Software
y las Tecnoloǵıas de la Información.

Palabras clave— Personal Health Record, eHealth, Personal Health
Trajectory, Software Engineering.





Abstract

Due to the globalization of recent years, it has become increasingly common
for organizations to offer services jointly with other organizations in the same
scope. The healthcare field is precisely one in which there is an increasing ten-
dency to offer this type of service. One of the reasons for this is the paradigm
shift that healthcare institutions are undergoing toward patient-centered ser-
vices. Thus, it is becoming increasingly common to hear about the transition
from today’s institution-centered healthcare systems to patient-centered ones.
In these new systems, it becomes necessary to have some way of interconnect-
ing all the health information that is generated for the patient in the various
organizations, services, and devices with which she interacts throughout her
life. Currently, these organizations, services, and devices store their patients’
information in their own information systems in isolation. Most of the time
these information systems aren’t interconnected, making it very difficult to put
in common the information of a patient scattered in various systems. Thus,
it’s necessary to develop solutions that allow health information systems devel-
opers to consult all the information of a user and to offer it organized around
her. This dissertation defines the concept of the Personal Health Trajectory
of the patient (a succession of Personal Health Records ordered by time) to
organize and represent this information. For this purpose, an original method
is proposed using techniques based on different current technologies, such as
blockchain, process mining, data mining, or data science. As result, a Personal
Health Trajectory framework is provided as a means of delivering patient in-
formation organized as a health trajectory. This framework enables the cre-
ation of health systems consuming this information through the development
of Personal Health Trajectory-aware applications and systems. Thanks to this
dissertation, the advent of future patient-centered health systems becomes
achievable through Software Engineering and Information Technologies.

Keywords— Personal Health Record, eHealth, Personal Health Tra-
jectory, Software Engineering.
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Cuántica para farmacogenética 313
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4 CHAPTER 1. INTRODUCTION

This dissertation presents a set of approaches, proposals, and tools that
lead the IT infrastructure of the actual institution-centered health systems to-
wards new patient-centered ones through the definition of the Personal Health
Trajectory. In this chapter, Section 1.1 starts presenting the research context
of this dissertation. Then, the problem that drives this dissertation is moti-
vated in Section 1.2. Section 1.3 presents the goal of the dissertation as well as
the general and specific objectives, together with the hypothesis to be refuted or
rejected on it. Section 1.4 details the research methodology followed throughout
the Ph.D. The contributions and publications obtained on it are summarized
in Section 1.5. Finally, Section 1.6 outlines the structure of the rest of the
dissertation.
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Technological advances in the healthcare domain are leading to im-
provements in the services provided to patients. The digitization of medical
testing has greatly aided in the management and harnessing of healthcare
data. In addition, the use of connected smart devices from the Internet of
Things (IoT) and the Internet of Medical Things (IoMT) [14] has helped pro-
vide more continuous patient monitoring. These devices, combined with the
increasingly complete data generated by healthcare institutions, enable more
advanced diagnostics.

However, most of these healthcare institutions and devices work on data
from a single information system. In today’s globalized society, a person will
probably interact with several healthcare systems throughout her life, in addi-
tion to employing several wearable health devices and interacting with smart
devices from Smart Cities, which generate data outside these institutions. If
each of these systems keeps its data separate, different partial representations
of the patient’s health reality will be generated. These multiple representa-
tions, in addition to being potentially sensitive to the presence of inconsisten-
cies between them, have other implications, such as that a medical process may
not have access to information crucial to the person’s health decision-making.

Providing a way to merge the health data of an individual and provide
it in a way that allows tracking of her health over time could be a solution to
the above problem and a breakthrough in what is known as Precision medicine,
moving the current Electronic Health Records (EHR) towards what is called
Personal Health Records (PHR) [15]. EHRs are electronic records generated
and managed by physicians in health systems. In contrast, PHRs are records
that can be generated by physicians, patients, hospitals, pharmacies, and other
sources, being managed by the patient herself.

The need to create health systems aware of the patient’s health tra-
jectory has been present in the field of medicine and nursing for years [16].
Works such as [17] and [18] begin to address this problem. However, they still
do not offer a complete solution and present many limitations. For example,
who is in charge of maintaining that global view and ensuring access to it. Or
how to use the data from the patient’s global view in the software applications
that want to consume it. It is difficult to envisage that healthcare institutions
would leave the management of the data they themselves generate to the pa-
tients, as proposed by PHRs. Moreover, even in the case of many works that
achieve data integration, they do not include the enrichment and processing
of the data in such a way as to provide added value.

This added value can be what in this dissertation we have called Per-
sonal Health Trajectory, which consists of having a complete and functional
trajectory of the complete health of the patient. Not only by performing
a mere integration but by means of advanced techniques that interpret and
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mine this data. To this end, we propose to design and implement a software
development framework (Personal Health Trajectory Framework) that allows
connecting different sources and types of data (from heterogeneous sources
such as institutions and devices that will continue to manage the data they
generate), to perform a process of filtering data from smart devices and a
subsequent process of enrichment and interpretation of all integrated data.

Through this Personal Health Trajectory Framework, new healthcare
application developers can access a patient’s health trajectory data and cre-
ate applications with more complete and higher quality data, following the
data-driven medicine approach: an approach that argues that using the latest
analytical techniques can lead to better health outcomes and help many more
people.

1.1 Research Context

This dissertation seeks to offer a complete and functional Personal Health Tra-
jectory with all the patient’s health data through a Personal Health Trajectory
Framework. To achieve this, it has been necessary to make contributions to
different scientific areas through the use of software engineering and new tech-
nologies. These areas are detailed below and the reader is made aware of the
state in which they were at the time of the development of this dissertation.

1.1.1 IoT and IoMT devices in healthcare processes

IoT devices are becoming more and more common. Terms such as smart
homes, smart cities, or smart offices have become more common in recent
times, at the same time as users’ interest in this type of device is grow-
ing. According to the Plume IQ Smart Home Market Report [19], by 2022
a promedium home have 17 smart devices on average. It is estimated that
there are 13 billion devices in operation at the time of writing this dissertation
[20]. Moreover, predictions are that this number of devices will continue to
increase, reaching 75 billion IoT devices by 2025 [21]. Considering that the
world population figure at the time of writing this dissertation is around 8
million people, its means that today each person owns an average of 1,62 con-
nected smart devices in the various environments in which they interact on a
daily basis. And that this number will grow to 9 devices by 2025.

One of the main reasons for the success of this type of device and
the estimated growth in its use is that they help people in their daily tasks.
Tasks that are carried out in different domains [22]: from connected vehicles
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to healthcare, among others. It is precisely in the latter area that the use of
these devices opens the door to many new possibilities in the care of people.
Especially in the case of elderly care in nursing homes and similar environments
[23], where these technologies can help maintain or improve care while reducing
the costs of these [24]. Global IoT in the healthcare market was valued at
approximately 61 billion U.S. dollars in 2019 and it was expected to reach
over 260 billion U.S. dollars in 2027 [25].

There are many IoT devices that can provide relevant information for
healthcare processes. From specific devices for this field, such as the so-called
Internet of Medical Things (IoMT) [14, 26], to devices designed for other tasks
but that collect information that can be useful to know about the user’s health.
For example, devices that record the user’s sports tasks may not only be useful
for this purpose but may also provide information relevant to the user’s care,
such as their sedentary habits. Even other day-to-day activities can provide
information relevant to people’s health, as shown by existing proposals in the
field of Activity Daily Living (ADL) analysis [27].

In addition to these personal devices, other devices that are equipped
in environments such as smart cities and that are not aimed at generating
information on a specific person can also help in the health care of users living
in that city [28]. For example, pollution meters installed to regulate traffic
in large cities can provide information about the levels of pollution to which
users living in a certain part of the city are exposed [29]. This information
can be relevant for future diagnoses in which this information can condition
the treatment or the recommendations given to the user after the treatment.

Already in the area of IoMT devices, the information that these devices
can provide about the user’s health is evident and as varied as medical devices
begin to become smart. From hand hygiene monitoring to networked contact
lenses, smart insoles to detect falls, Depression and mood monitoring devices,
and ingestible sensors [30]. All of these can make contributions to health-
care processes. The biggest barrier to their adoption today, and the one that
manufacturers of these devices must face, is that they must provide a level of
accuracy that not many of these devices are lucky enough to achieve—even
when new proposals are working on it [31]. In addition, another impediment
they present, and which software engineers must face when designing the sys-
tems in which these types of devices interact, is that their integration with the
healthcare information of the institutions themselves is problematic [18]. For
the physician to be able to visualize and access information from all the user’s
IoMT devices is still difficult—and this problem can be extended to any type
of IoT device mentioned above.
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1.1.2 Patient-centered health systems

Today, healthcare institutions follow a purely institution-centric approach to
data management. Each institution stores and manages the data it generates
by itself for each patient [16]. The same happens with the IoT devices men-
tioned in the previous section. The manufacturers of the different brands of
IoT devices provide proprietary services for their devices to store their users’
data. Rarely is the integration of data from heterogeneous devices [32] or of
this information with that of healthcare institutions proposed. Even when
this information provides clear benefits and is beginning to be used as part of
healthcare processes [33, 34].

Figure 1.1: Institution-centered health systems

This situation translates into patients’ health data being scattered among
the different devices and institutions with which they interact throughout their
lives (see Figure 1.1). This has a series of implications. From the point of view
of the institutions and services, it increases the security and reliability of this
data on the part of the institutions. None of them wants to cede control of
the data they generate to third parties that could misuse it ( especially in the
case of data as sensitive as health data) [35]. From the patient’s point of view,
it limits the quality of the care that could be provided to her, as she does not
have all her health reality when making decisions regarding her health care
[16].
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Figure 1.2: Patient-centered health systems

Taking into account that healthcare processes must be carried out for
the sake of the patient, health professionals have been demanding for years the
need for technological solutions to solve the aforementioned limitation imposed
on them by the use of institution-centered health systems [36]. For this reason,
new proposals are beginning to be defined in which the information revolves
around the patient [36]. In this way, it is proposed to move from institution-
centered health systems to patient-centered health systems.

In these new patient-centered health systems, patients are at the center
of the information and all information is organized around the patient (see
Figure 1.2) and not around institutions. The most common way in which this
information is organized around the patient is by creating complete historical
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landscapes with all the patient’s information (such as the Personal Health
Trajectory proposed in this dissertation and shown in the previously named
Figure 1.2). These views can have many advantages, such as providing a more
accurate picture of the evolution of the patient than a fragmented view such as
that offered by institution-centered health systems. It also offers the possibility
of opening the door to new approaches to improve the quality of care and data
security through concepts that are already being applied in other fields. For
example, concepts such as the traceability of health data [9].

These proposals have arisen thanks to the advent of novel technologies
such as blockchain [37], which allow the creation of software structures ca-
pable of generating patient-centered solutions that do not compromise what
the institutions are looking for [35]. For example, by not implying a need
to move the data from the institutions generating them to other repositories,
where the data is physically integrated, as previous proposals did [38, 39].
Blockchain-based solutions manage to make the data of patients interoperable
while they remain stored in the institution-centered information systems of the
institutions and IoT services. Not surprisingly, this technology has opened the
door to a large part of the technological proposals that seek to support future
patient-centered health systems [40, 41, 42, 43], bringing the future arrival of
this type of system closer. Blockchain is shown to be the most promising of
all the technological alternatives up to now [35, 37], outperforming other more
classical alternatives such as the use of cloud-based systems [44, 45]. In a great
part, due to its distributed nature, as well as its guarantees on data security
and privacy [35].

1.1.3 Automatic decisions using health data

The fact of having a large amount of health data makes it complex to be
able to analyze it manually by doctors themselves. Therefore, proposals that
seek to analyze this data using advanced software techniques are becoming
increasingly common [46]. There are already many proposals that propose
the use of Machine Learning and Deep Learning techniques that are capable
of creating models capable of interpreting the data and making predictions
based on a large number of variables [47, 48, 46].

In addition, the aging of the population is one of the factors that is
causing this increase in the demand for care and which makes it necessary to
include these techniques in order to maintain the sustainability of healthcare
systems. 19% of the European population is over 65 years of age, and this
figure is expected to increase due to the falling birth rate and the increase
in life expectancy [49]. Numerous patients experience diseases and capacity
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declines that are typical of an aging population as they get older. Many of
these diseases and losses progress over time and exhibit a comparable evolution
in individuals with comparable characteristics [50]. Examples of these include
dementia [51] and the gradual decline in the functional profile of seniors [52].
According to [50], these ability deficits frequently exhibit the same patterns of
progression in patients with comparable characteristics. This enables medical
experts to predict how the capacity loss will continue and to take swift action
to stop it. An investigated alternative for this is to utilize automatic decision
techniques to analyze the patient’s progress up to this point as a time series
and predict future values [46].

Similarly, in the field of preventive medicine, there are proposals that
allow, based on a patient’s health measurements at a specific moment, to de-
termine if the person suffers from any illness [53][54]. However, the analysis
of these data is not trivial. Especially due to challenges inherent to the char-
acteristics of health data, such as its high dimensionality, irregularity, and
sparsity [47]. Added to this is the bias of the data, as in many cases only
data from patients suffering from a particular pathology or clinical condition
to be analyzed is collected. In order to create models with these data, it is
also necessary to have data from healthy patients or to make use of techniques
that allow the data to be pre-processed prior to their use in predictive models.
Some proposals are already aware of this problem and are starting to propose
solutions from the data collection phase [55].

In addition, linked to the above, being able to collect the amount of data
needed for these models means that healthcare professionals need to perform
a large number of assessments [56]. For the sake of have an historical view
of the patient, this requires also a constant reassessment of patients. Many
of these assessments involve collecting large amounts of information regarding
different variables associated with the patient’s health status [57].

Collecting data from several variables in each assessment is time-consuming
which infringes on their limited time and reduces their patient-facing care time
[58]. In order to care for their patients, health professionals are compelled to
undertake fewer assessments, which lowers the sustainability and quality of
care.

The initial set of inputs may be reduced just with minor accuracy loss
if a clinical assessment contains duplicated or irrelevant variables. The World
Health Organization Disability Assessment Schedule II (WHODAS-II), a tool
for evaluating functioning, serves as an illustration of this. Despite the fact
that the original version had 36 items, certain researches have supported the
usage of a 12-item version [59, 60]. However, it is not simple to determine which
variables have redundant information and can be removed. To determine which
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reduced collection of variables contains the same information as the original
set, statistical techniques are beginning to be applied [61].

Feature Selection and Machine Learning/Deep Learning techniques are
closely related and are being employed together in the analysis of health data
[61, 48]. Feature Selection techniques are employed to pre-process the input
variables in any of the main types of Machine Learning and Deep Learning
problems [46]: classification, regression, and clustering. Feature Selection is
frequently used in classification problems [61, 62, 63] and clustering [64]. How-
ever, they are not commonly applied to regression problems[65, 66] and their
potential could be investigated further [67]. Many healthcare problems are
regression ones.

Applying these techniques to healthcare data can uncover new knowl-
edge about the data and improve patient care processes [11]. However, these
techniques are computationally expensive and their applicability can be com-
plicated if they try to be used on complex data such as health data [47]. To try
to solve this, other computational models that can be applied to analyze health
data have begun to be studied. In this sense, quantum computing opens the
door to analyze these data [68, 69, 70], adapting, among others, the current
Artificial Intelligence techniques to the quantum computing paradigm [71].

One example of health data that is unmanageable for current comput-
ers and that quantum computing could solve is the study of pharmacogenetics.
Pharmacogenetics allows the study of the effects of an individual’s genetic vari-
ability on his or her response to certain drugs. In other words, this discipline
makes it possible to prescribe drugs taking into account the possible effects
that these may have on a patient with specific genetic factors. However, pro-
viding a safe and effective pharmacological therapy using traditional software
systems is a complex task, from a computational point of view and from the
point of view of high processing time requirements [72].

If the use of these computational techniques could be integrated as part
of the classic systems in which patient health data are stored, it would allow
the analysis of this type of data that currently cannot be analyzed. These
data become part of the Personal Health Trajectory Framework presented in
this dissertation and their analysis in conjunction with the rest of the Personal
Health Trajectory would improve the quality of patient care.

1.2 Problem Statement

The technological advances that have taken place in healthcare in recent years
have made it possible to improve the services provided to patients. Part of
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these benefits stems from the fact that healthcare information systems have
been digitized. In addition, apart from information from the healthcare insti-
tutions themselves, the use of Internet of Things (IoT) and Internet of Medical
Things (IoMT) devices [14, 26] is becoming increasingly common, generating
new data on patients’ health. This data can be used alongside traditional
medical data to provide more advanced solutions.

Therefore, more and more institutions and services are generating elec-
tronic health data for the patient. Not surprisingly, it is becoming less com-
mon to talk about patient Electronic Health Records (EHRs) [73] and more
common to talk about Personal Health Records (PHRs) [36]. While EHRs
only encompass computerized records created and managed by physicians in
healthcare systems, PHRs encompass all the health records of a patient. These
can be generated by physicians, but also by patients themselves, their devices,
hospitals, pharmacies, and other sources. Moreover, unlike EHRs, PHRs are
managed by the patient.

However, although more and more services are generating data for the
same patient, most health systems today still keep their patient data stored
in isolation in their own information system. When a new patient arrives at
a health system, she is registered for the first time in the information system,
where the data produced by the successive interactions that this patient has
throughout her life with that health system will be added. These data are not
conditioned by the data stored by other health systems about their interactions
with the same patient. They are not even aware of them. Thus, what is being
obtained in each health system is a partial and isolated representation of the
health reality of each patient.

These partial representations of the patient mean a problem
when it comes to offering the best treatment for her since the diag-
noses are never based on the complete reality of the patient’s health.
Decisions are never made by being aware of all the patient’s information. As
well, these different representations are potentially sensitive to the presence
of inconsistencies between them. This problem is increasing as the number
of services generating a patient’s health data grows. If each of their systems
maintains their patients’ data separately, crucial information about a patient’s
health may not be available when needed [74]. Thus, although the data main-
tained by each institution is already useful to patients, it acquires added value
when brought together.

An example is proposed to explain the issues involved. Paula is a
Spanish girl suffering from diabetes. On one of her trips to China, Paula faints
due to hypoglycemia. She is treated at a health center in China, where she
undergoes several blood glucose measurements. However, when Paula returns
to Spain, she cannot give the data of these measurements to her regular doctor,
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as they have been registered in the Chinese health system. The same thing
happens with a smart device she has at home. This device measures her health,
such as her blood glucose. Until Paula goes for her regular check-up, she cannot
give the data of these measurements to her doctor. If Paula should suffer
another fainting spell before this, the attending physician cannot access Paula’s
latest glucose measurements.

Providing a way to integrate a patient’s health data and provide it in
a format that allows tracking of her health over time may be a solution to
the above problem. This integration can be done physically, by integrating
all health data into the same storage system, or by providing a single point
of access for distributed data that makes it interoperable. In either case, a
single, global view of the patient’s entire healthcare reality is obtained.

The creation of healthcare systems that take into account the integrated
and global vision of the patient’s health, as proposed in this doctoral thesis
through the concept of Personal Health Trajectory, is something that has been
demanded from the fields of medicine and nursing for years [16]. There are
multiple researchers around the world who have been working on it for years
[38, 39, 75, 44, 40, 41, 76]. However, as far as the authors know, there is
no one who has proposed a solution that can be fully adopted by healthcare
systems and services for IoT/IoMT devices. Either because they propose very
intrusive solutions for institutions and services, or because they offer solutions
that are halfway, offering a global vision that is not easy to access by healthcare
professionals in institutions, when treating the patient. In addition, for the
proposal to be fully functional, it must not only integrate its data but must
also be able to facilitate its interpretation [47, 77] and make it useful for
use in automatic tools that assist healthcare professionals in their diagnoses.
These tools are increasingly common in healthcare [48, 46] and the health data
that are part of the patient’s Personal Health Trajectory should be ready for
application in these.

The interest in this type of proposal does not arise only in isolated works
but is part of several complete research projects. Specifically, in projects in the
field of software engineering applied to health and gerontechnology, in which
the author of this doctoral thesis and his directors are or have been involved,
some researchers are working on the definition of the Individual Care Plan
(ICP) [78, 79, 80]. This ICP proposes a method of care centered on the
elderly, similar to previous patient-centered proposals. It is within the 4IE
and 4IE+ [81] projects, where the improvement of the lives of the elderly
through technology is studied. In these projects, there is a complete line of
comprehensive care for the elderly. Not only with the ICP but also with
the Multidimensional Integrated Assessment Platform for Elderly (MIAPe)
[82, 83], a platform that allows the integrated assessment and monitoring of



1.3. DISSERTATION GOAL: HYPOTHESIS AND OBJECTIVES15

the health of elderly patients in different Portuguese healthcare institutions,
through a single software platform.

It is clear, therefore, that the problem addressed in this doctoral thesis is
relevant to society as a whole. It affects a large part of the population. There-
fore, it is necessary that researchers in the area of information technologies
applied to healthcare dedicate their efforts to create systems that are aware of
the problem and solve it, as current proposals for patient-centered healthcare
systems attempt to do. However, current efforts are not sufficient. Therefore,
this doctoral thesis tries to make a contribution to the solution of the problem,
offering a new way to develop completely patient-centered healthcare systems,
through the concept of Personal Health Trajectory—see Appendix C [1]. This
proposal makes it possible to generate a global and unique vision of the pa-
tient, with all her data integrated and enriched, to generate extra value with
respect to the raw data, the result of the new information inferred by connect-
ing previously dispersed and unconnected data. This is expected to improve
the healthcare received by people like Paula, since diagnoses will be made on
the basis of more complete and higher quality data, following the data-driven
medicine approach.

1.3 Dissertation Goal: Hypothesis and Objec-

tives

This dissertation has addressed a number of issues that are defined below, its
main objective being to develop a framework (and its associated development
methodology) that provides the health trajectory of users from a single point
of access. In order to achieve this, other more immediate objectives must
be met, such as the incorporation of health information from IoT and IoMT
devices, the integration of data from different sources, and the mining, analysis,
and enrichment of this data. Some of these objectives have already been
partially addressed by existing proposals in the literature, which have been
taken as a basis to start the pursuit of the corresponding objective(s) of this
dissertation in each case. In the area of data integration, works such as [35] by
Kassab et al. analyze the use of Blockchain technology to integrate user EHRs
between different healthcare systems; [15] by Roehrs et al. implements a PHR
model that integrates distributed EHRs using blockchain and the openEHR
interoperability standard. Within the same group where the thesis is going to
be developed, there are proposals to integrate data from IoT/IoMT devices.
Flores et al. propose a [84] solution based on the semantic web.

At the beginning of the dissertation, a series of hypotheses have been
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established to corroborate or reject its achievement, whose result is commented
on in Chapter 8 of this document. These hypotheses are:

• H1. The incorporation of the concept of Personal Health Trajectory in
the field of eHealth is going to allow for building better health systems.

• H2. The integration of data from IoT/IoMT devices along with EHRs
in healthcare systems is going to enable a more accurate understanding
of a person’s health over time.

• H3. The enrichment and improvement of the interpretability of inte-
grated data from different sources will make it possible to find relation-
ships between data that were not previously contemplated.

In order to achieve the contributions set for this dissertation and to
verify the previous hypotheses, a series of objectives have been set to be
completed. These objectives have been classified into General Objectives (GO)
and Specific Objectives (SO), in order to facilitate their achievement:

• General Objectives (GO)

– GO1. Provide a framework, with an associated development method-
ology, for accessing the health trajectory data of an individual.

– GO2. Unify health information systems to achieve PHT for pa-
tients.

– GO3. Integrate data flow from IoMT/IoT devices with healthcare
information systems.

– GO4. Enrich and interpret patient data after integrating it from
different sources.

• Specific Objectives (SO)

– SO1. Implement an interface or API to provide access to the data
in our framework.

– SO2. Apply data mining algorithms to enrich the knowledge pro-
vided by a patient’s health trajectory data.

– SO3. Apply feature selection algorithms to determine which data
are most relevant to a diagnosis from the entire integrated data.

– SO4. Standardize proprietary information system technology data,
through the use of interfaces, such as REST.
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– SO5. Use blockchain, and specifically the concept of blockchain
federation, to achieve integration of a user’s health data.

– SO6. Apply process mining algorithms to filter information from
the constant data stream of IoT/IoMT devices.

Figure 1.3: Architecture proposed for the Personal Health Trajectory Frame-
work [1]

From the definition of the previous objectives, we extract the need to
have an architecture (Figure 1.3) that meets them and supports the proposed
Personal Health Trajectory Framework. It was reviewed and contrasted with
a panel of experts at a Ph.D. Symposium at the beginning of the dissertation.
The defined objectives are thus distributed among the different layers of its
architecture:

• Layer I: Information Systems. Maintainer of patient data. It is
composed of the current information systems and does not contribute to
achieving any of the defined objectives.

• Layer II: IS Standardization & Integration. Responsible, firstly,
for standardizing the information stored in the previous layer regardless
of the technology employed to store it; and secondly, for unifying the
data of each information system. In the case of IoT and IoMT devices,
it will also be responsible for the processing of the stored data streams.
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It has attributed the general objectives GO2 and GO3, and the specific
objectives SO4, SO5, and SO6.

• Layer III: Personal Health Trajectory. Responsible for providing
health trajectory data for a person. This data may be provided “raw”
(unprocessed) or with greater expressiveness, after applying Data Mining
techniques on them. It has attributed the general objective GO4 and the
specific objectives SO2 and SO3.

• Layer IV: Personal Health Trajectory API. Responsible for pro-
viding a point of access to a person’s health trajectory data to all those
who want to develop software on Personal Health Trajectory. It has
attributed the general objective GO1 and the specific objective SO1.

Therefore, based on the problem statement of Section 1.2, the hypothe-
ses established, the objectives marked and the existence of some studies in the
literature that partially solve the problem, the research areas where this
dissertation should focus are limited to the following:

• Distributed Data Integration. In recent years, the use of Blockchain
to store EHRs is expanding [35] and has been demonstrated as one of
the most suitable technologies for that. So, our solution should allow
the integration of data must be based on blockchain but allow the in-
tegration from different blockchains and the interaction between them,
creating a “federation of blockchains”. This contributes to reducing the
intrusiveness of this kind of proposal.

• IoMT/IoT device data flows. Devices provide a continuous stream
of data that can sometimes be interesting, but in other cases provide too
much information. Process mining techniques will be used to filter and
interpret this information collected from user devices.

• Enriching and improving data interpretability. Patient data, once
integrated, can provide information that they did not previously provide
separately. Machine learning algorithms will be used to perform data
mining processes that give greater expressiveness to integrated “raw”
data from different sources. In addition, procedures and solutions to
help the healthcare professional and algorithms interpret and determine
which patient health information is most relevant to each diagnosis must
be defined.

• Personal health trajectory. Guiding the approach to medical data
to track a person’s health throughout their lifetime and deliver this data
through a framework.
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1.4 Research Methodology

In order to ensure that the various objectives and sub-objectives established in
the development of this dissertation are achieved, the different activities with
which they are achieved must be correctly planned. The best way to do this
is to use a formal methodology. In this case, Design Science [85, 86] is chosen.

Design Science is a methodology oriented towards research projects.
Normally, it is applied to projects in the field of Information Technology.
Specifically, to Engineering and Computer Science disciplines, although it can
be used in many other disciplines and fields. Design Science tries to give a
more pragmatic nature to the research objectives. In this methodology, the
creation of innovation goes through the creation of artifacts. According to
Design Science, researchers see an artifact as something that should support
people in a practical way. When Design Science is applied to information
technology research, artifacts are any model, method, social innovation, devel-
opment method, software, or hardware, among others. Therefore, for Design
Science, researchers are not disinterested observers, but take on the role of
designers who create useful objects. To achieve this, Design Science offers
Information Technology researchers some guidelines for the evaluation and
iteration of research projects [85].

There are multiple publications on Design Science. Specifically, the one
[86] by Hevner et al. is centered on apply Design Science to Information Sys-
tems research—the discipline of this dissertation—and defines seven specific
guidelines for this:

1. Design as an artifact: A Design Science research must generate an
artifact.

2. Problem relevance: The objective of Design Science research must be
to solve a relevant problem for society.

3. Design evaluation: The utility, quality, and efficacy of the developed
artifact must be meticulously evaluated.

4. Research contributions: An effective Design Science research must
have associated a clear and verifiable contribution to the domain to which
the attached artifact belongs.

5. Research rigor: Both the construction and the evaluation of the arti-
fact must be done following rigorous methods
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6. Design as a search process: In order to obtain an effective artifact,
it is necessary to make use of all available means, as long as the laws of
the environment are complied with.

7. Communication of research: The Design Science research must be
presented effectively, not only for the technical audience but also for
management-oriented audiences.

In [86], the authors presented Design Science as a research paradigm.
They do not present a detailed process for performing design science research.
Due to this, the three-cycle view—Figure 1.4—was presented later in [2] by
Hevner. This view, define Design Science as an iterative process. Therefore,
the execution of Design Science is not done in a single sequential execution, but
three cycles are defined and executed iteratively. These cycles are not isolated,
but there is a certain interaction between them. Specifically, the three cycles
are:

Figure 1.4: Design Science Research Cycles [2]

1. Relevance Cycle: It is the first cycle. The one that starts the research.
To do this, it analyzes the environment, looking for the problems that
exist in it. In this cycle, the requirements that the artifacts must meet
are defined. Also, it defines how the research will be evaluated. In other
words, the criteria to determine if the results obtained by the research
are accepted or not are established. Thanks to this, it is possible to know
if more iterations are necessary or not.

2. Design Cycle: In this cycle, artifacts and processes are built, using as
input for this the requirements that are defined in the Relevance Cycle.
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After building them, they are evaluated, following the criteria defined in
the text Relevance Cycle again.

3. Rigor Cycle: This is the cycle that evaluates whether the project re-
ally makes a contribution to the scientific community and to society in
general. To this end, the research carried out must contribute to the
knowledge that existed before its completion in the field in which it is
located.

1.5 Contributions

This section summarizes the main contributions of this dissertation to the
literature. These contributions are not only limited to publications in con-
ferences and journals but also new research collaborations between research
entities through research stays and publication in public repositories of new
development tools available for their use by other researchers or even in the
industry. The latter can help to transfer the results of the dissertation from
academia to industry.

1.5.1 Summary of Contributions

In pursuing the goal of this dissertation, we have made several contributions
classified into three main research topics. In this subsection, for each of these
research topics, some research context, the problems addressed, the solutions
proposed and the publications obtained are discussed.

Inclusion of IoT and IoMT devices

Context: If the ultimate goal of this dissertation is to be able to offer a complete
Personal Health Trajectory Framework, offering access to all the data on a
patient’s health in order to improve patient follow-up over time and, thus,
patient care, IoT and IoMT devices can offer a continuity of patient health
that healthcare institutions themselves could never achieve [31]. Therefore,
it becomes necessary to find a way for the information from these devices to
be integrated in a consistent manner with that of the healthcare institutions
in our proposal. However, the biggest problem with this is that in many
cases the use of these devices is subject to manual actions that users must
perform with them. This implies that the user establishes a routine in their
use so that measurements are performed consistently and relevant information
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can be extracted for the Personal Health Trajectory. In the case of aging
people, who are also the ones who need more health care and who demand
a greater monitoring of their health [24], the fact that these users can easily
interact with this kind of devices and even establish a routine in their use
is not very credible [5]. Moreover, smart devices that can generate relevant
information about people’s health (whether they are personal smart devices or
even devices equipped in Smart Cities and that measure different parameters
that affect people’s health) in many cases generate a data flow (by data I mean
measurements, actions or similar) that is not very useful by itself. This flow
would provide really relevant information for the Personal Health Trajectory if
it were mined as a process from which it could be extracted if certain patterns
are really present in that data flow.

1. Problem statement: It is necessary to reach the Automatization of inter-
actions with IoT/IoMT devices to get data from these devices generating
the least impact on users.

Contribution: To solve this problem, proposals have been made to au-
tomate IoT devices of any kind (not only IoMT) by learning from the
user’s behavior with their devices in their different environments and
in the different contexts in which they interact. This learning is done
through Machine Learning techniques that are executed in the user’s
own smartphone, generating a model capable of reproducing its behav-
ior through supervised learning. With this, it is considered that, once
the model has learned enough about the behavior with a given device in
a specific environment and context, it automates the actions with this
device. If the user changes behavior, correcting the automatized actions,
the model learns from this change in behavior and readjusts the use made
of the device. In this way, the amount of manual interactions that a user
must perform with her devices is greatly reduced to only those necessary
for the model to learn the behavioral pattern that guides the user’s us-
age of the device. If such a pattern did not exist, the interactions would
never be automated. All the details of this proposal were published in
PerCrowd’19 [4]. In addition, the proposal was subsequently adapted
for use in nursing homes, which involve several aging people interacting
with the various devices in the nursing home and which, in many cases,
are located in rural environments with difficult access to a network con-
nection. This allows the creation of Smart Nursing Homes that enable
this information to also be collected for elderly users of these institu-
tions. The results of this proposal were published in WCMC [5] and in
JCIS’21Smart [87]. At the same time, we also worked on collecting in-
formation on other actions related to the health of the patients, such as
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taking medication. For this purpose, a virtual assistant was developed to
monitor the taking of these medications. Its development is documented
in the publication IWoG’19 [3].

2. Problem statement: Extraction of the most relevant information from
the dataflow of IoT/IoMT devices is necessary in order to not integrate
all patient-related measurements, actions, and events into the Personal
Health Trajectory.

Contribution: This dissertation proposes the use of process mining tech-
niques to extract the most relevant data from the data flow generated
by any type of IoT device. In this way, we have proposed an architec-
ture that we call Federated Process Mining capable of mining groups of
users with common behaviors that present a pattern of interest in their
behavior. The user’s behavior is defined by the information collected in
their smartphones from their smart devices or from the use they make
of their applications. In this way, for example, it is possible to know
which users comply with a pattern that represents a common behavior
in people who subsequently develop a pathology or that is a risk factor in
an ongoing pathology, and to search for adjacent patterns that users of
this group also present and that, therefore, may be related. For example,
it can allow health professionals the detection of sedentary lifestyles in
people with cardiovascular problems. The presence or non-presence of
these patterns is what will be documented in the Personal Health Tra-
jectory rather than (or together with) the continuous data stream that
an IoT device can generate. The results of this proposal were published
internationally and nationally in IS [6] and JCIS’22SOWCompact [88],
respectively. In addition, two publications about a tool developed based
on this proposal and called Social Events Analyzer (SEA) were carried
out in JCIS’21SEA [89] and ICWE’22 [7].

Interoperability of the healthcare systems

Context: Currently, the information systems of the healthcare institutions and
intelligent devices mentioned above store data in an isolated way and indepen-
dently of the rest of the healthcare systems. In the best of cases, small coop-
erations are established between different systems to carry out collaborations
that pool data from all of them [90]. However, considering these collaborations
on a large scale is hard to believe, since there are no software solutions capable
of doing this in a non-intrusive way. The most widely accepted solution, both
in healthcare and in other areas, is the use of blockchains to integrate or inter-
operate (depending on whether the blockchain stores the data or only serves
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as a structure that stores references and allows them to be located) the data
of the different institutions that subscribe to a consortium. This implies that
all systems adopt a common blockchain, so it is still difficult to believe that
on a large scale this can be feasible. In the case of this dissertation, achiev-
ing this integration or large-scale data interoperability is necessary, in order
to have access in the Personal Health Trajectory jointly to all of a patient’s
health data [1]. Regardless of how many healthcare institutions you visit or
how many smart devices you interact with. Furthermore, formatting this data
as a health trajectory improves the care capacity of healthcare providers [16]
and enables new concepts such as health traceability [9].

1. Problem statement: Create a mechanism for integration of distributed
health data as a Personal Health Trajectory that is non-intrusive and
applicable on a large scale.

Contribution: A blockchain-based software architecture has been defined
that extends the concept of using one blockchain per patient that has
been used in current proposals to interoperate distributed patient data.
This architecture is called blockchains’ federation and is based on the
use of blockchains in two layers: a lower layer with patient blockchains,
where each patient has a single blockchain that stores reference to where
their data is stored in the different institutions; and an upper layer con-
sisting of a single blockchain that is responsible for federating the other
blockchains and stores reference to where each patient’s blockchain is
deployed. The only thing that all the institutions must share in order to
access the blockchain containing the Personal Health Trajectory of each
patient is this upper blockchain, which we call the main blockchain. Un-
like sharing a blockchain with all the data from all the institutions, here
they are only sharing a blockchain with references that act as a directory.
The data from the smart devices can be integrated by the manufacturer
as if it were another institution or through the patient’s smartphone,
where the patient has access to her blockchain and can remotely write
to it, without the need to have a local node on the smartphone, through
blockchain technologies that allow this. To facilitate the referencing of
information from patients’ blockchains, the proposal offers a series of
REST APIs that companies can adopt to make their data referenceable.
They are also allowed to use their own mechanisms. This also makes
the integration independent of the storage technology used by the insti-
tution. On blockchains’ federation, a connector has also been defined
that allows offering their data through an API, solving also another part
of the objectives of the thesis. All this is published in an international
workshop in SEH’21 [8] and in a relevant international conference in
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ICC’22 [91].

2. Problem statement: Generation of the traceability of health data in the
Personal Health Trajectory Framework

Contribution: Taking advantage of the integration of data in a Per-
sonal Health Trajectory, a mechanism has been defined to extend this
proposal and allow it to also offer health traceability as part of the Per-
sonal Health Trajectory Framework. This health traceability is similar
to that already proposed for other areas such as food traceability, where
it is possible to control all the states through which food goes from the
moment it starts to be processed until it reaches the consumer. In this
case, it allows knowing all the people who interact with a medical test
by performing a read, modify or delete operation from the moment it is
created, as well as controlling the changes in the content (if any). All
the details about this health traceability can be found at IWoG’21 [9].

Enrichment and interpretability of the health data

Context: One of the particularities of health data is that they are very inter-
esting for their automatic analysis with technologies such as Machine Learning
or Deep Learning. The use of these techniques on this data allows for obtain-
ing new knowledge about the patient’s condition that otherwise could not be
obtained. For this reason, this type of proposal is becoming more and more
frequent [46]. The fact that in this case all the health data of a patient are
organized as a history opens the door to new types of analysis of this data
[46, 10]. For example, the study of the patient’s evolution is something that
needs to know all the patient’s past information, becoming complicated if all
the patient’s past data is not considered [10]. However, linked to this, having
all the patient’s data integrated can become a double-edged weapon, since it
also becomes necessary to know what information to take into account at each
moment [47], so as not to introduce noise both in the manual and automatic
analysis of the patient’s data. Considering also that, in order to predict cer-
tain pathologies, the number of variables to be measured can be many, even
after applying techniques for their selection, it becomes important to look for
alternative computations capable of analyzing situations where the amount of
data to be handled is very large. In this sense, quantum computation has been
presented as a great candidate, if it can be integrated with classical computa-
tion.

1. Problem statement: Be able to select the most relevant information from
the Personal Health Trajectory for each diagnosis or clinical condition.



26 CHAPTER 1. INTRODUCTION

Contribution: One of the biggest problems in extracting knowledge from
integrated data is that a large amount of very diverse information is
being integrated. This complicates the creation of artificial intelligence
models capable of predicting things and even the manual analysis of
the data by health professionals in search of determinants for a given
clinical condition. It is necessary to be able to select, from all the in-
tegrated data, which are of interest at any given moment. To this end,
we have worked on proposals for Feature Selection, which allow us to
filter which variables are really important when predicting the existence
of pathology. The evaluation of the decrease in the functional profile of
the elderly with age has been used as a case study. The results obtained
have been published in a high-impact journal in TETC [11]. As well,
one publication has been done about this proposal in the International
Gerontechnology Conference in ISG’22 [92]. In the same way, in the last
moments of this dissertation, work has started on the development of a
platform that allows health professionals to select the characteristics in
an assisted, and not automatic, way. In this way, the Feature Selection
techniques will only serve as a support to the health professional, and
she is going to be able to contribute with her knowledge about how com-
plex it is to collect information on certain health parameters, in relation
to what it contributes to the diagnosis of the pathology that is to be
treated with this information. Or the need to maintain a characteristic
in order to establish links between different pathologies. At the time of
writing this dissertation, the results of this part are not yet published.

2. Problem statement: Usage of Personal Health Trajectory as an aggre-
gated value for the prediction of future conditions of the patient.

Contribution: In the field of extracting new information from integrated
data, the potential use of the longitudinal view over time of the patient’s
Personal Health Trajectory has been studied to start working on pro-
posals that use this data to predict the patient’s evolution. Having a
complete view of the patient’s history provides better tracking of the
patient’s health over time that can be used in time series forecasting
techniques to predict how the patient will continue to progress based
on this history and the knowledge acquired from patients in a more ad-
vanced stage who in earlier stages showed a similar evolution (as well as
having similar characteristics). This evolution may determine a more or
less near future, depending on the amount of data available. In particu-
lar, a first proposal has been made to validate this contribution by using
again data on the evolution of the functional profile of the elderly. The
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results can be found published in an international workshop in IWoG’20
[10].

3. Problem statement: Offer new ways of computation for a most efficient
analysis of health data.

Contribution: Another of the most novel lines that have been intro-
duced in this research topic is the use of Quantum Computing to per-
form the data mining phase, given its high computational performance.
In JCIS’22Qsalud [93] the authors reflected the advantages that the use
of these techniques can bring in the analysis of health data. In this
case, in the analysis of drug data and how their side effects affect pa-
tients. To achieve this, a way to communicate the proposed system,
developed under the framework of classical computing, with quantum
systems that are able to use the data provided by classical systems, per-
form data mining on them and return answers much faster than how
classical systems would do it, has been proposed. In this sense, work has
been done on proposals to use quantum systems as services that coexist
in hybrid-quantum environments with quantum computing. The results
of these studies have been published in different venues: from interna-
tional workshops such as the one of QSET’21 [94] publication, national
conferences such in JCIS’22Quantum [95] and JCIS’22OpenAPI [96],
international conferences such in QUATIC’21, book chapters as QSE in
Quantum Software Engineering [97], to relevant journals such as SQJ
[98] and very relevant journals such as IC [13].

1.5.2 Publications

This subsection of the dissertation presents the complete list of publications
that have been listed in the previous section as part of each of the three topics
into which the contributions of this dissertation have been divided. On this
occasion, they are organized in chronological order and divided by publication
year. A brief summary of the research results obtained in each of those years
is included also. The publications are listed with the same code or acronym
assigned to them in the previous section. For each publication, the authors,
title of the publication, venue where it was published, date of publication, and
quality metrics of the venue (if available) are listed.

2020

In 2020 was the year in which the dissertation was started. However, the
dissertation started at the end of October of that year, so no major contribu-
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tions could be made. Only a few publications were made prior to the start
of the dissertation that served as a basis for defining some of the objectives
that should be contemplated in the achievement of a complete and functional
Personal Health Trajectory Framework. In this case, these were publications
on the inclusion of IoT and IoMT devices. Specifically, a publication was made
(IWoG’19) in the International Workshop on Gerontechnology on a voice as-
sistant that allows digital control of medication intake in aging people. A
first publication (PerCrowd’20)was also made at the PerCrowd international
workshop of the PerCom conference (2021 GGS Class 1 Core A+) on the au-
tomation of interactions with intelligent devices. This publication served as
a basis for further publications in this line in the following year. In addition,
a publication (ICWE’20) was made at the Ph.D. Symposium of the Interna-
tional Conference on Web Engineering (2021 GGS Class 3 Core B-) to present
the dissertation idea prior to its start to test its feasibility with a panel of
experts.

• IWoG’19 [3]. Manuel Jesús-Azabal, Javier Rojo, Enrique Moguel, Daniel
Flores-Martin, Javier Berrocal, José Garćıa-Alonso, Juan M Murillo.
Voice Assistant to Remind Pharmacologic Treatment in Elders. Second
International Workshop on Gerontechnology, pages 123-133, 2020.

• PerCrowd’20 [4]. Javier Rojo, Daniel Flores-Martin, Jose Garcia-Alonso,
Juan M Murillo, Javier Berrocal. Automating the Interactions among
IoT Devices using Neural Networks. 3rd International Workshop on
Context-awareness for Multi-device Pervasive and Mobile Computing (Per-
Crowd), pages 1-6, 2020.

• ICWE’20 [1]. Javier Rojo, Juan Hernandez, Juan M Murillo. A Per-
sonal Health Trajectory API: Addressing Problems in Health Institution-
Oriented Systems. International Conference on Web Engineering, pages
519-524, 2020.

– GGS class (rating): 3 (B-).

2021

During this year we started to open the rest of the lines corresponding to
the research topics of Section 1.5.1. An article (WCMC) was published to
conclude the part of the automation of interactions with IoT/IoMT devices
in a high-impact journal. Specifically in Wireless Communitations and Mo-
bile Computing (JCR Q3). As well as a publication (JCIS’21Smart) on this
same topic at the national conference Jornadas de la Ciencia e Ingenieŕıa de
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Servicios. We also started working on the extraction of the most relevant
data from the dataflow of smart devices with a publication (JCIS’21SEA) in
the same national conference. In the line of distributed data integration, the
first proposal (SEH’21) was published in the international workshop Software
Engineering for Health collocated with the International Conference on Soft-
ware Engineering (2021 GGS Class 1 Core A++). In the area of health data
enrichment and interpretability, a paper (IWoG’20) on the use of health tra-
jectory data to predict patient evolution was published in the International
Workshop on Gerontechnology. Work was also done on the analysis of new
forms of computation for mining this data, through quantum computing. In
this line, several publications were produced: a publication (QSET’21) in the
international workshop of Quantum Software Engineering and Technology, a
publication (QUATIC’21) in the International Conference on the Quality of
Information and Communications Technology, and a publication (IC) in the
high-impact journal Internet Computing (JCR Q2).

• IWoG’20 [10]. Javier Rojo, Enrique Moguel, Cesar Fonseca, Manuel
Lopes, Jose Garcia-Alonso, Juan Hernandez. Time Series Forecasting to
Predict the Evolution of the Functional Profile of the Elderly Persons.
Third International Workshop on Gerontechnology, pages 11-22, 2021.

• WCMC [5]. Daniel Flores-Martin, Javier Rojo, Enrique Moguel, Javier
Berrocal, Juan M Murillo. Smart Nursing Homes: Self-Management Ar-
chitecture Based on IoT and Machine Learning for Rural Areas. Wireless
Communications and Mobile Computing. 2021.

– JCR IF: 2.146.

– Rank: Q3 120/164.

• SEH’21 [8]. Javier Rojo, Juan Hernández, Juan MMurillo, Jose Garcia-
Alonso. Blockchains’ federation for integrating distributed health data
using a patient-centered approach. 2021 IEEE/ACM 3rd International
Workshop on Software Engineering for Healthcare (SEH), pages 52-59,
2021.

• QSET’21 [94]. Javier Rojo, Enrique Moguel, David Valencia, Javier
Berrocal, Jose Garćıa-Alonso and Juan M. Murillo. Trials and Tribu-
lations of Developing Hybrid Quantum-Classical Microservices Systems.
2nd Quantum Software Engineering and Technology Workshop, pages
1-16, vol. 3008, 2021.

• QUATIC’21 [12]. David Valencia, Jose Garcia-Alonso, Javier Rojo,
Enrique Moguel, Javier Berrocal, Juan Manuel Murillo. Hybrid Classical-
Quantum Software Services Systems: Exploration of the Rough Edges.
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International Conference on the Quality of Information and Communi-
cations Technology (QUATIC), pages 225-238, 2021.

• JCIS’21SEA [89]. Javier Rojo, José Garćıa-Alonso, Javier Berrocal,
Juan Hernández, Juan M Murillo, Carlos Canal. Social Events Analyzer
(SEA): Un toolkit para minar Social Workflows mediante Federated Pro-
cess Mining. Jornadas de la Ciencia e Ingenieŕıa de Servicios (JCIS),
2021.

• JCIS’21Smart [87]. Daniel Flores-Martin, Javier Rojo, Enrique Moguel,
Javier Berrocal, Juan MMurillo. Smart Nursing Homes: Self-Management
Architecture Based on IoT and Machine Learning for Rural Areas (Sum-
mary). Jornadas de la Ciencia e Ingenieŕıa de Servicios (JCIS), 2021.

• IC [13]. Jose Garcia-Alonso, Javier Rojo, David Valencia, Enrique Moguel,
Javier Berrocal, Juan Manuel Murillo. Quantum software as a service
through a quantum API gateway. IEEE Internet Computing, pages 34-
41, vol. 26, 2021.

– JCR IF: 2.680.

– Rank: Q2 43/110.

2022

In this last year of the dissertation, efforts have been made to close all the
lines of the different research topics. In the part of the inclusion of IoT/IoMT
devices, the line of extraction of the most relevant information was closed
with a publication (IS) in the high-impact journal Information Sciences (JCR
Q1) and the dissemination of results in other conferences such as the Interna-
tional Conference on Web Engineering (2021 GGS Class 3 Core B-) and the
national conference Jornadas de la Ciencia e Ingenieria de Servicios. A demo
tool (ICWE’22) and a summary (JCIS’22SOWCompact) of the Information
Sciences paper were published, respectively. The final version of the data inte-
gration solution was also published (ICC’22) at the International Conference
on Communications (2021 GGS Class 2 Core A) and the concept of health
traceability was defined at the International Workshop on Gerontechnology
(IWoG’21). In data enrichment and interpretability, a paper (TETC) on im-
proving data interpretability was published in the high-impact journal IEEE
Transactions on Emerging Topics in Computing (JCR Q1) and another one
(ISG’22) on the International Conference on Gerontechnology. Further contri-
butions were also made in the area of quantum computing with a publication
(SQJ) in the high-impact journal Software Quality Journal (JCR Q3) and
several papers (JCIS’22Quantum, JCIS’22QHealth, JCIS’22OpenAPI) in the
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national conference Jornadas de la Ciencia e Ingenieŕıa de Servicios. A book
chapter has been published also in the Quantum Software Engineering book
(QSE). Apart from these publications, several contributions were submitted
and are under review in several relevant conferences and high-impact journals
at the time of writing.

• IWoG’21 [9]. Javier Rojo, Juan Hernández, Sumi Helal, Juan MMurillo,
José Garćıa-Alonso. Blockchain-Supported Health Registry: The Claim
for a Personal Health Trajectory Traceability and How It Can Be Achieved.
Fourth International Workshop on Gerontechnology, pages 22-33, 2022.

• ICWE’22 [7]. Javier Rojo, José Garćıa-Alonso, Javier Berrocal, Juan
Hernández, Juan M Murillo, Carlos Canal. Social Events Analyzer
(SEA): A Toolkit for Mining Social Workflows by Means of Federated
Process Mining. International Conference on Web Engineering,pages
477-480, 2022.

– GGS class (rating): 3 (B-).

• SQJ [98]. Enrique Moguel, Javier Rojo, David Valencia, Javier Berrocal,
Jose Garcia-Alonso, Juan M Murillo. Quantum service-oriented comput-
ing: current landscape and challenges. Software Quality Journal, pages
1-20, 2022.

– JCR IF: 1.813.

– Rank: Q3 69/110.

• IS [6]. Javier Rojo, Jose Garcia-Alonso, Javier Berrocal, Juan Hernández,
Juan Manuel Murillo, Carlos Canal. SOWCompact: A federated process
mining method for social workflows. Information Sciences, pages 18-37,
vol. 595, 2022.

– JCR IF: 8.233.

– Rank: Q1 16/164.

• ICC’22 [91]. Javier Rojo, Juan Hernandez, Luca Foschini, Paolo Bellav-
ista, Javier Berrocal, Juan M Murillo Rodriguez, José Garćıa-Alonso.
Blockchains’ federation for enabling actor-centered data integration. IEEE
International Conference on Communications, pages 3430-3435, 2022.

– GGS class (rating): 2 (A).

• TETC [11]. Javier Rojo, Lara Guedes de Pinho, César Fonseca, Manuel
José Lopes, Sumi Helal, Juan Hernández, Jose Garcia-Alonso, Juan
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Manuel Murillo. Analyzing the Performance of Feature Selection on Re-
gression Problems: A Case Study on Older Adults’ Functional Profile.
IEEE Transactions on Emerging Topics in Computing. 2022.

– JCR IF: 6.595.

– Rank: Q1 26/164.

• JCIS’22Quantum [95]. Jose Garcia-Alonso, Javier Rojo, David Valen-
cia, Enrique Moguel, Javier Berrocal, Juan Manuel Murillo. Quantum
software as a service through a quantum API gateway (Summary). Jor-
nadas de la Ciencia e Ingenieŕıa de Servicios (JCIS), 2022.

• JCIS’22SOWCompact [88]. Javier Rojo, José Garćıa-Alonso, Javier
Berrocal, Juan Hernández, Juan M Murillo, Carlos Canal. SOWCom-
pact: A federated process mining method for social workflows (Sum-
mary). Jornadas de la Ciencia e Ingenieŕıa de Servicios (JCIS), 2022.

• JCIS’22QSalud [93]. Jaime Alvarado-Valiente, Javier Romero-Alvarez,
Javier Rojo, Enrique Moguel, Jose Garćıa-Alosno, Juan M. Murillo. Ar-
quitectura Orientada a Servicios basada en Computación Cuántica para
farmacogenética. Jornadas de la Ciencia e Ingenieŕıa de Servicios (JCIS),
2022.

• JCIS’22OpenAPI [96]. Javier Romero-Alvarez, Jaime Alvarado-Valiente,
Javier Rojo, Enrique Moguel, Jose Garćıa-Alosno, Juan M. Murillo. Gen-
eración de Servicios Cuánticos ampliando la especificación OpenAPI.
Jornadas de la Ciencia e Ingenieŕıa de Servicios (JCIS), 2022.

• QSE [97]. David Valencia, Enrique Moguel, Javier Rojo, Javier Berro-
cal, Jose Garcia-Alonso, Juan Manuel Murillo. Quantum Service-Oriented
Architectures: From Hybrid Classical Approaches to Future Stand-Alone
Solutions. Quantum Software Engineering, 2022.

• ISG’22 [92]. Javier Rojo, Jose Garcia-Alonso, Juan M. Murillo, Sumi
Helal. Improving the assessment of older adults using feature selection
and machine learning models. International Conference on Gerontech-
nology, pages 544-544, vol. 21, 2022.

Summary of Publications

Figure 1.5 shows the summary of publications carried out during this disserta-
tion, grouped by year (columns) and topic (rows), according to the contribu-
tion themes presented in Section 1.5.1. When a publication address different
topics, this has been classified according to the topic of its main contribution.
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For each publication, a point was marked in the chart with different charac-
teristics depending on: the author of this dissertation position (black = first,
gray = second, white = third), the general objectives (from Chapter 1.3) as-
sociated with that publication (upper left dot = GO1, upper right = GO2,
lower left = GO3, lower right = GO4), and the relevance of the publication
venue (large points indicate most relevant publications, such as full papers in
class-1 or class-2 conferences, and JCR journals).

As illustrated in Figure 1.5, a well-defined path has been followed during
the Ph.D. with the final goal of reaching a complete and functional Personal
Health Trajectory Framework. First of all, work has been done on the inclusion
of information from IoT and IoMT devices in the Personal Health Trajectory.
To do so, efforts have begun by investigating how to automate interactions
with these devices (IWoG’19, PerCrowd’20, WCMC, JCIS’21Smart). Espe-
cially for more senior users, who are less familiar with their use. These users
are the ones who most demand the care of health professionals and those who
most need continuous monitoring of their health, which is affected, among
other factors, by age. Following this, work has continued in this line with
the definition of proposals to extract the most relevant information from the
continuous dataflow generated by these devices. To this end, the use of pro-
cess mining through Federated Process Mining (JCIS’21SEA, ICWE’22, IS,
JCIS’22SOWCompact) has been proposed. This proposal allows mining pat-
terns in user behaviors and generating Social Workflows based on them. This
makes it possible to determine which users comply with patterns associated
with a certain pathology and to search for other adjacent patterns that are also
present in common in this group of people. This allows the discovery of new
factors associated with the pathology, for example, and the inclusion in the
Personal Health Trajectory of the presence or non-presence of these factors.

In parallel to the last steps in this line, work began on the integration
and interoperability of patient health data distributed among different health-
care institutions and the same IoT and IoMT devices mentioned above. In
this line, all efforts have been focused on the definition of the blockchains’
federation proposal (SEH’21, ICC’22). This proposal has allowed the interop-
erability of data without the need for physical integration, through a two-level
architecture based on blockchain: a first level where there is a blockchain per
patient that allows generating their Personal Health Trajectory, and a second
level with a single blockchain for the entire system that ensures access to data
from the blockchains of patients from health institutions. In the last steps of
the dissertation, proposals to obtain the health traceability on the Personal
Health Trajectory offered by the blockchains’ federation (IWoG’21) have been
started working. In this proposal, it is proposed to extend FedBlocks, keeping
the original blockchains’ federation architecture, to record all CRUD opera-
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tions performed on the Personal Health Trajectory of each patient.

In the last months of the development of the dissertation, there has
also been an increased effort in the line of enrichment and interpretability of
health data. We began by analyzing whether the Personal Health Trajectory
data, due to its characteristic of offering a health trend over time, could be
used to predict the evolution of the patient in the near future. To this end, we
used the study of the functional profile of the elderly over time and obtained
promising results (IWoG’20). Following this, work began on being able to
select which characteristics are the most relevant for each diagnosis, in order
to optimize healthcare processes and create better diagnoses with less need
to collect patient health data. For this purpose, Feature Selection techniques
were used. The objective was, on the one hand, to optimize the Personal
Health Trajectory to store only the really important information and, on the
other hand, to optimize the diagnoses. Again, the case study of the functional
profile of the elderly was used to corroborate this proposal (TETC, ISG’22).
In addition, work has begun on defining a framework that allows the selection
of these characteristics in a way that is assisted by health professionals. This
is one of the latest lines of research being worked on and is proposed as one of
the main future works of this dissertation (Chapter 8).

In the line of data enrichment and interpretability, there have also been
transversal publications in the area of Quantum Computing, analyzing the use
of this technology as an alternative to mining health data. These data are very
complex and mining them with current computing techniques can be complex
(JCIS’22QSalud). Therefore, solutions have been proposed to integrate ser-
vices based on quantum computing that can be consumed by classical systems
to perform these health data mining tasks on quantum computers (QSET’21,
QUATIC’21, IC, SQJ, JCIS’22Quantum, JCIS’22QOpenAPI, QSE).

In addition to all these publications, a first publication was also made
at a Ph.D. Symposium to expose the reason for the dissertation and to get
feedback on the scientific community (ICWE’20).

Table 1.1 provides a summary of the number of publications of each
type done during the Ph.D. Those types that do not appears (such as non-
relevant journals) means that there are not publications in those venues, even
when the authors are aware of their existence.
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Publication type
Number of
publications

Book chapter 1

National conference 6

International workshop 6

International conference (non-relevant) 4

Relevant conference 1

Relevant journal 2

Very relevant journal 3

TOTAL 23

Table 1.1: Number of publications per type

1.5.3 Developed Tools

The contributions to the literature or state of the art that has been made
through publications, on many occasions, had associated with them the de-
velopment of a new tool. All these developed tools have been made available
to the research community and industry so that their use can lead to new re-
search or industrial developments that contribute to the same or other topics
addressed in this dissertation. It is important to highlight the following list of
developed tools (sorted by release date):

• SOWCompact1. SOWCompact [6, 88] is an implementation of the part
running on smartphones in the Federated Process Mining architecture
proposed in this dissertation for the mining of Social Workflows in a
distributed architecture based on services and pervasive computing. This
tool has been used for the inclusion of information from IoT devices in
the Personal Health Trajectory Framework. Specifically, in the part
of obtaining the relevant information from the continuous dataflow of
the devices. SOWCompact is a tool ready to be used in mobile devices,
allowing the mining of event logs in these devices through process mining.
Specifically, through implementations of model discovery algorithms such
as Alpha. In addition, it allows the query and retrieval of information
from these models from remote servers. The SOWCompact publication
can be found in Chapter 5, where a full-text about the research that led
to the development of this tool is provided, and in Appendix O.

• Social Events Analyzer (SEA)2,3. SEA [89, 7] is the next step of

1https://bitbucket.org/spilab/androidalpha
2https://bitbucket.org/spilab/individualpmmodule
3https://bitbucket.org/spilab/fpmserver

https://bitbucket.org/spilab/androidalpha
https://bitbucket.org/spilab/individualpmmodule
https://bitbucket.org/spilab/fpmserver
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SOWCompact, which offers a complete tool for Federated Process Min-
ing. In addition to offering the components for data mining on mobile
devices already offered by SOWCompact, it also offers the social mining
part on Federated Process Mining servers and the entire communication
system between the server and smartphones. Its use fulfills the same
objectives as SOWCompact, with the particularity that this tool has
been prepared not only to take advantage of the information from the
Social Workflows on the servers. It also allows access to this information
from other services or from the smartphones themselves that generate
the user data, in order to generate feedback and automatic learning pro-
cesses based on this information. More information about this tool and
its motivations and context of use can be found in Appendices H and L.

• FedBlocks4,5. FedBlocks [8, 91] can be considered the most important
tool of this dissertation. It is the one that allows the integration of health
data, achieving its interoperability without a physical integration of the
data. In addition, it achieves other objectives such as the standardization
of the technology used for data storage, the provision of this integrated
data as a Personal Health Trajectory and its access through an API that
we call FedBlocks Connector. It is part of the blockchains’ federation
proposals of this dissertation. Its implementation is based on Python and
Hyperledger Iroha, making use of private blockchains with permissions
(those in which only people with sufficient permissions can read and
write data) for generating and guaranteeing access to the Personal Health
Trajectory of each patient. More about this tool and the research that
generated it as result can be read in the publications included in Chapter
6 and in the Appendix E.

• Quantum API Gateway6. The Quantum API Gateway [13, 95] is a
proposal on the use of quantum computing for the execution of services
in hybrid classical-quantum architectures. This tool is included in the
part of data mining. Specifically, within the study of new methods of
computation for one most efficient computation way for the analysis of
health data. What the tool allows is the selection of the best quantum
hardware available at a given time for the execution of quantum code
as a service. This service can be consumed by other parts of classical
software that, for example, derive to it the more complex computational
parts (such as predictions on heavy and intricate health data [93]). More
details about this tool can be found in Appendices J and N.

4https://bitbucket.org/spilab/is_components
5https://bitbucket.org/spilab/fedblocks_connector_api
6https://github.com/frojomar/Quantum_API_Gateway

https://bitbucket.org/spilab/is_components
https://bitbucket.org/spilab/fedblocks_connector_api
https://github.com/frojomar/Quantum_API_Gateway
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1.5.4 Research Stays

During the Ph.D., a research stay has been carried out at an international
institution: the University of Florida (USA), under the supervision of Professor
Sumi Helal. This research stay lasted 3 months (from March 2022 to June
2022) and allowed the doctoral student to access the international mention in
his dissertation.

In this research stay, studies have been carried out in the area of Health
Data AI for enriching and improving the interpretability of patient health data.
Specifically, a proposal about the use of Feature Selection to determine which
are the most relevant characteristics in a diagnosis and to optimize the health
processes of patients’ evaluation has been worked on. As a result, an article [11]
was published in a high-impact journal about this topic applied to the analysis
of the degradation of the functional profile of the elderly. A publication [92]
in the International Conference on Gerontechnology was achieved also.

Besides the previous work, proposals for the interoperability part of the
healthcare systems were also developed. Specifically, a first proposal [9] was
defined to create personal health traceability by taking advantage of the in-
tegration of distributed patient data on the Personal Health Trajectory. This
proposal serves as a basis for future work along this dissertation line, as men-
tioned in Chapter 8 of this document. Likewise, another future work of the
dissertation also arose from this stay: the creation of a semi-automatic De-
cision Support framework based on Feature Selection and assisted by health
professionals for the selection of determinants in the diagnosis of patients.

This stay has also allowed the Ph.D. student to transmit the knowledge
acquired during his dissertation to the students of the University of Florida as
a mentor in the Digital Health course of this university.

1.5.5 Research Collaborations

During the Ph.D., in addition to the aforementioned international stay at the
University of Florida and the collaboration with Professor Sumi Helal, there
has been collaboration with other national and international institutions. Not
only with researchers in the area of Computer Science from other universities,
but also with researchers from other areas related to health. The latter is to
ensure that the results obtained during this dissertation were as faithful as
possible to what is really needed by the healthcare domain of technology to
solve the problem faced. In this way, the research carried out was intended to
be as useful as possible for health professionals and health institutions.



38 CHAPTER 1. INTRODUCTION

Firstly, we have collaborated with researchers from the Computer Sci-
ence area of the University of Malaga (Spain). Specifically, this collaboration
has aimed to improve the results in the area of Process Mining for the mining
of Social Workflows, collaborating with a full professor of the University of
Malaga with more experience in the area: Professor Carlos Canal. This col-
laboration has yielded several results: a very relevant journal, an international
conference paper, and two national conference papers (one of them awarded).

Secondly, we have collaborated with researchers from the Computer
Science area of the University of Bologna (Italy). These researchers (Professor
Luca Foschini and Professor Paolo Bellavista) have previous experience in the
use of blockchain technology and in the performance evaluation of systems
based on this technology. Therefore, their collaboration has been of great help
to evaluate the results of the different proposals for health data integration
using the blockchains’ federation proposed in this dissertation. As a result
of the collaboration, a relevant conference paper and another contribution
submitted to a very relevant journal have been obtained. The latter is still
under review at the time of writing this document.

In the area of health, we have collaborated with multiple professors of
the Comprehensive Health Research Centre (CHRC) of the University of Évora
(Portugal): Professor Manuel Lopes, Professor César Fonseca, and Professor
Lara Guedes de Pinho. All of them have contributed to the collection of the
data used to evaluate the different contributions made throughout the Ph.D.
In addition, their help has been crucial in defining the objectives to be met
by the Personal Health Trajectory Framework and the characteristics of the
proposals to be defined for its achievement. As a result of this collaboration,
several contributions of different types have arisen.

1.5.6 Grants and Awards

During the time this dissertation has been carried out, and even before it
started, a series of grants and awards have highlighted its quality, helping to
finance it and disseminate its results:

• FPU predoctoral fellowship. In 2020, I was granted the premier
and highly competitive national fellowship to carry out Ph.D. studies in
Spain: The FPU grant (Formación de Profesorado Universitario, in En-
glish: University Lecturer Training). These grants are assigned according
to the curriculum vitae of the student, the curriculum vitae of his thesis
directors, the proposed dissertation, and the research team that supports
him or her. It is awarded by the Ministry of Science, Innovation, and
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Universities of the Government of Spain. The grant was obtained in the
first call for applications (the FPU 2019 call) when the student was still
beginning his master’s studies, which highlights the interest that this
dissertation generated in the funding entity. The proposal submitted to
this call was later published as part of a Ph.D. Symposium [1].

• Best demo paper award in JCIS 2021. In 2021, the demo tool’s
paper [89] published by the author of this dissertation in the national
XVI Jornadas de Ciencia e Ingenieŕıa de Servicios received the best demo
paper award for our contributions to the application of process mining
for Social Workflows in the context of pervasive and services computing.

• Best student paper award in JCIS 2022. In 2022, the paper [96]
co-authored by the author of this dissertation in the national XVII Jor-
nadas de Ciencia e Ingenieŕıa de Servicios received the best student paper
award for our contributions to the quantum computing and services engi-
neering proposing new techniques for the generation of quantum services
by means of Open API.

1.6 Structure of the Dissertation

This dissertation is organized into four parts, each of which is structured in
chapters. The four parts are the following:

• PART I: SUMMARY OF THE DISSERTATION. This part con-
tains this introduction (Chapter 1) summarizing the dissertation, and
another chapter (Chapter 2) including its principal results, grouped by
topic.

• PART II: SELECTED PUBLICATIONS. In this part, the core
publications of the dissertation are included. First, in Chapter 3 the most
relevant and supporting publications are listed. After that, Chapter 4 to
7 include a full-text copy of these most relevant publications. As well, a
full-text copy of each supporting publication is included as appendices.

• PART III: FINAL REMARKS. This part is composed by a chapter
(Chapter 8) where the conclusions about the dissertation are presented,
together with a brief discussion about the topic of the dissertation and
the results obtained, and the limitations of the contributions done to
the literature in this dissertation. Future research lines are included
addressing these limitations are included also.
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• PART IV: APPENDICES. The appendices included in this disser-
tation contain a full-text copy of each of the supporting publications,
sorted by order of publication (from Appendix A to S).

Finally, the bibliographical references of this dissertation are included.
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In this chapter, we present in detail the research contributions achieved
during the Ph.D. These contributions are grouped by topic. Section 2.1 ad-
dresses the contributions related to the inclusion of IoT and IoMT devices into
the Personal Health Trajectory. In Section 2.2, the contributions related to
the interoperability of the healthcare systems for the generation of the Per-
sonal Health Trajectory are detailed. The contributions in the enrichment and
improvement of the interpretability of health data are discussed in Section 2.3.
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2.1 Inclusion of IoT and IoMT devices

This section presents the different proposals made in order to mitigate the
various limitations that prevent IoT and IoMT device information from being
included as part of the Personal Health Trajectory. The results obtained are
presented in the same order in which they were obtained, following a logical
order over time, as can be seen in the following subsections.

First, a study was carried out on how to include health information
that until now had been difficult to digitize, such as the taking of medication
in the elderly. For this purpose, a new IoT device of the voice assistant type
was proposed [3]. After this, automation of people’s interactions with this
and other IoT devices in their environment was sought, in order to minimize
the impact of these devices in their daily lives [4]. Work continued on how to
apply this proposal to nursing homes, in order to create Smart Nursing Homes
where the elderly could also make use of this type of devices [5, 87]. Finally,
a solution was proposed to mine the information captured by all these devices
and optimize the transfer of information from devices to the Personal Health
Trajectory, going from including all the continuous dataflow generated by IoT
devices to only relevant information determined on the basis to that dataflow
[6, 88, 89, 7].

2.1.1 ACHO: Voice Assistant to Remind Pharmacologic
Treatment in Elders

The first research that was carried out within this research topic was to create
a voice assistant that would allow digital medical information as important as
taking medication: the ACHO assistant [3]. This information is crucial for the
diagnosis of patients. Especially in the case of elders, where a large number of
medications are mixed at the same time in most cases [99].

A voice assistant was chosen as this type of system has been one of the
most disruptive tendencies at human-computer interaction [100] and has torn
down many constraining barriers. Taking advantage of this new paradigm,
elders can easily engage with devices that could help them in day-to-day sit-
uations, as long as the two challenges arising from environmental and human
factors are resolved:

1. Voice assistant at rural areas. The majority of people living in rural
environments are elderly [101], so these areas are one of the areas that
may demand the greatest number of ACHO users. The biggest limitation
facing any assistant that wants to deploy in these areas is that, in many
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towns in this environment, access to a good quality internet connection
(or even minimal access to an internet connection) may not be possible.
Voice assistants intended for deployment in these environments must
take this into account and be able to operate even without a network
connection.

2. Appropriate speech with elders. Elderly users are the target au-
dience, so it is important to keep this in mind when drafting speeches,
especially when discussing medications and doses. Elders usually do not
recognize drugs by name or trademark. More frequently, physical de-
scriptors or even personal requirements, like a position inside a storage
rack, are used [102]. The voice assistant must support a wide range of
customization choices in this way.

To solve the first of these two limitations, ACHO was implemented using
Snips1 technology, which allows the assistant to work autonomously without
an Internet connection. The second limitation was solved by adapting the
device for use by elders and developing an entire platform that synchronizes
with the assistant via Bluetooth. This platform allows health professionals are
able to configure the voice assistant and add prescriptions and appointments.
In this way, the interaction of the elderly person is limited to only having to
listen to the reminders and confirm to the assistant that the dose indicated by
the assistant has been taken.

Figure 2.1: Acho overview [3]

Figure 2.1 shows an overview of the three main steps involved in the
use of ACHO: (1) Elderly information configuration, (2) Snips synchronization,

1https://snips.ai/

https://snips.ai/
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and (3) Snips operation. This procedure has to be done every time a change
is made in the prescriptions or appointments.

2.1.2 Automatization of IoT interactions

The next proposal within the research topic in charge of making possible (and
optimal) the inclusion of IoT devices in the Personal Health Trajectory con-
sisted of automating the actions with these devices. To do this, the use of
Machine Learning and Deep Learning techniques to learn from the interac-
tions of users with their IoT devices connected to their smartphones has been
proposed. This study resulted in a proposal capable of executing automation
on smartphones [4].

The main contribution of this proposal was to be able to learn precisely
what action the user was interested in performing at each moment with each of
their devices. To do this, instead of focusing the proposal on the relationships
between devices, or on the recommendation of custom operating models for
each device, as did other existing proposals in the literature [103, 104, 105], the
focus was put on the context. The proposal developed allows the prediction
of the behavior of each device separately (something that the last proposals
tend to do [106, 107]). In this way, the manual actions that a user performs
with each of her devices and all the information of the context at the time of
performing these actions are recorded. With this information, the goal is to
discover a behavioral pattern that guides the user in each of her interactions.

To be able to do this, the context of the device at the time of the action
has been used. This context information comprises the environment in which
the device is located, the type of device, temporal context, and which device
is itself being interacted with. All this information is used as input to a Deep
Learning model, which, based on it, determines the action that the user will
want to perform in that device and context. The neural network used can be
seen in Figure 2.2.

The way in which this neural network has been integrated into the users’
smartphones is shown in Figure 2.3. The Deep Learning model is included in
smartphones using TensorFlow Lite, after being generated in an external server
by TensorFlow. Once the model is in the smartphone, it allows predictions
to be made without the need for any connection to the server. Therefore, the
server function is relegated to regenerating the model every time the action log
is updated and sending a new version of the model to the smartphone. This
is due to the software limitations imposed at the time of the study associated
with this proposal (since at that time no tools capable of generating the models
on the smartphone itself were found).
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Figure 2.2: Neural network for automatization of IoT interactions [4]

In order to determine that the most interesting model to include in
smartphones for IoT device automation was a neural network as described
above, a comprehensive study of different non-deep Machine Learning algo-
rithms and different configurations of Deep Learning neural networks was per-
formed. This study was performed by generating synthetic data of interactions
with IoT devices by various users in various environments over several days.
These users were simulated using the TheONE network simulator, which was
modified to adapt it for use in generating interactions with IoT devices.

When selecting the model with which to automate actions, not only the
accuracy of the predictions was taken into account. It was also important to
evaluate the time needed for the model to predict interactions, as well as the
time needed to update the model with new behavioral changes.

To validate the proposal, an application was developed where users
could manually register actions with their IoT devices. The application auto-
matically took the context information of that moment and added the action
to an action log with all the actions of all the devices of that user. After that,
it started to generate the prediction model using this data. When the relia-
bility of the model was sufficient, it began to automate the actions, allowing
the user to correct those that were incorrectly predicted or those for which the
behavior had changed. These corrections or changes were annotated by the
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Figure 2.3: Architecture for automatization of IoT interactions [4]

application to help the model modify its behavior toward the correct one.

This application was used in five different persons with completely dif-
ferent routines, assuming five different performance scenarios. Thanks to this,
it was verified that the proposal, using a single model for all types of envi-
ronments (with many or few devices) allows us to obtain good predictions of
interactions with devices, based only on devices and context-awareness infor-
mation. With a training period of only two weeks, and collecting data on how
accurately 573 predictions had been made during the following week, we ob-
tained an accuracy of between 76% and 92% of successes (automated actions
that were not subsequently corrected by the user). This range was determined
by whether the user showed a greater number of patterns in her behavior or,
on the other hand, showed a chaotic behavior where it was difficult to find
patterns to automate her actions.

It has been studied the use of a threshold to automate actions only when
the model was sufficiently confident that the predicted action was correct, thus
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discarding the automation of actions for which the model was not really sure
it was able to automate them. This threshold allowed us to observe how its
use could prevent only 8 of the 84 incorrectly performed automation from
being incorrectly performed. The other 76 were actions that did not follow
an apparent pattern, so they were below the threshold because they were
impossible to predict (for example, trying to predict which TV channel a user
will want to watch on his smart TV at night when every night he plays a
different one).

2.1.3 Smart Nursing Homes

The next step was to develop a proposal that would allow the use of IoT devices
by elderly people living in Nursing Homes. To do this, a system was developed
that, again using Deep Learning, allowed the creation of Smart Nursing Homes
where the actions of the elderly with IoT devices were automated [5, 87].

The proposal presented in this work is aimed at taking advantage of the
benefits that the IoT offers in combination with machine learning algorithms
to monitor people in order to detect pattern behaviors and to predict future
actions in nursing homes with no or intermittent Internet connection. This
is achieved by developing an architecture that integrates different sensors and
actuators in nursing homes to improve the monitoring of elderly people and
the processing of the gathered data by these devices. To favor multi-device
environments and give users the freedom to use different types of sensors and
actuators, the architecture is capable of working with WiFi, ZigBee, and Blue-
tooth (among others) communication protocols. Furthermore, the correct be-
havior of this architecture does not depend on Internet connectivity as it is
designed to work in rural areas with limited or no Internet connections. As
previously discussed, the majority of people living in rural environments are
elderly [101].

Although the proposal is designed for environments with a limited In-
ternet connection, it can be implemented in places where the connection is
stable such as nursing homes located in smart cities, where there is a growing
awareness of intelligent devices and they are being incorporated into people’s
daily lives.

The proposed architecture (Figure 2.4) consists of three main parts:

• Inputs: The inputs represent those devices that can provide information
about the environment, people’s smartphones that can be used to track
their locations within the nursing home or frequent interactions with
other devices (and to provide contextual information about the person
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Figure 2.4: Architecture for Smart Nursing Homes [5]

employing the different sensors they posse), and web services that pro-
vide additional information about the seniors’ residence. Smartphones
process this information for each user to detect patterns of behavior and
automatized the action performed later with outputs.

• Controller: The controller, which can be from a simple Raspberry Pi to
a dedicated server, processes the information coming from the different
sensors and smartphones (inputs) to interpret it. The controller consists
of three main components. The first component, Integration, is responsi-
ble for ensuring proper integration among the different devices (sensors
and actuators). Once the devices are integrated, the Interoperability
component is responsible for ensuring collaboration among the devices.
The last component of the controller, ML2 Anomalies, is responsible
for processing the information collected to detect possible anomalies in
people’s behavior.

• Outputs: The outputs represent the actuators that are in charge of
triggering different actions depending on the information that has been
previously processed. These actions will vary depending on the type of
actuator.

To generate the Deep Learning model used within the controller for
the automation of actions, the knowledge acquired in previous research in the
automation of interactions with IoT devices was used [4]. Given the similarity
between the context information that could be collected in both cases, the same
Deep Learning model was taken, using the same architecture for the neural
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network definition. In addition, an anomaly detection model was included to
analyze the manual actions of the elders with their devices and determine if
there was a behavioral change (anomaly) in them. If so, their caregivers could
be alerted. This model is also based on the use of specific Machine Learning
techniques for anomaly detection.

Figure 2.5: Case study for Smart Nursing Homes [5]

In this case, the application of the proposal to a specific case study
was also carried out. Specifically, five elders were again taken to interact with
different devices and sensors installed in the same nursing home. The list of
devices can be seen in Table 2.1. The distribution of these devices across the
nursing home where they were installed is shown in Figure 2.5.

The results obtained were similar to those obtained in the research
on the automation of IoT devices. It was demonstrated that it was possible
to automate actions to deal with the problem of automating environments to
make everyday tasks easier for the elderly, through the use of smart IoT devices
and machine learning techniques. New lines of research were also opened as
a result of incorporating these device automation techniques in social and/or
collaborative environments, where there may be conflicts at a given time about
the action that two different users want to perform with the same device.
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Device
Supported
protocol(s)

Description

Controller

- Raspberry Pi 3 Model
B+

WiFi/Blue-
tooth/ZigBee

The controller to manage
the environment

Sensors

- Motion sensor Xiaomi ZigBee To detect movement

- Temperature/Humidity
Xiaomi

Bluetooth
To control the
temperature and humidity

- Doors/Windows closed
Xiaomi

ZigBee
To detect when a door or
window is opened

- CR Smart Home Smoke
Xiaomi

ZigBee To detect smoke/fire

Actuators

- Xiaomi Yeelight Color
V2

WiFi
Bulbs to illuminate
rooms/corridors

- Smart Plug Zoozee WiFi
Plugs to control electrical
devices

- Google Nest WiFi
Thermostat to control the
temperature

- Smart Switch Xiaomi ZigBee
Button to trigger different
actions

- Xiaomi Aqara Gateway
WiFi/Blue-
tooth

Alarm to trigger notify
emergencies

Smartphones

- Xiaomi Mi 9
WiFi/Blue-
tooth

Elder’s daily data

- Huawei Mate 20
WiFi/Blue-
tooth

Elder’s daily data

- Moto Z
WiFi/Blue-
tooth

Elder’s daily data

- Honor 9
WiFi/Blue-
tooth

Elder’s daily data

Table 2.1: Selected controller, sensors, actuators and smartphones for the case
study on Smart Nursing Homes

2.1.4 Federated Process Mining and SEA

Once it was possible to automate actions with IoT devices to make it easier for
users to start using these devices more continuously, the next step was to be
able to extract relevant information from the continuous dataflow generated
by these devices (to be integrated into the Personal Health Trajectory together
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with or instead of the raw information). To this end, a proposal that allowed
the analysis of whether a user presented certain patterns in their behavior
with the devices was started to be studied. The behaviors to be searched
for are determined by health professionals and will be of interest because of
being known as the cause of a specific clinical condition or pathology in a
specific group of users. The behavior of this group of users constitutes a Social
Workflow that should be analyzed by means of techniques such as process
mining and, within this, more specifically by model discovery techniques.

However, as the classic process mining techniques do not allow deter-
mining when a user presents a behavior of interest or not before including
his information in an SOW, it became necessary to look for new ways of
analyzing user information. To address the challenges of classic process min-
ing techniques when analyzing complex SOWs resulting from integrating data
from users without a common behavior pattern, the Federated Process Min-
ing (FPM) method is proposed [6, 88]. In this method, process mining is
performed in two steps: First, individual mining; then, mining user groups
with common behavior. The first step allows individuals to be filtered to de-
termine those who comply with the behavior of interest in an SOW. Once the
individual data is filtered out, only the SOWs resulting from users who meet
the desired behavior are analyzed.

Federated process mining uses the computational power of the users’
devices to perform the first phase, which reduces the amount of data that
needs to be processed to analyze the SOW. Owing to this filter, Federated
Process Mining techniques offer more compact models without loss of quality.

The architecture under Federated Process Mining (Figure 2.6) is based
on three main components:

• The individual process mining component, which integrates the traces
of an individual in her smartphone and produces the corresponding be-
havioral process model.

• The social process mining component, which selects the users to be an-
alyzed based on the presence of a certain pattern in their behavioral
process models. Once it obtains the information of the users that meet
the pattern, mining is performed to obtain the process model for the
SOW that these users represent

• The Federated Process Mining aggregator (FPM aggregator) component
supports the connection between these two components, asking smart-
phones for the individuals possessing the frequent pattern in their be-
havioral models and collecting their traces for the social process mining
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component. This communication is performed using a query language
that can be interpreted by both components.

4

3

6

5
2

1

FPM	AGGREGATOR

7

Figure 2.6: Architecture of Federated Process Mining [6]

The workflow (understanding as workflow the list of steps followed dur-
ing Federated Process Mining and not the Social Workflows) presented in
Figure 2.6 is described as follows:

1. An event log is produced by the user’s smartphone by collecting infor-
mation from sensors or applications. This stage can involve gathering
user data from the smartphone, such as movement data from the GPS,
activity levels from the accelerometer, application usage events, or WIFI
connectivity. A module to create this log must be implemented by the
programmers of the apps that make use of Federated Process Mining.

2. The user’s smartphone uses this event log to run a process mining algo-
rithm that creates a model of the user’s behavior as it is recorded in the
event log.
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3. After this model is generated, the server can start to request data from
the user event log. To do this, the server creates a query with a pattern
(frequent or not) that the user models it will be collecting data from must
satisfy. The FPM aggregator sends this query to all users’ smartphones.

4. When the query is received in the smartphone of a user, it evaluates
the model of the user to see if it matches the pattern. If so, the smart-
phone analyzes the event log to choose the precise traces that fit the
desired pattern. Because this would be inefficient for big event logs or if
queries with various behavioral patterns were regularly sent, traces are
not handled immediately.

5. The query and user to which each matching trace corresponds are sub-
mitted to the FPM aggregator together with the matching traces. The
data from several users’ traces that satisfy the query pattern are com-
bined by the FPM aggregator.

6. The combined data are stored in the server.

7. A new stage of process mining is conducted using these combined data.
A new model describing the behavior of a single social group (SOW) is
obtained in this next phase.

Using this Federated Process Mining architecture, a first reference tool
was implemented to test its feasibility: SOWCompact. SOWCompact offers
an Individual Process Mining module ready to be included in applications
developed for Android. This module (Figure 2.7) is responsible for analyzing
event logs stored in the application in question in XES format [108]. For this
purpose, it implements the Alpha model discovery process mining algorithm.
It also implements the necessary technologies on the mobile side to perform
all communications between the server and smartphones.

In addition to this, SOWCompact offers an implementation of a pro-
cess mining server using the Python tool PM4PY2, which can be used as a
Social Process Mining component in the Federated Process Mining architec-
ture. The FPM Aggregator is implemented as part of the latter component
and the Individual Process Mining component. For communication through
it, a subset of the Linear Temporal Logic (LTL) [109] sufficient to establish
pattern communication to test the feasibility of the proposal is used.

This tool was applied to a case study in Activity Daily Living (ADL)
with the information of 7 different users who recorded in a daily event log 20
different types of actions in their daily lives. With this, it was determined

2https://pm4py.fit.fraunhofer.de/

https://pm4py.fit.fraunhofer.de/
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Figure 2.7: SOWCompact Individual Process Mining component [6]

that SOWCompact allowed to analyze the SOWs of these users in a more
efficient way, achieving more compact, more readable and quality-preserving
models. In addition to other improvements such as the optimization of server
computation or the reduction of the amount of information sent to the server
by users (with the consequent improvements in privacy for users).

SEA: Social Events Analyzer

A more complete tool was developed on Federated Process Mining: Social
Events Analyzer (SEA) [89, 7]. SEA is a tool for developing applications
that use Federated Process Mining to analyze its event data in a variety of
ways. To do so, it offers all the Federated Process Mining components ready
to be included in smartphones and servers involved in the Federated Process
Mining process. However, the main difference with SOWCompact is that it
has more efficient communications and allows the analysis of SOWs not to be
performed visually on Social Process Mining servers. SOW information can be
accessed through an API by other services or even by the smartphones of the
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users whose information is being mined. In this way, the integration of this
information into the Personal Health Trajectory is facilitated automatically,
once the patterns that must be periodically consulted in the users’ behavior
are defined.

Figure 2.8: Architecture of Social Events Analyzer [7]

SEA was applied to the previous case study of IoT devices that was used
for the automation of interactions with IoT devices [4]. The interactions with
these devices were recorded as events (Figure 2.9) of an event log, allowing
their analysis using process mining techniques. As a result, their use was
shown to be appropriate for this case study and could benefit the inclusion of
this type of information in the Personal Health Trajectory.

Figure 2.9: IoT event modeled for SEA

2.2 Interoperability of the healthcare systems

This section presents the different proposals made in order to obtain the in-
teroperability of healthcare systems from institutions and devices. This inter-
operability allows to the integration of all health data of each patient into her
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Personal Health Trajectory and offer it through the Personal Health Trajec-
tory Framework. As in the previous section, the results obtained are presented
in the same order in which they were obtained, following a logical order over
time.

First, a study was carried out on how to interoperabilize a patient’s
health data that are distributed in different information systems without the
need to reach an accurate integration of the data. That is, without the need
to move the data from the information system where it was originally stored
to a new information system where all the data is stored. For this, we have
developed a blockchain-based proposal that interoperates the data through a
proprietary concept that we call blockchains’ federation and the use of web
services [8, 91]. This proposal, in addition, allows make data integration in-
dependent of the storage technology used and offers the Personal Health Tra-
jectory of each patient through an API, solving other parts of the proposal of
this dissertation beyond the mere integration of the data. After this, this pro-
posal has been extended to obtain the concept of Personal Health Trajectory
Traceability [9].

2.2.1 Blockhains’ federation

The existent proposals to achieve the integration of heterogeneous health data
into a global view of the patient have unresolved issues around them. For
example,the definition of who should keep this data structure alive and who
should manage the access to it [35], making difficult to keep the global vision
always up to date and for institutions to use it in the assessments of the
patient. As well, none of them provide an easy and well-defined procedure
for the development of software aware of the global health reality per patient
that they offer. In other words, they do not offer an easy way of developing
patient-centered healthcare software. These proposals are limited to creating
a structure where all patient information is organized and allowing it to be
manually read into it.

In this dissertation, a solution based on the use of the new blockchains’
federation concept and web services, for unified access to distributed health
data grouped by patients, has been proposed. This proposal is able to solve
the problems of the actual integration proposals. For that, the concept of
blockchains’ federation applied to the health domain has been defined, and
later it has been employed for the definition of one architecture. This archi-
tecture offers unified access to data, as well as promotes developers of health
applications and systems (e.g., personal health applications or healthcare insti-
tutions’ systems) that can use the Personal Health Trajectory of the patients
as the data source on them.
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The concept of blockchains’ federation (Figure 2.10) refers to the us-
age of multiple blockchains for managing data of a system following a two-
level infrastructure. In this way, in blockchains’ federation, several lower-level
blockchains can be interconnected using another blockchain at the top, the
main blockchain, which is in charge of nesting them and providing access to
all lower-level blockchains. The key to this federation lies in the fact that
access to all lower-level blockchain data is achieved jointly, while these last
blockchains maintain their autonomy, as do the institutions and services that
generate the data. In this case, the lower-level blockchains are used to generate
the Personal Health Trajectory of the patients. Each patient has a lower-level
blockchain where her complete Personal Health Trajectory is generated. The
main blockchain is shared by all healthcare institutions to ensure that their
health professionals will always be able to access the data of any of the patients
of these institutions that integrate their patients’ data.

Figure 2.10: Blockchains’ federation applied to health domain

Making use of the above-presented concept of blockchains’ federation,
an architecture that combines it with the usage of web services has been defined
to generate the Personal Health Trajectory of patients while the autonomy
of institutions and services producing data remains. Figure 2.11 presents a
visual representation of the components of the proposed architecture and their
connections. The actors interacting with it are the health professionals of the
health institutions involved in the system, the own patients to which data
belongs, and their smart devices. The information systems providing data
that is integrated by this architecture are those of the health institutions and
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the smart devices’ services. The full explanation of this architecture can be
found in Chapter 6 [91] and Appendix E [8].

Figure 2.11: Architecture for data interoperability based on blockchains’ fed-
eration and web services

As a reference implementation of this proposal, FedBlocks was devel-
oped. It offers the components for the information systems of health systems;
as well as some additional components for enhancing the developers’ experience
developing healthcare software that employs our proposal as the data source:
Personal Health Trajectory-aware software. This is the FedBlocks Connector
and its REST API. It allows the development of Personal Health Trajectory-
aware applications and systems that do not need of having local copies of the
blockchains, making it easy to integrate the proposed solution into any kind of
device without space and computational load of blockchains’ nodes. For this,
it provides a connector with which external health applications can connect
to consume Personal Health Trajectory health data. This connector works as
a smart contract, reflecting which and how the operations must be done with
the blockchain.

Blockchains and Health Resources APIs are deployed in the information
systems of the institutions that integrate their patients’ data. The Resources
APIs can be deployed also in smart devices’ services. FedBlocks Connector
must be deployed along with the healthcare applications.
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Enabling development of Personal Health Trajectory-aware software

Together with the connector that allows the development of Personal Health
Trajectory-aware software, a well-defined procedure for the development of
this type of software has been defined. Figure 2.12 provides the basic diagram
of connections that any Personal Health Trajectory-aware application must
have with the components of the proposed architecture—some deployed in the
own application and others in the information systems from institutions and
services integrating data from their patients.

Figure 2.12: Personal Health Trajectory-aware software methodology [8]

To make easier the development of Personal Health Trajectory-aware
software, applications of this type only directly interact with two components
of the architecture: Health Resources APIs (or alternative storage system
if selected) and FedBlocks Connector (or FedBlocks Connector REST API);
being unaware of the existence of blockchains. As can be seen in Figure 2.12,
FedBlocks Connector abstracts it from the usage of these components.

On the one hand, an application of this type interacts with the Health
Resources APIs (connections at the top of Figure 2.12) if no information system
has chosen a different storage method for the storage of the records. First, it
interacts with this component when an actor of the system is saving a record
in the Health Resources APIs of her corresponding information system (1 ).
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In this case, the application sends a record and the Health Resources API
returns the URL and key to access it. Second, the application interacts with
this component to retrieve records from patients stored on it (2 ). For this,
the application executes a GET operation from the URL where the record has
been indicated to be stored, with the key as the Authorization header. In
which of the several Health Resources APIs is stored a record is determined
by the URL, so this is transparent for the application. In response to this
petition (if the URL and key are correct and correspond between them) the
Health Resources API returns the record, in the same format it had been sent
to it. The records can be retrieved from any Health Resources API, but the
process of adding a record must only be performed on the Health Resources
API of the information system to which the application has granted access.
For example, in the case of a doctor’s application, the records are added to
the Health Resources API of the institution to which the doctor belongs. In
this way, the records remain stored in the institution or service that generates
them.

On the other hand, the applications of this type interact with the Fed-
Blocks Connector (connections of the lower part of Figure 2.12). For this,
they must include it as part of the application or deploy the FedBlocks Con-
nector REST API as an additional service that applications consume (as in
the figure). Applications must send to it the information provided by Health
Resources APIs in the operation of the step 1 to be written in the blockchain
of the patient to which it belongs (3 ). In case the FedBlocks Connector was
configured to interact with the main blockchain (because this application is
an application for health professionals) the identifier with which the patient’s
blockchain was associated in the block of the main blockchain referring to that
patient must be sent also. When the connector receives that information, it
has to perform a read operation on the main blockchain to locate the pa-
tient’s blockchain, and, later, a write operation on it to store the information
of the record (4a). For this, the FedBlocks Connector must have been previ-
ously configured with the address and private key of the main blockchain node
with which it will operate, normally that of the information systems of the
institution or service to which the application belongs. In case the FedBlocks
Connector was configured to interact directly with the blockchain storing the
Personal Health Trajectory of a patient (because this application is an appli-
cation for patients or for their IoMT devices) the identifier of the patient to
which this record belongs must not be sent (having associated the patient’s
blockchain directly to the FedBlocks Connector it not beforehand who the
patient is). However, in this case, it is necessary to previously configure the
FedBlocks Connector with the address and the private key of the patient’s
blockchain node with which it will operate. This way, the FedBlocks Connec-
tor will connect directly to this blockchain (4b), without going through the
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main blockchain.

Apart from writing new references to records into the Personal Health
Trajectory of a patient, the FedBlocks Connector also allows retrieving the
existing ones. This is performed in the same way that the writing operation,
but, in this case, it is not necessary to send information of a new reference
to the FedBlocks Connector. Only it is necessary to send the identifier of the
patient, in case of FedBlocks Connector was configured to work with the main
blockchain. That is, in case it was configured to work only with the Personal
Health Trajectory of a patient, this is not necessary. When the FedBlocks
Connector locates the patient’s blockchain (across the corresponding version
of step 4), instead of writing on it, all the references writing on it are read and
returned from the FedBlocks Connector to the application (5 ).

If an entity develops several Personal Health Trajectory-aware applica-
tions or systems that interact with the architecture across the same node of
the main or patient’s blockchain, the more interesting option is to deploy the
FedBlocks Connector as a web service and employ this FedBlocks Connector
REST API with all the applications. If several applications are developed
associated with a system, but each one consumes information across different
main blockchain nodes or different patients’ blockchains, several versions of the
FedBlocks Connector or FedBlocks Connector REST API must be included or
deployed for communication with the system.

2.2.2 Personal Health Trajectory Traceability

Proposals integrating distributed data from different health systems in a patient-
centered way usually do not address the security issues arising from it [35].
Although they offer the ability to integrate the data and allow all the agents
involved in this data to operate with it, they have not implemented mecha-
nisms that imply the security improvements that such an environment needs.

Several proposals have emerged to solve the security problems of health
data, even in distributed environments, but none of them has focused on keep-
ing the traceability of the information. They only limit their application to the
implementation of security mechanisms that force the user to identify herself to
interact with the data or similar solutions but do not offer real traceability, as
is done in other domains, such as food’s traceability [110, 111] or agricultural
supply chains [112].

To solve this, the concept of Personal Health Trajectory Traceability
(PHT.2) has been defined [9]. This PHT.2 look for the traceability of health
data by having a registry of changes in the patient’s health reality, rather than
just as a directory to access their data. This registry helps the patient to have
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greater control over their data, to validate the authenticity of the assessment
data (detecting additions, modifications, or undue deletions of data), and to
have complete traceability of the patient’s health reality.

Figure 2.13: Concept of Personal Health Trajectory Traceability on blockchain
[9]

PHT.2 revolves around the use of a blockchain (Figure 2.13) where a
block is added to the chain for each CRUD operation performed on a health
record. Figure 2.14 shows the proposed architecture for PHT.2. Each patient
must have her own blockchain, as in blockchains’ federation, so that traceabil-
ity is generated individually for each patient’s health data. That simplifies
the management of each patient’s traceability and being able to empower the
patient by giving her permission to perform this management. In addition, it
allows all operations performed on a patient’s health data without being noti-
fied to their PHT.2 to be invalidated, ensuring that no data can be maliciously
generated for the patient and mistakenly considered as genuine.

2.3 Enrichment and interpretability of the health

data

This section presents the different proposals made in order to enrich and im-
prove the interpretability of the health data integrated into the Personal Health
Trajectory of patients by means of the Personal Health Trajectory Framework.
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Figure 2.14: Architecture proposed for Personal Health Trajectory on
blockchain

This enrichment allows obtaining new knowledge about the patient’s health.
The improvement in interpretability of the data allows to perform better di-
agnosis and improve the healthcare processes. As in the previous section, the
results obtained are presented in the same order in which they were obtained,
following a logical order over time, with the exception of proposals in quantum
computing. The latter has been developing in parallel with the rest.

First, a study was carried out on using the Personal Health Trajectory
data in the format of the temporal progression of health to predict the patient’s
future evolution [10]. The decrease in the functional profile of the elderly was
taken as a case study. After this, work started on proposals based on the use
of Feature Selection to detect which were the determinants for identifying a
clinical condition from the whole set of information used in a health assessment.
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Firstly, a study on the use of these techniques in health regression problems
was published [11], again taking the functional profile of the elderly as a case
study. Work has also begun on proposals for the creation of Feature Selection-
based Decision Support Systems (FS-DSS) for health professionals. These
latter studies have not yet had their results published at the time of writing.

At the same time, work has been done to start applying quantum
computing to health data analysis as a service within the current classical
computing systems. To this end, multiple proposals have been developed for
the creation of quantum services in hybrid quantum-classical environments
[94, 12, 98, 95, 93, 96]. As a result of these, a new one about the definition of
an API Gateway designed for use in these types of hybrid quantum-classical
systems has also emerged: the Quantum API Gateway [13].

2.3.1 Forecasting of Personal Health Trajectory

The organization of the patient’s health information as a history in this situ-
ation makes it possible to conduct additional analyses on the data [46]. For
instance, it would be difficult to analyze a patient’s progression without having
access to all of their prior data. However, having all of it integrated into the
Personal Health Trajectory opens the door to these analyses.

In order to perform this type of analysis, a deep learning model has
been proposed in one of the studies carried out during this dissertation [10].
This model allows the prediction of the future evolution of patients based
on the data from the evolution of the patient until now and the evolution of
other similar patients. The information employed for training this model is
the already known evolution of patients modeled as time series.

For their implementation, a long short-term memory (LSTM) neural
network has been employed, following the structure shown in Figure 2.15. This
figure shows the inputs and outputs provided to the model. Specifically, the
model takes as input the values per each parameter measured in the last three
evaluations of the patients. As output, it returns the next value predicted for
each of these parameters. This process can be replayed as time as necessary,
even using the predicted values as input, to continue forecasting the evolution
of the patient in the far away future (with the risk of decreasing the precision
of the predictions).

This study was developed only to test the feasibility of this type of
proposal. The aim was not to obtain the best accuracy. However, it was
intended to demonstrate that this type of proposal could be carried out and
became more feasible by having all the information integrated into the Personal
Health Trajectory. To develop the study, the analysis of the functional profile
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Figure 2.15: Structure of the LSTM’s model for forecasting [10]

of aging people was taken as a case study. The data on the deterioration of the
functional profile of aging people and their evolution was taken from the Mul-
tidimensional Integrated Assessment Platform for elderly (MIAPe) [83]. This
platform has been developed by the author of this dissertation and has been
employed by different sociosanitary institutions in Portugal for the assessment
of their patients.

At the time of the study, the platform had data on around 1300 patients,
of whom 647 had functional profile assessments (although not all with a long
time trajectory). Even so, it served to demonstrate the feasibility of this type
of proposal and open the door to further development of such proposals on the
Personal Health Trajectory Framework.

2.3.2 Feature Selection

The integration of all the patient’s data to be employed together in her as-
sessments can be controversial. As well as it provides more information about
the patient, it also makes it difficult to locate which are the determinant of
any pathology or clinical condition. It becomes necessary to know what infor-
mation to take into account at each moment [47], so as not to introduce noise
both in the manual and automatic analysis of the patient’s data, considering
or gathering not really interesting information for their diagnosis.



2.3. ENRICHMENT AND INTERPRETABILITY OF THE
HEALTH DATA 69

As well, in many of the assessments that health professionals perform,
they collect data from several variables in each assessment that it is time-
consuming and infringes on their limited time, reducing their patient-facing
care time [58]. Health professionals are thus forced to reduce the number
of assessments that they need to perform routine care for their patients, thus
reducing the sustainability and quality of care. If a clinical assessment includes
redundant or irrelevant variables, then the initial set of inputs could potentially
be reduced at a minimal accuracy loss, consequently easing the aforementioned
time crunch situation.

To solve this problem, two types of techniques exist in the litera-
ture, which can be used together: Feature Selection techniques [61] and Ma-
chine/Deep Learning techniques [48, 46]. During this dissertation, a study has
been performed on the use of these techniques on health regression problems
to resolve the above-mentioned issues [11].

This study has offered a technological solution that can be used to
reduce the number of items to be measured in a health assessment, allowing
the diagnosis of a pathology or condition to be accomplished with almost the
same precision but with fewer data. To do this, different feature selection
techniques used in regression problems and available in the literature have
been reviewed. In order to compare them, these techniques are applied to
a real-world case study focused on the above-mentioned assessment of aging
adults’ functional profiles. This comparison allows us to propose new models
to predict functional profiles’ scores with fewer variables than the original
formulas.

The first step of the study was to examine different Feature Selection
techniques (and their hyperparameters configuration) in regression problems,
performing a quantitative comparison and considering different aspects to eval-
uate the performance of each technique when applied to our case study. The
specific data used were derived from 829 assessments of 716 older adults treated
in 49 residential homes and medical centers in Portugal. These assessments are
employed to compute five different continuous values that describe the aging
adults’ functional profile, making this case study a regression study.

The results obtained by a series of regression models using the selected
set of features by each Feature Selection technique were also analyzed. They
were analyzed in terms of correlation between inputs and outputs, providing
an overview of the performance of feature selection techniques when applied
to regression problems in the case study. They also provide insights into their
extrapolation to other problems of this type (in other healthcare assessments
as well as other application domains).

Figure 2.16 shows an example of one of the techniques evaluated and
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its results. This is one of the best techniques evaluated for our case study.
The rest of the techniques compared and their hyperparameters configurations
can be found in the article of Chapter 7 or in [11]. As well, a methodology
describing how to evaluate these techniques in other cases study can be found
in the article.

Figure 2.16: Results for the Generic Univariate Select algorithm of Feature
Selection [11]

After that, a new step has been performed, developing a final proposal
with the best suitable techniques and configurations from all the evaluated.
The best-performing techniques were selected to create a series of models that,
using a reduced set of input features, could predict the functional profile of
the older adults studied with almost the same precision as the original set. In
order to measure this accuracy, we provide a series of metrics on the correlation
between inputs and outputs and the error introduced in the prediction models,
compared to the traditional method using all the input features.

Figure 2.17 shows the final models developed. Two models have been
developed using the features selected by one of the analyzed Feature Selection
methods. These models predict the five functional profile scores of the patients
considered: one model with higher accuracy—but using more data—, and the
other with slightly less accuracy—but using a smaller amount of data.

The creation of two models illustrates the dual potential of Feature Se-
lection techniques. Figure 2.17 shows the process followed for the creation of
the two models and the use for which each model is developed. On the one
hand, Model 1 filters out a smaller number of features while offering better
precision. This could be used to measure the functional profile based on the
new questionnaires to be fulfilled by health professionals—now with 25 ques-
tions instead of 31. This model offers health professionals measurements of
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Figure 2.17: Proposal for Feature Selection on Functional Profile [11]

the different scores of the functional profile of their aging patients with almost
as much precision as the original model, but with fewer questions. On the
other hand, Model 2 filters out a larger number of features (from 31 features
to 14), offering slightly less precision. This model could be used by informal
caregivers or by the patients themselves to perform periodic self-assessments,
thus providing a more constant flow of information on their functional profile.
If any irregularities were to be observed whilst applying this model, health pro-
fessionals could get involved and start using Model 1 to obtain more accurate
measurements.

The results show both models achieve good correlation measured with
the R2 score. However, the error in the predictions, measured with the Mean
Square Error (MSE) and Mean Absolute Error (MAE), is higher in the model
with fewer features, as expected. The complete interpretation of the results
can be found in the article of Chapter 7 or in [11]. In summary, it has been
obtained a correlation between inputs and outputs of 0.99 according to the R2

score and a Mean Square Error (MSE) of 0.11 when the number of features
was reduced from 31 to 25; and a correlation of 0.98 and MSE of 5.73 when
it was reduced to 14. These results were also published as an abstract in the
article of the Appendix S [92].
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2.3.3 Feature Selection Framework for Feature Selection-
based Decision Support Systems

Feature Selection techniques are executed automatically on the dataset, taking
as input the set of original inputs and outputs, and providing as result the
subset of inputs that best describes the outputs—which may be equal to or
less than the original. Therefore, from the moment the current set of inputs is
provided until the moment the selected inputs are obtained, Feature Selection
is executed as a black box where the user knows nothing of what is going on
and cannot influence the behavior of the selection.

This can be beneficial in situations where there are no professionals
in the field of application or when looking for the creation of automatic sys-
tems. However, there are other areas where the automatic application of these
techniques limits their effectiveness. Especially in situations where domain
experts can provide their knowledge about the difficulty of obtaining a given
feature compared with its contribution to the accuracy of the results or the
importance of a given feature outside the specific impact in the results.

Allowing both, the human agent and the Feature Selection techniques,
to collaborate and obtain feedback from each other improves the selection
results obtained. In this way, the application of Feature Selection techniques
ceases to be a black box and contributes to providing solutions along the lines
of Interpretable Feature Selection [113, 114] and Explainable AI [115].

In the last steps of the dissertation, proposals on Feature Selection-
based Decision Support Systems (FS-DSS) have been carried out. FS-DSS ap-
proach and platform that can be easily used by non-technical users to manually
perform the selection of features of different domains´ datasets, assisted by the
information provided by automated Feature Selection techniques. Taking as
a starting point the initial features set, the user continues selecting features—
according to their domain knowledge and the automated suggestions—until
they reach a subset that complies with their requirements—in terms of the
number of features selected, accuracy, and precision. At that point, automated
generation of Machine Learning models making predictions with selected data
is provided. Figure 2.18 shows the workflow followed by the FS-DSS approach
in a visual manner.

Using this approach a web platform has been developed ready to be used
by health professionals to evaluate any type of health dataset. This platform
has started to be evaluated on the aging adults functional profile from the
previous Feature Selection research. This will allow demonstrate whether the
feedback from health professionals really helps to improve the results already
obtained with the automatic execution of the Feature Selection algorithms
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Figure 2.18: Feature Selection-based Decision Support Systems flow

in the same case study. Analyses are also being carried out on other types
of assessments of aging persons. The results obtained so far have not been
published at the time of writing.

2.3.4 Quantum Services in hybrid quantum-classical en-
vironments

It becomes crucial to look for alternative computations capable of analyzing sit-
uations where the amount of data to be handled is very large. Especially con-
sidering the fact that, in order to predict certain pathologies, the number of
variables to be measured can still be large even after applying techniques for
their selection as proposed in previous results. If it can be combined with
classical computation, quantum computation has been suggested as a strong
possibility in this regard.

For this purpose, the use of quantum computation as a service has been
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proposed, so that quantum services are developed to coexist with classical ones
in hybrid quantum-classical environments. These quantum services take care
of the more complex parts of the computation that classical algorithms cannot
easily solve.

Figure 2.19 shows one of the examples of how to develop a quantum
service today to coexist with the rest of the services in classical architectures.
As can be seen, it is proposed to wrap the quantum code inside a classical
service, which can be invoked by any other classical computing part. The
creation of these quantum services as part of the proposal presented in [12],
where quantum services for integer factorization were created.

Figure 2.19: Quantum algorithm wrapped by a classical service [12]

In [94] quantum services were again created. This time to solve the
Travelling Salesman Problem (TSP). In this way, a comparison was also es-
tablished to show the difference between solving optimization problems such as
the TSP with quantum services, versus another class of problems such as the
one previously proposed with integer factorization. This discussion, and the
discussion of the difference between creating quantum services with gate-based



2.3. ENRICHMENT AND INTERPRETABILITY OF THE
HEALTH DATA 75

quantum computation and quantum annealing computation, was continued in
[98] and in [97]. These studies served to demonstrate that both types of quan-
tum computing can be employed in the creation of quantum services. Also,
which one is better will be determined by the type of problem to be solved.
Mainly, if the problem to be solved is an optimization problem, quantum an-
nealing computing will be more optimal. If the problem is easy to model with
logic gates but difficult to model as functions to be optimized, then gate-based
quantum computing will be more appropriate.

In parallel, work has also been done on the direct application of these
quantum services to health data. A platform has been created for the analysis
of pharmacogenetic factors in the elderly using quantum computing [93]. This
proposal is based on the creation of a hybrid classical-quantum system that,
makes use of the advantages of quantum computing, and allows serving as
technological support to health experts for the preparation of datasets and
the extraction of the relationships between the different pharmacogenomic
variables. In this way, the tool enables healthcare professionals to perform
complex queries and facilitate the visualization of information. Thus, it is
possible to predict the possible adverse effects that a given drug may have on
a person’s health depending on his or her pharmacological history and genetic
condition. The results provided by the system help health experts to make
decisions about the implementation of pharmacological treatment for a given
patient with particular genomic conditions.

Other proposals have addressed the improvement of the creation of
these quantum services, adapting proposals such as OpenAPI to the genera-
tion of quantum services [96]. Specifically, a tool has been proposed for the
generation of quantum services given a specification and the quantum circuit
code, making use of the OpenAPI specification [116]. OpenAPI allows defin-
ing and generating the code of services that can be invoked as RESTful web
services. In this case, the particularity is that these services will run quantum
code inside, ready to run on real quantum machines. Specifically, as proof and
validation of the concept, we present the servitization of a random number
generation algorithm [117], an algorithm that takes advantage of the nature
of quantum mechanics to generate a truly random number.

Quantum API Gateway

One of the main results that have also been obtained within this part of the
dissertation on the creation of quantum services (in order to integrate them
into health systems for the analysis of health data), is to define an API Gate-
way designed for use in these types of hybrid quantum-classical systems: the
Quantum API Gateway [13].
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An API Gateway is a service composition pattern developed to allow
the creation of end-user applications based on the composition of different
microservices. The API Gateway serves as the system’s entry point, routing
requests to the appropriate microservices. It can also invoke aggregate re-
sults, transform protocols, and implement shared logic [118]. Following this
approach, the proposed Quantum API Gateway is in charge of deploying the
quantum service whenever a client requests it. Considering that this deploy-
ment incurs costs with every invocation, the Quantum API Gateway optimizes
the deployment strategy. Whenever a quantum service is called, the Quantum
API Gateway will decide at run-time which of the available quantum comput-
ers is best suited for that particular execution, thus optimizing the quantum
service invocation process. Figure 2.20 exemplifies the process of calling a
quantum service through the proposed Quantum API Gateway.

Figure 2.20: Service calling process using the Quantum API Gateway [13]

To take this decision the Quantum API Gateway will use any informa-
tion available that is useful in this regard like quantum computers availability,
the economic cost of the quantum hardware usage, estimated response time,
etc; but also current traits of quantum computers, like qubit topology, er-
ror rate or fidelity. The availability of this information is dependent on the
quantum platform supporting the Quantum API Gateway and, currently, very
limited. As quantum platforms mature, more of this kind of information will
be provided to users and, therefore, the capabilities of the Quantum API Gate-
way will be increased.

For the study carried out in [13], the implementation of the Quantum
API Gateway concept has been carried out on the Amazon Braket quantum
computing platform. Because of this, the algorithm for the selection of the
best-suitable machine has been adapted to consider the information of the ma-
chines and of the quantum code being executed that can be obtained through
this platform. Figure 2.21 shows the flow that is followed to select the machine
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where the quantum code is recommended to be executed when a new proposal
of execution arrives at the Quantum API Gateway. As mentioned above, it
can be seen that characteristics of the machines themselves are used, as well
as characteristics of the code to be executed and self-imposed limitations by
the user (such as the maximum cost that the execution of such quantum code
can have). There may be situations in which these aspects conflict with each
other and no quantum machine can be determined as optimal to carry out the
execution.

Finally, it can also be seen that the Quantum API Gateway offers the
possibility of going for the cheapest or fastest options, among those that have
passed the rest of the filters and that is valid. For this, it is based on the user’s
priority, and on the calculation of the time that the Quantum API Gateway
estimates that the execution of this quantum code will take in each quantum
machine that is being evaluated.

Calculation of the estimated execution time for each computer is based
on the characteristics of the execution, its context (namely the day of the
week and the time of the start of the execution), and the actual time taken
by past executions performed on that computer. In addition, another time
variable is added, related to the analysis of the previous executions as a time
series. This calculation is performed by a Deep Learning model that takes
as input all these variables and provides as output the time required for code
execution on a given machine. This time includes both the waiting time in
the machine’s execution queue and the time required to execute the quantum
service. Specifically, a recurrent neural network of the previously mentioned
LSTM type is used.
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Figure 2.21: Quantum computer selection algorithm for Amazon Braket [13]
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Once we realize that imperfect understanding is the human condition there is
no shame in being wrong, only in failing to correct our mistakes

George Soros

In this chapter, the publications produced during the Ph.D. have been
overviewed. First, we detail the relevant publications about the core parts com-
posing this doctoral thesis. These compose this compendium dissertation as full
papers published in high-ranking international conferences and JCR journals.
They can be found in Chapters 4 to 7. After that, we detail other publications
about this dissertation that serves as supporting publications. These are full
and short papers in national conferences and international workshops, tool de-
mos, and book chapters, but also other high-ranking international conferences
and JCR journals that verses about topics of this doctoral thesis without being
part of its core. Supporting publications can be found in Appendices A through
S.
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3.1 Relevant publications

During the Ph.D., the results of the main parts of the thesis have been ma-
terialized in a series of relevant publications. These publications have been
focused to be published in core A or higher and class 1 or 2 conferences, ac-
cording to the GGS conference rating1, or in high-impact journals indexed in
JCR. These types of venues are those defined by the CNEAI as relevant or
highly relevant—for the latter, the conference must be a class-1 conference and
the journal must be indexed in the first or second quartile of the JCR index.

Table 3.1 shows the list of relevant publications of this Ph.D. As can
be seen, the main parts of this thesis have resulted, at the time of writing
this document, in 2 highly relevant publications, both in first-quartile JCR
journals (JRC Q1), and 2 relevant publications, one in a third-quartile journal
(JCR Q3) and the other in a Class 2 conference. In addition to these publi-
cations, there have also been other relevant and very relevant publications in
JCR journals, which are not included in this section because they are publica-
tions that do not deal with the main parts of the thesis, but their results are
more transversal. These publications have been incorporated as Supporting
publications to the thesis and are presented in Section 3.2.

Title
Publication

date
Journal /
Conference

Quality
Indicator

Chapter

Smart Nursing Homes: Self-
Management Architecture
Based on IoT and Machine
Learning for Rural Areas

2021

Wireless
Communications

and Mobile
Computing

Q3 (IF: 2.146) 4

SOWCompact: A federated pro-
cess mining method for social
workflows

2022
Information
Sciences

Q1 (IF: 8.233) 5

Blockchains’ federation for en-
abling actor-centered data inte-
gration

2022
IEEE International

Conference on
Communications

GGS-Class 2
(Core A)

6

Analyzing the Performance of
Feature Selection on Regression
Problems: A Case Study on
Older Adults’ Functional Profile

2022

IEEE Transactions
on Emerging
Topics in
Computing

Q1 (IF: 6.595) 7

Table 3.1: Relevant Publications

The set of relevant publications presented is the one that allows this
dissertation to be done following the modality of “thesis by compendium of
publications”. In the Doctoral Program in Information Technology of the
University of Extremadura, at the moment of submitting this dissertation,
it is established that those who have published the principal results of their
thesis in at least three very relevant journals (JCR Q1 or Q2), two very relevant

1https://scie.lcc.uma.es:8443/gii-grin-scie-rating/

https://scie.lcc.uma.es:8443/gii-grin-scie-rating/
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journals and one relevant journal (JCR Q3 or Q4), or two very relevant journals
and one relevant or very relevant conference (GGS Class 1 or 2) will be able to
do a thesis by compendium of publications. Therefore, this dissertation meets
the criteria imposed by the committee because I) all the publications included
in the compendium deal with the main parts of the dissertation, and II) all
of them establish a set that meets the quality requirements set. The second
requirement has been complied even without the need to include as relevant
publications to the compendium other publications of impact not so closely
linked to the core of this dissertation. These have been left as supporting
publications.

3.2 Supporting publications

In addition to the main results of the thesis, there are also a number of
transversal results of the dissertation, which have been published in high-
impact journals and relevant conferences and are included as supporting pub-
lications to this dissertation. There are also principal parts of the dissertation
that were first published as short papers or demo tools in national and inter-
national conferences, or in international workshops specialized in the topics of
this dissertation. Table 3.2 shows the list of supporting publications included
in this dissertation, consisting of one article in a highly relevant journal; one
article in a relevant journal; two full papers, one Ph.D. Symposium paper, and
one demo tool at international conferences; one full paper, one short paper,
three journal-first summaries, and one demo tool at national conferences; six
full papers at international workshops (some of them collocated with highly rel-
evant GGS Class 1 conferences); and one book chapter. In total, 19 supporting
publications are included that help to reaffirm the quality of this dissertation
together with the relevant publications already presented.
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á
n
ti
c
o
s

a
m
p
li
a
n
d
o

la
e
s-

p
e
c
ifi

c
a
c
ió
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The rate of world population aging is increasing. This situation directly affects all countries socially and economically, increasing
their compromise and effort to improve the living conditions of this sector of society. In environments with large influxes of
elderly people, such as nursing homes, the use of technology has shown promise in improving their quality of life. The use of
smart devices allows people to automate everyday tasks and learn from them to predict future actions. Additionally,
smartphones capture a wealth of information that allows to adapt to nearby actuators according to people’s preferences and
even detects anomalies in their behaviour. Current works are proposing new frameworks to detect these behaviours and act
accordingly. However, these works are not focused on managing multidevice environments where sensor and smartphone data
are considered to automate environments with elderly people or to learn from them. Also, most of these works require a
permanent Internet connection, so the full benefit of smart devices is not completely achieved. In this work, we present an
architecture that takes the data from sensors and smartphones in order to adapt the behaviour of the actuators of the
environment. In addition, it uses this data to learn from the environment to predict actions or to extrapolate the actions that
should be executed according to similar behaviours. The architecture is implemented through a use case based on a nursing
home located in a rural area. Thanks to this work, the quality of life of the elderly is improved in a simple, affordable, and
transparent way for them.

1. Introduction

The world is experiencing population aging, a trend that is
both pronounced and historically unprecedented. Over the
past six decades, countries had experienced only a slight
increase in the share of people aged 65 years and older, from
8% to 10%. However, in the next four decades, this group is
expected to rise to 22% of the total population, a jump from
800 million to 2 billion people [1].

Due to low population density and the migration of
young people to richer regions, the elderly often live alone
or in nursing homes where the elderly live there temporarily
or continuously. These nursing homes are modernizing their
facilities to provide better services and care to their residents.
These improvements affect the quality of life of the elderly
and the costs of nursing homes [2]. During the last few years,

they are making use of technologies [3–5], to make life easier
for their residents and help healthcare professionals to mon-
itor their health and daily activities.

Over the past few years, both for aging populations and
for the population at large, significant research efforts have
been devoted to various aspects of health monitoring and
active aging activities. One of the main objectives of the sci-
entific community is to monitor and accurately identify the
activity patterns of the elderly. Different studies have shown
that the activity patterns of the elderly are a valid parameter
to predict their quality of life [6]. There are approaches in this
area to propose new algorithms, techniques, or systems to
improve activity monitoring such as [7], focused on collect-
ing different types of home surveillance technologies for
monitoring behaviour of older people, or [8], where an archi-
tecture is developed that exploits the benefits of the Internet
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of Things (IoT) to capture location and other data to detect
patterns of behaviour in older people in a nonintrusive way,
or [7], where an IoT detection infrastructure for the city is
presented that through REST and Linked Open Data applica-
tion programming interfaces (APIs) collect and present data
related to older people.

In this line, there are different reviews in the literature in
which the different alternatives regarding the integration of
Ambient Assisted Living (AAL) technology in residences
are studied [9, 10]. Reviews in which network projects,
middleware, sensors, communications, or actuators are
proposed, although most of them with a very particular focus
and for specific scenarios, mainly focused on ubiquitous
sensor systems and telehealth devices.

An alternative to these residences is home care, automat-
ing and monitoring the daily activities of the elderly [11].
There are also reviews of studies and projects aimed at the
elderly for the home as an alternative to nursing homes [12,
13]. But this alternative is not sufficient in rural and dispersed
population environments due to infrastructure costs and the
difficulty of arriving at these homes in a minimum time in
case of emergency.

However, most of the current solutions provided by the
research community and companies offer too closed solu-
tions or address a very specific problem [14, 15]. Moreover,
most of these solutions do not allow the integration of devices
from different manufacturers or using different communica-
tion protocols [16]. Furthermore, collaboration between
these types of devices remains a challenge, considering that
the heterogeneity of devices and manufacturers makes this
collaboration difficult. In most deployment environments,
resources are limited as in rural environments or nursing
homes. In this sense, the economic cost of implementation
and deployment (mainly the cost of devices) of technological
systems that improve monitoring is a major barrier. More-
over, due to the poor Internet connections that exist today
in certain rural areas, it is necessary that the monitoring sys-
tem does not depend on a permanent Internet connection to
ensure its proper functioning. Therefore, it is necessary to
integrate all these technologies under a common system that
helps in the care and monitoring of the elderly, saving costs
and giving the possibility to any nursing home to create their
own smart ecosystem.

This paper presents an architecture that facilitates the
integration and collaboration of IoT devices from different
manufacturers. Also, this architecture makes use of machine
learning (ML) techniques to improve the automation and
detection of elderly people’s activities in nursing homes
located in rural and sparsely populated regions. In particular,
this architecture can be applied to any nursing home that can
conduct the monitoring of its patients through the use of the
latest technologies in an affordable way and independent of
the type of technology used. In addition, the architecture
has been validated and promising results have been obtained
in detecting people’s behaviours.

The rest of the paper is structured as follows. In Motiva-
tions, the main motivations and some related literature for
this paper are presented; then, in Architecture Proposal
Based on IoT and ML, our proposal for rural environments

is detailed, while in Use Case Description a use case is shown
for a better understanding of the proposal. Next, in Results
and Discussion, the obtained results and some discussions
are described, and finally, in Conclusions and Future Works,
the conclusions of this work are exposed.

2. Motivations

The high rate of population aging means that there are more
and more elderly people in nursing homes, and as a conse-
quence, more nursing homes are created to accommodate
them. One of the main activities of these homes is to monitor
the activities of the people who live there to detect behav-
ioural routines or possible abnormalities. Current technology
allows this monitoring to be carried out in a simple way
through intelligent devices such as sensors and actuators
[17]. These sensors and actuators are usually integrated
through a central node or controller that manages the
communication and the information exchange. However, in
environments with limited resources such as less populated
rural areas, the implementation and deployment of these
IoT systems can be difficult to achieve.

The monitoring of elderly people’s activities is possible
thanks to the latest technologies we have today. Among these
technologies, we can highlight the latest generation of sensors
that can detect movement when people are walking, if a door
is open or closed, if a tap leaks, if there is smoke in a room, or
trigger an alarm in an emergency situation, for example. The
use of sensors of this type allows nursing homes to monitor
the daily activities of their inhabitants in order to detect
behavioural routines or possible anomalies. There is a multi-
tude of sensors of all types that are offered to the market by
different suppliers. The choice of some sensors or others will
depend on the needs that the residence has and the available
budget and it will also depend on the rest of the devices to
integrate into the ecosystem. Creating an intelligent ecosys-
tem can be problematic when acquiring sensors or devices.
This is due to the lack of compatibility that currently exists
between devices from different manufacturers or those using
different communication protocols [18]. Because of this, in
environments with limited resources, alternative solutions
are needed to address this problem of integration and con-
nectivity, to provide nursing homes located in rural areas
the ability to create their smart ecosystem in a simple and
affordable way. In order to monitor the daily activities of
elderly in nursing homes, different technology projects have
been launched with the aim of establishing a comprehensive
care plan in the community through the adoption of smart
health and care in the area of geriatric care in nursing homes
[19]. The main idea of the new smart nursing homes is the
incorporation of technological devices for the monitoring of
determined vital signs or specific actions of the elderly, to
tackle specific aspects of health and care in these residences.
On the one hand, there are solutions for personal care and
integrity, such as bed-exit alarm systems [4] based on multi-
ple sensing such as infrared, ultrasonic, and triaxial acceler-
ometers on the route that patients pass by most often; facial
recognition systems for emotion detection with smartphones
to improve the quality of life of the elderly [20–22]; a
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smartwatch-based communication system for nursing homes
[23], which improve communication between residents and
caregivers, thus reducing staff response time and improving
residents’ safety; or an experimental smart diaper [24] as an
indicator of saturation for diaper change in people with
dementia living in nursing homes. On the other hand, there
are rehabilitation assistance projects, such as a new electro-
informatics assistive medical system [25] used for the com-
munication with neuromotor disabled patients, which allows
bidirectional communication through using an interface with
a software application by using different types of sensors
including switch-type sensors or eye tracking devices; a sys-
tem for monitoring and rehabilitation services for elderly
[26], based on mobile and wearable technologies ready to
be used in residential long-term care facilities to reduce the
risk of depression and social isolation; a telecare and telereh-
abilitation system using computer vision techniques [27]; or
a software application for tablet device [3] to support social
connections and reducing responsive behaviours of people
with dementia while in a care setting, such as nursing homes.
The use of touch screen tablets, such as an iPad, may offer the
possibility of helping people in rehabilitation with dementia
to remain in a care setting.

Also, other initiatives facilitate the work of caregivers and
medical staff, such as devices that assist in the early interven-
tion of diseases such as diabetes [5], dementia [28], or other
diseases [29]. The authors of this paper are working on differ-
ent lines to improve the life and health of the elderly; among
the many works we can highlight are an extensible environ-
ment for monitoring and detecting symptoms of depression
[30], different systems for food and beverage monitoring
[31–33], or a voice assistant to remind the pharmacological
treatment [34]. Although in this work we will only focus on
the self-management architecture based on IoT and machine
learning for rural areas, these approaches are interesting to be
aware of the common diseases and how the caregivers can be
supported.

Elderly monitoring provides valuable information to
those responsible for nursing homes. Thanks to it, daily rou-
tines or possible anomalies in the behaviour of the elderly can
be detected. These routines can be related to the time they get
up, when they have breakfast, at what time and where they go
for a walk, and even with whom they relate to most. Also,
these routines can help detect abnormal behaviours such as
a person spending too much time in their room, not relating
to others, or performing actions outside of their routine on a
regular basis [35]. All of this information is valuable to nurs-
ing homes and can be used to take action. The processing of
this information must be carried out in an intelligent device
through machine learning technologies. Today, there are a
large number of devices that can perform this type of com-
puting tasks, from small microcontrollers to servers specifi-
cally dedicated for such purposes. Most of the existing
proposals are focused on capturing the information obtained
from the cloud and processing it there [36]. In this sense,
smartphones are the smart devices that are evolving the fast-
est and achieving more computing capacity. Thanks to this,
the processing of the information that determines people’s
daily routines can be carried out on their own smartphone.

In addition, smartphones have different types of sensors that
can further enrich the information of the elderly and make
their monitoring more effective. However, this processing
does not allow us to obtain behaviours and anomalies from
a group of people, which is essential in social environments
such as nursing homes. Besides, this process should be per-
formed in a central device that integrates the different sensors
and actuators of the residence. In addition, in this paper, the
authors propose to make use of these techniques in a
balanced way between the central controller and the smart-
phones of the elderly that will allow to make better use of
the available resources and avoid possible overloads.

All these proposals are a great step forward, but each of
them involves the development and maintenance of a system
independently. This situation complicates the development
of smart ecosystems for nursing homes, as well as raising
costs. For all these reasons, the main efforts should be
directed towards the integration of all these proposals into a
single system [37].

3. Architecture Proposal Based on IoT and ML

The proposal presented in this work is aimed at taking
advantage of the benefits that the IoT offers in combination
with machine learning algorithms to monitor people in order
to detect pattern behaviours and to predict future actions in
nursing homes with no or intermittent Internet connection.
This is achieved by developing an architecture that integrates
different sensors and actuators in nursing homes to improve
the monitoring of elderly people and processing the gathered
data by these devices. Furthermore, the correct behaviour of
this architecture does not depend on the Internet connectiv-
ity as it is designed to work in rural areas with limited or no
Internet connections.

Although the proposal is designed for environments with
a limited Internet connection, it can be implemented in
places where the connection is stable such as nursing homes
located in smart cities, where there is a growing awareness of
intelligent devices and they are being incorporated into peo-
ple’s daily lives. The proposed architecture consists of three
main parts: inputs, a controller, and outputs (Figure 1). The
following sections detail these three aspects of architecture.

3.1. Collecting Data: Inputs. The inputs represent those
devices that can provide information about the environment,
such as (1) sensors of temperature, humidity, movement or
luminosity; also (2) people’s smartphones that can be used
to track their locations within the nursing home or frequent
interactions with other devices and to provide contextual
information about the person employing the different
sensors they possess (accelerometer and gyroscope), such as
whether they are moving, walking, and standing or any other
detection that can be deduced from the smartphone’s inter-
nal sensors; and (3) web services that provide additional
information about the seniors’ residence, such as virtual sen-
sors to monitor weather conditions, to know the TV guide or
upcoming events of interest.

In this sense, smartphones can process each person’s per-
sonal information to detect patterns of behaviour through
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machine learning techniques. This information is related to
location, interaction with other devices, data sensed by their
sensors, or time invested in a room. The information is
obtained through the different sensors that the smartphones
have, but in addition, it can be combined with the data
offered by the physical sensors placed in the residence to
obtain a richer and more accurate prediction. Nowadays,
mobile devices are increasingly powerful and capable. This
allows increasingly expensive operations to be carried out,
computationally speaking, and also at runtime, without the
time delay of these processes being increased [38]. That is
why the computation of the preferences of the elderly could
be done directly on their mobile (ML1) devices and sent to
the controller once processed, with the aim of offloading pro-
cesses to the controller. In this line, many libraries offer this
type of computing. TensorFlow (https://www.tensorflow
.org) offers the TFLite library for running predictions on thin
clients (such as Android) on models previously defined and
trained with TensorFlow. Also, from the latest versions of
Android (API 27), Google is working on the inclusion of an
API for Neural Networks (https://developer.android.com/
ndk/guides/neuralnetworks), which allows for definition,
training, and prediction on the same device. Regarding this
task, there are previous works [39] developed by the authors
of this paper based on the use of neural networks to automate
actions with IoT devices, where details of how to identify a
person’s behaviour and actions can be found. In that work,
the detected actions depend on information from the con-
text, such as the time, the day of the week, or the type of
IoT device with which the user interact with. In addition,
sensors’ values and other inputs mentioned in Figure 1 are
added to those input variables. Therefore, the sensors’ values
are considered together with the previously mentioned con-
text variables, to determine which conditions cause an elderly
to interact in one way or another with an actuator. For exam-
ple, the ambient temperature captured by a temperature
sensor can be decisive in how the elderly person acts with
an air conditioner. The used neural network is a Multilayer
Perceptron Neural Network (Figure 2), where there is an
input layer of the size of the context variables that is used

as an input, two intermediate layers of 45 neurons each,
and a bias neuron in each layer, to reduce the bias of data,
and an output layer of the number of actions that can be per-
formed with the actuators. In this way, each neuron in the
input layer has an associated context variable, taking its value
as input to make predictions. In addition, each neuron in the
output layer provides an associated action of a specific device,
indicating the probability of performing that action with that
device, based on the inputs specified in the input layer. The
number of intermediate layers, as well as their number of
neurons, is determined by adjusting the loss function and
evaluating the percentage of under- and overfitting during
training. This machine learning model provides the ability
to discover people’s pattern behaviour during the monitoring
with the aim to predict actions over the actuators, but it does
not provide the ability to detect behaviours that change over
time (actions that stop being executed in favour of new
actions). To detect these changes in elderly behaviour, it is
necessary to make the neural network aware of time, to
enable it to analyze not only the context variables that condi-
tion behaviour with an actuator but also the change in behav-
iour with the actuators (for the same or other context variable
values) over time. In other words, it analyzes a time series
with the changes in the way the actuators are used. For this,
recurrent neural networks (RNNs) are used, which allow
the neurons to be provided with memory. Specifically, Long
Short-Term Memories (LSTMs) are usually used, a type of
recurrent neural network that solves the short-term memory
problem of classic RNNs, so long data sequences can be ana-
lyzed. An alternative to all this is to use the same neuronal
network as now, creating a mechanism, like a system of
weights, to evaluate positively the records of newer interac-
tions against older ones. However, this solution is less appro-
priate and may give worse results than analyzing the time
series of interactions with an actuator, using an LSTM. At
this point, both the information processed by the smart-
phones and that produced by the different physical sensors
are sent as output from ML1 device and as inputs to the con-
troller, for identifying actions and social behaviours from a
set of people and smart devices.

Computer/Microcontroller

Inputs Controller

Sensors

Smartphones

Web services

ML1:
Routines

Integration

Interoperability

ML2: Anomalies

Actuators

Outputs

Notifications

Figure 1: Architecture for the integration of sensors and actuators.
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3.2. Processing Data: Controller. The controller, which can be
from a simple Raspberry Pi to a dedicated server, processes
the information coming from the different sensors and
smartphones (inputs) to interpret it. The controller consists
of three main components. The first component, integration,
is responsible for ensuring proper integration among the dif-
ferent devices (sensors and actuators). To do this, one of the
most popular assistants for the automation of smart environ-
ments is used: Home Assistant (HASS) (https://www.home-
assistant.io). HASS is a system designed for the configuration
and automation of many devices from different brands. It is
developed in Python, which is a free and open-source soft-
ware with a large community behind 216 and large support
of brands (https://www.home-assistant.io/integrations) such
as Amazon Alexa, Google Assistant, Ikea, Philips, Sonos, or
Xiaomi. HASS allows the integration of devices (sensors,
actuators, mobile phones, etc.) through a great number of
different protocols like Bluetooth, BLE, WiFi, ZigBee, or
MQTT, to be controlled or to make automation in a concrete
environment, like a smart home, an office, or as in the case of
this work, a nursing home. Also, this system allows triggering
specific actions when an event occurs, such as turning on a
lamp when motion is detected or sending a notification when
an alarm is triggered. HASS also allows nearby devices to be
detected through different mechanisms, such as those con-
nected to the same network (NMAP), or within Bluetooth
or BLE range. This is particularly interesting for finding out
who is nearby, where they are by tracking devices such as
smartphones, smartbands or smartwatches. The wide range
of possibilities that HASS offers is an interesting option to
perform the automation of the nursing home, allowing the
responsible of the nursing home to purchase a wide range
of smart devices. Once the devices are integrated, the interop-
erability component is responsible for ensuring the collabo-

ration among the devices. To achieve this collaboration
among smart devices, we must link elder’s needs to the ser-
vices that the devices offer. We define as needs the prefer-
ences that people have and that need to be covered in order
to perform a certain task, such as for example, selecting a cer-
tain luminosity level. These needs can be manually specified
by the person or be detected by another device, for example,
selecting a specific luminosity level when a person is entering
in a room. These needs will be covered by the services that the
smart devices possess within the nursing home. To this end,
ontologies are used to define the characteristics of the
sensors, actuators, and smartphones, with the aim of creating
logical relationships between them and facilitating their
collaboration.

There are numerous ontologies that currently exist for
healthcare in smart environments and that could be reused
for the proposed architecture. In this sense, the authors of
this paper developed in [40] a study of the most relevant
ontologies mainly related with healthcare. Some of the ontol-
ogies included in the study are HealthIoT, HOTMES, or
FIESTA-IoT. These ontologies can represent medical devices,
provide information to perform personalized services to
certain patients, represent smart environments dependent
on certain conditions or parameters, or monitor different
people’s activities. However, none of them gathers all the
information that is necessary to represent the correct com-
munication and collaboration between inputs and outputs.
A complete description of these ontologies is detailed in
[40] as well as their main properties’ pros and cons. The
development of ontologies is usually done to solve a specific
problem. It is for this reason that although the ontologies
considered have classes and types of data that could solve
our problem, they do not achieve it completely and do not
allow us to represent the required information in the way

...

... ...
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Figure 2: Neural network definition.
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we intend to do it. This information is related to the identifi-
cation of inputs and outputs, associated services such as turn-
ing on a light or triggering an alarm, parameters that indicate
the operation of the services, such as the intensity of the
lighting, specific preferences of people, and values of those
preferences to suit the devices. For this reason, we propose
an ontology to improve the interoperability among smart
devices in nursing homes. The proposed ontology is defined
as Ontology for Smart Monitoring (Ont4SM) (Figure 3).
The aim of this ontology is to represent the information of
smart devices belonging to different application domains
and manufacturers as well as the information about people
to achieve a semantic relationship.

Given the fact that both people and devices have services
and needs, we use a single class (Entity) to represent people
and the different sensors and actuators that we treat them
equally. In addition, this class allows us to represent the
entity’s personal information so that it can be correctly iden-
tified and for the moment is not necessary to make a separa-
tion. Besides, this ontology is able to represent the services
(Service) the entities have, as well as the needs (Need) that will
be solved by the available services. Wemust bear in mind that
the impact of services on needs will not always be the same
and will depend on different parameters. For this reason, a
class (Parameter) has been introduced that receives the nec-
essary parameters to make the invocation and to adapt the
service according to the characteristics of the need that it is
going to solve. The following example shows how the ontol-
ogy works and how the information represented in JSON for-
mat is treated. Let us suppose that a person, Bob, from the
nursing home is in the living room. Through the information
collected by his smartphone and contextual information, his
needs (Need) are detected and interpreted by the controller
and the nearby devices can adapt their services (Service) to
this person as well as additional information to identify
him in the nursing home (Figure 4). In this case, Bob would
like a medium illumination (6/10). To solve this, the intelli-
gent light bulb in the living room, a SmartBulb, receives the
data from the person through the controller to adapt the
lighting level to the detected need. In this case, the service
that allows changing the lighting is invoked and receives
the “illumination” parameter that acts directly on the
detected need when it is solved (Figure 5). Also, the Smart-
Bulb has an associated need to optimize energy consumption.

If there is a nearby entity that can perform this optimization,
for example, lifting a blind for natural light entering so that
the bulb can be turned off temporarily, the process would

hasService

hasNeed

Entity

hasParameter

Need
hasImpact

Service

hasId

ipAddress

hasName

reqValue
hasName

hasName

curValue
hasAddress

macAddress

isIn

Parameter

Figure 3: Proposed ontology to improve elderly monitoring in nursing homes—Ont4SM.

{
"hasId":"135487",
"hasName": "Bob", 
"macAddress":"4e:25:d5:f0:e4:4d",
"ipAddress":"192.168.0.115",
"isIn": "LivingRoom", 
"hasService":[], 
"hasNeed":[

{ "hasName":"Illumination", 
"reqValue": "6"

}
]

}

Figure 4: Entity Bob.

{
"hasId":"21547",
"hasName": "SmartBulb",
"macAddress":"db:93:09:a5:5c:69",
"ipAddress":"192.168.0.140",
"isIn": "LivingRoom",
"hasService":[

{
"hasName":"Illumination",
"hasAddress":"http://192.168.0.140/service?

illumination=value",
"curValue":"0",
"hasParameter": ["illumination"] }

],
"hasNeed":[ {

"hasName":"Consumption",
"reqValue": "2"

}
]

}

Figure 5: Entity SmartBulb.
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be repeated so that this need would be resolved by the service
of the nearby smart blind.

The processing of the ontology goes through several
phases from the entities which are detected in the nursing
home, until the information is processed to improve the
elderly monitoring. This is a brief description of the ontology,
so all the details about it and its processing is available in
[40]. The last component of the controller, ML2Anomalies,
is responsible for processing the information collected to
detect possible anomalies in people’s behaviour. In addition,
this component allows us to discover social behaviour that
can be identified within the nursing home, such us the fre-
quency with the people interact between them, what are the
most interesting topics they talk about or if they develop cer-
tain task together, such as play a game or go for a walk. This
can be done by using machine learning techniques. Thanks to
these algorithms it is possible to process the information
gathered from the inputs and to make a decision that allows
the adaptation of the actuators or to predict future actions in
the environment. To do this, unsupervised algorithms are
used for anomaly detections. Anomaly detection, in data
mining, is the process of detecting, for a large dataset, obser-
vations from this dataset that differ significantly from the
values taken by most other observations. Therefore, it is used
in tasks such as fraud detection [41]. Due to the unsupervised
algorithms work with unlabeled data, the previous data that
was used as input (sensors) and output (actuators) is used
as input for the anomaly detection algorithm. This allows
certain areas to be identified where the elderly is interacting
normally with the actuators, according to the input data from
the sensors, for example. When unusually operating with the
actuators according to the inputs, this interaction produces
data that is outside any of the zones where most of the data
is, assuming that the elderly are performing an action that
differs from their usual behaviour. Also, it is important to
indicate that, although the information of which elderly per-
forms a certain interaction with the sensors/actuators is
saved and it is considered as part of the model entries, the
information will always be processed globally for the whole
residence, so the models generated will be at the residence
level (one model to automate actions and another to detect
anomalies) and not models for each elderly. In this way, it
will be possible to extrapolate the models from a residence
to a similar residence, as will be seen in Results and
Discussion.

3.3. Taking Actions: Outputs. Finally, the outputs represent
the actuators that are in charge of triggering different actions
depending on the information that has been previously proc-
essed. These actions will vary depending on the type of actu-
ator, such as setting a certain illumination, regulating the
temperature of a room, tuning to a specific channel on the
television, and turning on/off a device connected to the elec-
trical current. Additionally, push notifications, or any other
type of notifications, could be sent to caregivers in case of
emergency. One of the main advantages that this architecture
has is that it does not require an Internet connection. Once
the architecture is implemented, the sensors and actuators
are connected through different communication protocols

to the controller, which is in charge of performing all the
information processing locally. The integration of these three
parts of the architecture, inputs, a controller, and outputs,
contributes to improving the elderly monitoring in a trans-
parent way for them mainly in environments with limited
or no Internet connection such as rural areas or small
villages, isolated from the big cities.

4. Use Case Description

The proposed use case is based on a nursing home located in
a rural area with limited resources. In this residence, it has
been proposed to monitor the daily activity of the elderly liv-
ing in the second floor to check what activities they do or
when and even to detect strange behaviours. To do this, the
nursing home’s caregivers want to use the latest technologies
that allow data to be collected and processed in the most effi-
cient and easy way. Due to limited resources, such as Internet
connectivity or a minimal budget, it required a solution that
they can perform simply and affordably.

For the proposed use case, it has been decided to use three
different communication protocols (WiFi, ZigBee, and Blue-
tooth) to take advantage of the benefits of each of them and
to cover a wider range of different devices’ specification. In
addition, the use of different technologies serves as a comple-
ment to evaluate the integration, collaboration, and interop-
erability among different sensors and actuators. The selected
sensors and actuators are shown in Table 1, as well as the
different smartphones that the elderly living in the residence
have.

In Figure 6, the floor plan of the second floor of the nurs-
ing home on which the current case study is conducted is
shown. In this floor, there are four rooms for people, a living
room, and the central corridor automated with sensors
(green) and actuators (red). Each room is provided with a
sensor to control when the windows are opened and closed,
as well as a bulb to change the luminosity or color, and a
socket to turn on/off any electronic device connected to it,
for example, a TV or a radio. Besides, sensors to control the
opening of windows and smoke detection, temperature, and
movement sensors have also been installed in each living
room. In addition, the living room has sockets that allow
elderly to activate or deactivate any device connected to it, a
smart button that allows elderly to interact with the light
bulbs or other smart devices, a bulb that can change its inten-
sity or color apart from being turned on/off, and a thermostat
that allows to regulate the temperature of the room. Different
devices have also been installed in the corridor to monitor the
activities of the elderly. In the corridor, there are a movement
sensor, a smoke detector, and a general alarm that allows for
notification of possible incidents. On this second floor, four
elderly people (yellow) are currently living, who move freely
between the rooms and the living room to perform personal,
social, or leisure tasks. Each person has its personal smart-
phone that collects information about their position, who is
near them and even the most used applications, to recognize
behaviour patterns in their daily routines. These smart-
phones are constantly gathering data from the different sen-
sors they have with the aim to detect behaviour pattern about

7Wireless Communications and Mobile Computing



their owners by using the machine learning techniques previ-
ously explained. Also, in this second floor, a controller is
located, a Raspberry Pi (blue), that receives and sends infor-
mation from sensors, actuators, and elderly smartphones

via WiFi, Bluetooth, and ZigBee, depending on the type of
device. All these devices have been integrated through HASS
to perform the appropriate automations as well as to adapt
their behaviour to the environment. The information

Table 1: Selected controller, sensors, actuators, and smartphones for the use case.

Device Supported protocol(s) Description

Controller

(i) Raspberry Pi 3 Model B+ WiFi/Bluetooth/ZigBee The controller to manage the environment

Sensors

(i) Motion sensor Xiaomi ZigBee To detect movement

(ii) Temperature/Humidity Xiaomi Bluetooth To control the temperature and humidity

(iii) Doors/Windows closed Xiaomi ZigBee To detect when a door or window is opened

(iv) CR Smart Home Smoke Xiaomi ZigBee To detect smoke/fire

Actuators

(i) Xiaomi Yeelight Color V2 WiFi Bulbs to illuminate rooms/corridors

(ii) Smart Plug Zoozee WiFi Plugs to control electrical devices

(iii) Google Nest WiFi Thermostat to control the temperature

(iv) Smart Switch Xiaomi ZigBee Button to trigger different actions

(v) Xiaomi Aqara Gateway WiFi/Bluetooth Alarm to trigger notify emergencies

Smartphones

(i) Xiaomi Mi 9 WiFi/Bluetooth Elder’s daily data

(ii) Huawei Mate 20 WiFi/Bluetooth Elder’s daily data

(iii) Moto Z WiFi/Bluetooth Elder’s daily data

(iv) Honor 9 WiFi/Bluetooth Elder’s daily data

Figure 6: Nursing home floor plan (2nd floor) use case.
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collected in this environment is processed through unsuper-
vised algorithms previously detailed in the controller to
detect anomalies in elderly behaviours.

Thanks to the structure of the proposed architecture, as
well as the technologies it uses for the integration of devices
and information processing, the data collected in this use
case are potentially usable for the detection of behaviour pat-
terns and anomalies in residences with similar characteristics
(number of people, arrangement of sensors and actuators,
size of the building, location, etc.).

5. Results and Discussion

The need for mechanisms to facilitate the monitoring of
older people is increasingly real. The increase in the average
age of the population poses new challenges to societies and
healthcare systems. Nonetheless, the emergence of the area
of IoT research, wireless communications, and mobile com-
puting is raising hopes for automated assisted environments.
These environments combine the advances of sensor net-
works with those of run-time monitoring systems, to create
intelligent nursing homes capable of monitoring the elderly.
However, although various AAL systems have been proposed
in the last years, the goal of realizing an effective support sys-
tem for elderly is still far from reach. That is why, in this
paper, we have presented a project aiming to reengineer a
set of everyday life objects, equipping the nursing home with
different types of sensors and actuators, thus monitoring the
condition of older people in their nursing homes and provid-
ing security while preserving the autonomy and indepen-
dence of the persons, in an environment with limited
resources such as rural areas. This solution is based on an
architecture capable of managing different types of devices,
such as sensors, actuators, and smartphones with an algo-
rithm to detect pattern and anomalies in elderly behaviour.

The developed algorithm to detect pattern behaviours
has shown promising results. The following results are an
extract of the main work developed by the authors of this
work [39] where the neural network developed and evaluated
in different scenarios for the detection of behavioural
patterns in different scenarios of people is presented.

In this case, these results are related to the (ML1: Rou-
tines) component of the proposed architecture. The results
shown correspond to the behaviour of an elder in the nursing
home who performs different activities from Monday to Fri-
day, on Saturday he/she goes for a walk, and on Sunday
he/she goes to his/her children’s house. The validation lasted
three weeks. The two first weeks were used for training the
model with information about the different actions that the
users performed with the present devices for this scenario.
And the last week was used for the testing phase in order to
get prediction and evaluate them. Some predictions were also
made during the two weeks of training, to check how much
data were needed for the system to start learning new behav-
iours and how the predictions improved with new records.
However, this depended a lot on how frequent the behaviour
is. First, regarding the responsiveness, it is interesting to indi-
cate that on average 11.05 seconds are required to refit the
neural network with the inputs of each user every day and

1.35 milliseconds on average are required to make a predic-
tion. As can be seen, the responsiveness is very good for
almost any IoT application. Other similar proposals [42]
are getting prediction times of 896.1 milliseconds (when the
number of devices is small) and 1.21 seconds (when the num-
ber of devices is higher). Training times are not included in
these proposals. Second, regarding the accuracy, the results
obtained for the scenario can be seen in Table 2. In this table,
the number of predictions, the correct and the incorrect ones,
is detailed.

By analyzing the joint results for that scenario, we have to
notice that 33 predictions were not correct. According to this,
we detected that 29 were produced by trying to predict
actions that do not have a specific behaviour pattern, since
there were records of different actions for the same device
in the same context and for the same user. For example,
imagine a person who sets a different television channel every
day when arriving at the nursing home. If the system tries to
predict which channel the person will choose, the probability
of getting a correct prediction is low. For the other 4 incorrect
predictions, the model was not able to learn the action.
Therefore, it can be said that only 4 out of the 245 predictions
were not correct.

In addition to analyzing the results offered by the model
in terms of accuracy, it is important to analyze other func-
tions measuring the quality of the developed model. For this
purpose, the loss function has been used. The loss function
for the model discussed in this section is shown in Figure 7.
It can be seen how the function tends to the value zero (target
value in this function), which allows us to know if the value of
the learning rate or the value of the batch size is appropriate.
To do this, the evolution of the loss function through the
epochs is compared with the ideal evolution of the loss func-
tion [43]. Thanks to this analysis, it can be determined that
the learning rate is good, although it could still be reduced
a little. The noise that can be observed in the loss could be
reduced by decreasing the batch size a little but is not
significant.

Table 2: Table of predictions.

Predictions Correct Failed Accuracy

245 212 33 0.86
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Figure 7: Loss function for the validation model.
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In addition, we also evaluated the probability of success
for every prediction in order to identify a threshold that
allows us to know when a predicted action should be per-
formed or not. In Table 3 can be appreciated the average,
the maximum, and the minimum value and standard devia-
tion for the probability of the correct and failed actions.

Finally, to determine the threshold, a univariate distribu-
tion has been created with the value of the probability of suc-
cess of the correct (Figure 8(a)) and failed (Figure 8(b))
predictions. Thanks to these data and reducing the number
of false positives even if the accuracy is reduced, it can be
determined that the best threshold is over 0.4 and 0.5.
Besides, in Table 4, it can be observed that a threshold of
0.44 is better, because a lower threshold includes more false
positives.

With the obtained results, it can be stated that the algo-
rithm has been able to correctly predict 86% of the interac-
tions, failing only in 1% of the predictions or when the
performed actions do not follow a pattern.

Regarding the machine learning algorithm development,
another way to implement them to detect pattern behaviours
and anomalies can be by developing a single model using the
neural network for both functions. Each time an elder
performs an action manually, he/she employs the neural net-
work to check the probability of execution of that action,
according to the model trained with previous records and
the context (inputs). By assigning a minimum probability
threshold, if the action being executed by the elder does not
exceed the threshold in the prediction model, it is considered
an anomaly. This is because the elder is performing an action
that has very little probability of being performed according
to his/her usual behaviour. Also, it is necessary to verify that
there are actions that the elder could perform at that moment
that exceed the threshold. If not, the reason why the per-
formed action did not exceed the probability threshold could
be that the model is not sufficiently trained for that situation
and not because of an anomaly. However, this method is
more susceptible to errors, since there are already dedicated
algorithms to do this. It could be useful in case we wanted
to reduce to the maximum the amount of computation and
complexity of the controller, using a machine learning model
for everything. This may be a way to reduce the energy foot-
print on the controller.

Although the selected use case is based on a nursing
home with specific characteristics, the proposed architecture
can be implemented in another nursing home. This is espe-
cially beneficial. This work is part of a project on gerontech-
nology, in which one of the tasks is to define an architecture
that can be used in all residences in the regions of Extrema-
dura (Spain) and Alentejo (Portugal). This architecture and

implementation allows to reduce the costs of the residences
and be more efficient in caring for their residents. The bene-
fits of the proposed architecture should be considered when
implementing this as well as the requirements of the destina-
tion nursing home. These benefits include the wide variety of
sensors and actuators that can be integrated, regardless of the
manufacturer and technology used. More and more devices
are compatible with systems like HASS, which allow users
to create their own intelligent environment without having
to rely on third-party applications or hardware to operate
and communicate with each other. This allows the applica-
tion to be used in rural environments, even if it has no
Internet connection or is limited, because all information
processing is done locally at the controller. To implement
the architecture in any other scenario, it would be necessary
to study the available resources and the available budget. Fur-
thermore, it would be necessary to study the requirements,
mainly the type of sensors or actuators to be used, depending
on the type of monitoring and the performance to be
achieved. For example, monitoring the movement of people
or if the lights remain on for a long time. In addition, it must
be decided what type of controller will be suitable for manag-
ing the environment, from a microcontroller to a dedicated
server with more power and resources. This decision will
vary depending on the size of the environment and the num-
ber of devices being managed. Once the sensors, actuators,
and the controller have been identified, they must be inte-
grated into the HASS installed in the controller so that the
information from the sensors, actuators, and smartphones
can be processed by the machine learning algorithm to detect
behaviour patterns or predict certain actions. If the new sce-
nario in which the architecture is to be implemented has the
same number and type of sensors and actuators as any other
previously known scenario, the machine learning models can
be exported from the known scenario to the new one.

Otherwise, if some of the inputs or outputs were different,
it would be necessary to modify the inputs and outputs of the
models, having to generate new models and train them from
scratch. From this moment, it is possible to start with data
collection and environment automation to perform the
necessary tasks.

The system developed promises to be of great help to
older people, especially in environments with reduced or no
Internet connection such as rural areas. As mentioned above,
the proposed architecture can also be applied in residences
located in settings with good Internet connections. These
environments can even enhance the characteristics of the
proposal, allowing tasks to be performed remotely, such as
controller management, using cloud services for more com-
plex data processing or monitoring the status of people in
the residence from other locations. In the case of remote
management, HASS makes it easy to do so through the Nabu
Casa (https://www.nabucasa.com) service, which allows
access to the control panel from anywhere through the Inter-
net browser. In this way, the HASS can be managed and the
information of the sensors installed in the nursing home can
be evaluated. For data processing in remote servers, the great
versatility that the Raspberry Pi offers would allow one to
easily cloudify these services, using Amazon Web Services

Table 3: Table of measures over probabilities.

Measure Correct predictions Failed predictions

Min. value 0.3266 0.3266

Max. value 0.9923 0.9667

Average 0.7825 0.5898

Typical deviation 0.1800 0.1850
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(AWS) (https://aws.amazon.com) or Microsoft Azure
(https://azure.microsoft.com), to send the data and to be able
to recover the results once processed. This feature could be
added in the future to expand the possibilities of the architec-
ture and support new features. Although the potential bene-
fits of the proposed architecture have already been shown,
further work is needed to overcome current limitations.
Among these limitations is the amount of data required for
the machine learning model to be able to act correctly. In this
sense, machine learning models are more accurate when they
have a large amount of data, so when used in small environ-
ments with few interactions with actuators, data collection
can take a long time until the model begins to generate more
reliable predictions. For the studied scenario, Figure 9 shows
a line chart with the evolution of the accuracy of predictions
with respect to the amount of data that has been collected.
This chart shows the evolution of the accuracy in the 3 weeks
that the validation lasted. However, only data for 15 days are
shown, because the user did not use the system every day of
these 3 weeks. When there were no interactions, the model
was not retrained. These days are not represented in the chart
in order to improve its readability. In this chart, it can be seen
how, as the size of the datasets grows, the gap of the accuracy
between the training and testing datasets (the overfitting) is
reduced. It is important to mention that the training is done
with data from real users. Then, the accuracy evolution
depends on how they use the system. If a user always uses
the system with a strongly determined behaviour, the
amount of data needed to obtain good predictions will be
low. If not, more data are needed and the algorithm will
not be able to offer high accuracy predictions in all cases.

During the training period, the model is trained with the
actions performed in the different devices. Therefore, if the
user has a random behaviour with any of them, the accuracy
goes down, even if the probability of success of the model for
the rest of the devices is high. To finish analyzing this figure,
it is important to note that the accuracy values for the last
measurements are not identical to those in Table 2. This is
because the accuracy shown in Table 2 is obtained based on
the number of actions that is automated by the user with
the last trained model and the number of these actions that
the user accepts or corrects immediately. The accuracy
shown in this graph is the one obtained at the moment of
training the model and testing it. Figure 10 shows, for the
same period, the time needed for training (using CPU) and
the space required to store the dataset. The training time is
divided into two phases that are part of the training phase:
data cleansing and fit network. In this way, the amount of
training time dedicated to each of these tasks is shown. From
the chart, it is possible to see how adding more data to the
dataset does not considerably affect the time needed to train
the model. This is because the amount of data that is collected
in this timeframe is small, as can be seen in the size dataset
(on the order of kilobytes). The number of inputs that the
neural network model has for this scenario is small. If the

4

3

2

Fr
eq

ue
nc

y

1

0
0.2 0.4 0.6 0.8 1.0 1.2

Probability

(a)

2.5

2.0

1.5

Fr
eq

ue
nc

y

1.0

0.5

0.0
0.0 0.2 0.4 0.6

Probability
0.8 1.0 1.2

(b)

Figure 8: Univariate distribution of probabilities: (a) for correct predictions; (b) for failed predictions.

Table 4: Table of measures over threshold.

Threshold False neg. False pos. Correct % success

0.40 5 30 210 0.8571

0.42 10 26 209 0.8530

0.44 11 23 211 0.8612

0.46 13 22 210 0.8571

0.48 17 21 207 0.8449

0.50 21 19 205 0.8367
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Figure 9: Evolution of accuracy along validation period.
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number of inputs in the model grows, the increment of the
space occupied by the dataset with respect to the timeframe
will be greater.

Another current limitation is that the information col-
lected from smartphones is limited to space and time
variables. To obtain other types of information, it would be
necessary to install a mobile application that provides more
detailed information.

In addition to these limitations, a procedure to evaluate
the architecture has been performed using the ATAM
(Architecture Tradeoff Analysis Method) methodology
[44]. ATAM allows the evaluation of software architectures
through nine steps grouped into four phases (presentation,
research and analysis, testing, and reporting) to mitigate risks
related to quality, performance, availability, security, and
modifiability. One of the benefits of ATAM is that it can be
used during different parts of the architecture’s life cycle,
either at the beginning when the architecture is being
designed, throughout its life cycle, when the architecture is
defined but barely developed, and even for a fully defined
architecture. In this sense, the evaluation of the architecture
proposed in this paper is made in a preliminary way to know
the most important risks that it may contain.

(i) In terms of the quality of the architecture, the pro-
posal advocates offering nursing homes the latest
technologies for the domotization of smart environ-
ments. Among these technologies, the use of
machine learning algorithms (TensorFlow) for data
processing, or Home Assistant for the integration
of intelligent devices, stand out. Also, these technol-
ogies have wide support from the scientific commu-
nity, which allows the quick identification and
solution of problems and a more than acceptable
capacity of expansion. The risks associated with the
quality of the architecture reside in the degradation
of the physical devices over time and with the condi-
tions of the environment, where interference with

other devices or the physical layout of the walls of
the residence could affect the architecture behaviour

(ii) The performance of the architecture depends on the
type of devices selected for monitoring the nursing
home. The architecture is designed to accept any
type of device and taking into account that this
implies a cost for the nursing home’s managers.
Moreover, since the controller is the main device, it
can be more or less powerful depending on which
ones are chosen. In the example proposed, we have
chosen to use a low consumption microcomputer
(Raspberry Pi) whose characteristics are sufficient
for a small-medium size environment. However,
the capacity of this device can be reduced depending
on the number of devices that are integrated and the
size of the nursing home. This is why this device can
be replaced by higher performance elements such as
a dedicated server to carry out all the required
processing

(iii) In an intelligent environment, the availability is a
key property. However, this feature often depends
on the network infrastructure. In this case, the nurs-
ing home does not have to offer an Internet connec-
tion, but it must have at least one gateway (a router)
enabling a local network with intelligent devices.
Furthermore, although only one controller has been
proposed to be installed, this could be replicated in
another area of the nursing home to make the archi-
tecture fault-tolerant in case errors are triggered by a
controller. For environments where there is an
Internet connection and where the characteristics
of the architecture can be extended, again there must
be a backup system that allows the output to the
Internet in case of an error

(iv) Also, the security supposes a fundamental aspect in
software architecture. On the one hand, the

2 4 6 8 10 12 14
Day

0

2

4

6

8

10

12

14

Fit network
Data cleansing

5.0

7.5

10.0

12.5

15.0

17.5

20.0

22.5

25.0

Time to train
Size dataset

Si
ze

 (K
B)

Ti
m

e (
s)

Figure 10: Evolution of time and space needed for training along validation period.

12 Wireless Communications and Mobile Computing



architecture contemplates that the devices can be
connected through secure P2P protocols against
the controller, using WiFi, Bluetooth, or ZigBee
technologies. This means that once configured, the
devices only communicate with the controller to
send and receive data. On the other hand, the pri-
vacy of people’s data is a crucial aspect. This is since
sensitive personal data is handled. Therefore, the
authors of this paper are firmly committed to data
privacy and have been working for some time to
guarantee this privacy. In this sense, the authors of
this paper are working on a framework that allows
people to decide what information to share and with
whom [45]. This allows residents to decide what
information will be shared from their mobile devices
with the rest of the devices and the controller. There-
fore, data privacy is guaranteed and only the data
that people want is shared. Another important point
is that taking into account that no Internet connec-
tion is required and that the processing is done
locally, the data does not travel to remote servers,
thus reducing the chances of eavesdropping by third
parties

(v) Finally, the characteristics of the architecture allow it
to be easily adapted or modified, improving the sys-
tem scalability. Both the integration of new devices
and the configuration of existing ones are done intu-
itively from the controller by using the GUI pro-
vided by Home Assistant. However, it must be
taken into account that the evolution of smart
devices advances at great speed and that the commu-
nication protocols are constantly updated. This
means that the controller must have its libraries
updated to ensure the greatest possible compatibility
with new devices. Also, Home Assistant is such a
versatile software that any type of script can be
incorporated to modify the behaviour of the control-
ler or to add new functionalities easily. As for data
processing, the machine learning algorithms used
to allow them to be retrained with new data to detect
new patterns or anomalies in patients easily. The
previous paragraphs largely summarize the most
important risks detected through ATAM. Although
this is a preliminary report, the authors of this work
plan to continue with this methodology during the
architecture’s life cycle to detect new risks that may
arise to offer a solution with the highest possible
quality

6. Conclusions and Future Works

This paper deals with the problem of automating environ-
ments to make everyday tasks easier for the elderly, through
the use of smart IoT devices and machine learning tech-
niques. To this end, an architecture has been proposed that,
through a controller, allows data to be collected from multi-
ple types of sensors and smartphones, to modify the behav-
iour of the available actuators under people’s preferences.

To favour multidevice environments and give users the free-
dom to use different types of sensors and actuators, the archi-
tecture is capable of working with WiFi, ZigBee, and
Bluetooth (among others) communication protocols. Also,
a neural network model has been developed that, from the
data collected, allows the controller to be able to learn about
the habits and routines of older people, predict future behav-
iour, and detect anomalies. This information analysis is also
valuable for informing family members or health experts of
the habits or routines that older people normally follow,
reporting abnormalities or notifying in emergencies.

To validate the proposed architecture, the implementa-
tion has been done in a daily environment where many
elderly people live: a nursing home. Thanks to the conducted
automation, it is possible to detect when one or several peo-
ple enter a room and turn on the TV, to turn off the lights
when they leave, or to turn on the heating at the time they
normally go to the living room. These interactions are also
valuable in improving the model more and more. When data
from a longer period becomes available, the use of the men-
tioned LSTM networks will be evaluated if it is necessary to
allow the system to learn to identify changes in the way
elderly interacts with the actuators. As future work, the
implementation for the detection of anomalies (ML: Anoma-
lies) by means of unsupervised algorithms will be performed.
Besides, the conducted machine learning model will be
extrapolated to an environment with similar characteristics
to evaluate its operation and to be able to adjust those param-
eters that are necessary.

Thanks to this proposal, better monitoring of elderly peo-
ple in nursing homes is achieved through the use of all kinds
of intelligent devices, thus improving their quality of life and
the effectiveness of their caregivers. Also, the flexibility and
scalability that the presented architecture offers allow nursing
homes to implement the system with a wide range of devices
and without the need for an Internet connection.
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a b s t r a c t

The exaggerated use of smartphones and growing informatization of the environment
allows modeling people’s behavior as a process, namely, a social workflow, where both
individual actions and interactions with other people are captured. This modelling includes
actions that are part of an individual’s routine, as well as less frequent events. Although
infrequent actions may provide relevant information, it is routine behaviors that character-
ize users. However, the extraction of this knowledge is not simple. Current process mining
techniques face problems when analyzing large amounts of traces generated by many
users. When very different behavioral patterns are integrated, the resulting social work-
flow does not clearly depict their behavior, either individually or as a group. Proposals
based on frequent pattern mining aim to distinguish traces that characterize frequent
behaviors from the rest. However, tools that allow grouping/filtering of users with a com-
mon behavior pattern are needed beforehand, to analyze each of these groups separately.
This study presents the so-called federated process mining and an associated tool,
SOWCompact, based on this concept. Its potential is validated through the case study
called activities of daily living (ADL). Using federated process mining, along with current
process mining techniques, more compact processes using only the social workflow’s most
relevant information are obtained, while allowing (event enabling) the analysis of these
social workflows.

� 2022 Elsevier Inc. All rights reserved.

1. Introduction

The development of process mining enables access to new frontiers in the analysis of social workflows (SOW) [17]. The
exaggerated use of mobile, particularly smartphones, and Internet of Things (IoT) devices is placing a huge amount of the
sensors around people. Owing to this growing infrastructure unprecedented volumes of information regarding people’s lives
have become readily available. Representing all this information in a chronological log allows us to consider a person’s life as
a process execution, namely, the process of that individual’s life. Subsequently, routine behaviors and patterns of conduct
can be inferred. The analysis of thousands or millions of these executions pave the way for determining how individuals
and groups behave; thus, providing new perspectives on SOWs [17]. Subsequently, it is possible to further analyze patterns,
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such as calculating the probability of an individual performing a given activity. The corresponding activity is defined as the
next activity of an individual who previously engaged in a specific sequence of activities, or the most likely behaviors within
a particular social group. Examples of systems relying on such techniques are those that analyze interactions among indi-
viduals to improve recommendation systems [36], how customers move in shopping malls to determine preferred destina-
tions [14], or assess patient routines to establish causal relationships in healthcare applications [49].

Although applying process mining to analyze SOWs can be particularly useful, certain facts must be considered first. Pro-
cess mining techniques and algorithms assume that traces in the logs correspond to instances of reality that tend to be gov-
erned by a defined process. However, when it comes to social flows, each trace corresponds to a behavior of an individual,
which is not necessarily deterministic. Therefore, a behavior does not need to match that of other individuals. When it does,
it is highly likely that this is a coincidence [17]. Using process mining techniques on a set of traces when there is no clearly
defined process usually leads to unrealistic, abnormally complex, and unreadable [21] process models with many states and
transitions [32]. These are difficult to analyze, and will not provide relevant information about any of the social groups
involved.

For these reasons, it is necessary to adapt process mining techniques to the specific features of SOWs. This study presents
a methodology called federated process mining (FPM), which applies process mining techniques to the analysis of complex
SOWs based on the concept of software federation: A group of semi-autonomous devices operating together for a common
purpose. Consequently, each member of the federation carries out their task individually, before all results are pooled. For
the case under discussion, each individual’s data will be processed independently. Then, the integrated data of the users that
form an SOW, based on common behaviors, will be analyzed. Using the computational capabilities of contemporary smart-
phones, each individual behavioral process model can be discovered locally. This design decision assumes that the behavior
of an individual is not erratic [16], and thus the resulting models avoid unnecessary complexity. By querying smartphones,
only the relevant individuals, those that show patterns of conduct of interest, are selected, and their traces are aggregated to
generate a workflow for this particular social group. This approach avoids unwanted variability, resulting in higher quality
process models of SOWs.

Utilizing smartphones to perform the first phase of the proposed methodology limits the proposal to the analysis of SOWs
generated by data stored on such devices. However, the exaggerated presence and constant use of these devices in people’s
daily lives make them perfect candidates for the analysis of SOWs.

To demostrate how the proposed method can be used and its benefits, we present SOWCompact, a tool for federated pro-
cess mining that uses existing process mining tools and algorithms in a federated architecture. SOWCompact has been val-
idated with a case study named activities of daily living (ADL) [24], using an existing dataset that contains event logs on ADL
from real users.

This research suggests a way to successfully apply process mining techniques to the analysis of SOWs using a federated
method to reduce the complexity of the generated models without a quality loss of models. Additionally, by leveraging
mobile computing resources, this method reduces the amount of information sent to the process mining servers, which
reduces both data traffic and, more importantly, computational load.

The novelty of this proposal lies in the distribution of the social workflow process mining procedure in two phases
through a distributed architecture. It leverages of the computational capabilities of the smartphones in performing an initial
individual process mining phase. In addition, this distributed architecture enables adopting a new filtering method based on
the identification of users that meet a behavior of interest. This approach creates more compact models that represent more
accurately the behavior of a specific social group.

The remainder of this paper is structured as follows. Section 2 introduces the motivations behind this study. Section 3
highlights the weaknesses of the current state-of-the-art methods both regarding process mining and social workflows, pro-
viding crucial background information on the novelty of our approach. Section 4 describes the federated process mining
method and proposes a starting point architecture for tools using this method. Section 5 introduces the so-called SOWCom-
pact, describes its main features, and demonstrates how it can be used to successfully analyze SOWs. A methodology to
assess of the proposed approach in any case study is presented in Section 6. In Section 7, the results of applying this method-
ology to assess the validity of our proposal in the case study described in Section 6.1 are presented. This is followed by an
analysis and discussion presented in Section 8. Finally, Section 9 concludes this study and discusses future research
directions.

2. Motivation

Social computing (SC) is the area of information technology that deals with the interrelations between social behavior and
computer systems [46]. Initially, SC mainly focused on processing and analyzing social information [38], which is defined as
the fingerprint left behind by people when performing daily activities. However, the term has progressively evolved toward a
wider meaning that includes using computer systems to support any type of social behavior, where humans are the main
protagonists; not only as beneficiaries but also as active players [9].

The exaggerated use of smartphones among a large part of the world’s population makes these devices ideal for virtually
representing their users [30]. Performing SC tasks on users’ smartphones allows harnessing the computing power of each
user’s device while preserving the privacy of the user data [18] and reducing power consumption [4]. We have also worked
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on the deployment of application programming interfaces (APIs) on such devices to distribute computing processes, which
facilitates communication and data requests between the server and smartphones [26].

In the context of SC, social media mining is defined as the process of representing, analyzing, and extracting patterns and
trends from social media data. Its objective is to generate detailed profiles of individuals and social groups [35].

Social workflows (SOWs) model describes how a group of people performs a set of activities [17]. The sequence of activ-
ities performed by each individual during the SOW is represented by a trace.

Accordingly, activities of daily living (ADL) are the daily routine activities of a person performs [24] (e.g., eating, drinking,
walking, or exercising). Studying these activities can be contemplated in SC, because the process that follows a person per-
forming their ADL can be considered an SOW.

The application of process mining techniques to ADL SOWs allows the mining of processes carried out by users in their
daily activities. Although each person’s daily routine can drastically differ from that of the people around them, often we can
observe behaviors that are common to certain groups. Identifying people who are part of a particular group would allow us
to establish, for instance, certain behaviors that these people have in common. Thus, the behavior of a particular group would
constitute a specific SOW, different from that of any other group. The identification of this SOW and its associated processes
may be beneficial in different fields. For example, in medicine, such an approach could ensure the effective monitoring users’
health and habits, which would improve the results of preventive medicine and patients’ quality of life [49]. This approach
may also help identify deficiencies or anomalies in people’s behavior [48].

However, while process mining techniques can positively contribute to SC, they remain far from providing satisfactory
results. The reason for this is illustrated in Fig. 1, where the model generated using a heuristic algorithm for process mining
is demonstrated. This model integrates the traces of the ADL SOWs of only seven different users and monitors their activities
for an average period of ten days. Observe that, although the number of users and time frame are limited, trying to discover
frequent patterns using that model is difficult. For example, three out of the seven users go shopping before preparing a meal
(meal preparation). This simple pattern that is composed of only two activities is difficult to identify among many different
patterns that intersect with it because other users’ patterns also include these activities. Furthermore, it is even more diffi-
cult to identify other patterns that are met simultaneously with the one initially queried.

To solve this problem, a novel method of pattern extraction is required. Instead of processing the traces of all users, a bet-
ter solution is to consider only the traces of a group of users that already possess the required pattern. To do this, we need to
discover the individual model of the behavior of each user. Then, these individual models are filtered to identify which users
exhibit the required pattern.

3. Related work

Before explaining the solution proposed in this study, it is necessary to review the existing literature in the field of process
mining applied to social workflows and events carried out by users that correspond to activities with a certain degree of vari-
ability. Moreover, using smartphones to carry out these tasks should be discussed.

Process mining techniques are divided into different categories based on their main goals. Process discovery is one such
technique that is used to generate a process model based on the behavior captured in a log [1]. This study focuses on this
type of process mining to discover the processes contained in the data captured by each smartphone, so that they can be
processed further later.

In the process discovery domain, several studies have attempted to leverage the models generated to perform workflow
analysis. Van der Aalst et al. [45] proposed a solution based on process discovery to estimate the waiting time on a phone
call. These systems have also been used for commonly in recommendation systems. Schonenberg et al. [36] proposed a rec-
ommendation service based on a log, in which they applied different methods to determine recommendations.

Recently, with the increasingly exaggerated use of mobile devices, process mining is being applied to problems involving
data obtained from these devices. For instance, proposals such as that of Sztyler et al. [43] demonstrate how process mining
can be applied to data collected by activity sensors to discover user processes. This approach represents the most frequent
relationships between the daily activities carried out by the user and allows us to observe the acceptance and deviation from
the model that should originally be followed. The activities performed are detected through sensors connected to the user’s
smartphone. Another similar proposal uses process mining of data obtained from healthcare sensors connected to the smart-
phone to self-monitor the user’s health [42]. Hwang and Jang [22] used process mining to analyze the changes in customers’
movement patterns in a fashion retail store following certain changes in the position of mannequins. Other studies have
focused on the safety of mobile applications, for example, Bernardi et al. used process mining to detect whether an applica-
tion contained malicious software [3]; if so to which malware family it belonged.

However, these studies focus on integrating data obtained from different sources in a server using many already existing
tools, where all data are analyzed as a set using a process mining tool. ProM1 is a widely used graphical interface tool that is
compatible with numerous algorithms. Other tools, such as PM4PY2, offer interface free solutions that allow integrating process

1 https://www.promtools.org/doku.php
2 https://pm4py.fit.fraunhofer.de/
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mining into other systems using Python. BAB [41] offers a cloud solution for analyzing large amounts of data using its own pro-
cess analysis algorithms.

However, generating models where all data are integrated on the server implies integrating the data obtained from dif-
ferent users based on very different behaviors. This adds noise to the models, which is a main problem in process discovery
applications [2]. In addition, if the amount of data to be integrated is large, the server used for analysis will require a suffi-
ciently large capacity.

Solutions to such problems already exist in the literature. Regarding the noise, there are solutions that alleviate it by
extracting frequent behavioral patterns from the generated model. Subsequently, the models become more understandable
and of higher quality. These proposal types are encompassed under the term frequent pattern mining. This approach was
adopted by Chapela-Campa et al. [8], who suggested using an algorithm over the generated models to identify the most exe-
cuted parts of the models. The algorithm they proposed was based on the frequency at which the arcs of the entire model
structure were executed. The resulting models only contained the most frequently observed activities and relationships.
Other proposals for detecting frequent patterns were based on the frequency at which each single arc of the model was exe-
cuted. These proposals used the values of the arcs computed by tools such as Disco with heat maps, or by algorithms such as
Heuristic Miner [47]. Consequently, the newly generated models include only the arcs with a frequency higher than a given
threshold. However, considering only the individual weights of the arcs causes problems because the causality between
tasks is not considered [8].

Other studies have addressed the efficiency problems that occur in the server. For instance, the proposal of Loreti et al.
aimed to solve the problem of analyzing large logs by means of computer clusters [28], using techniques such as MapReduce.
Other proposals have tried to leverage the computing capacity of modern mobile devices to perform some phases of process
mining. Using mobile devices as process mining tools, that serve as event collectors, was suggested by Medeiros et al. [12].
However, process mining using mobile devices has not advanced along with advances in the hardware technologies of these
devices. Future research could follow up on this approach and analyze users’ data kept on mobile phones, thus, generating a
model for each user on their own devices. This approach of constructing personal models could perform the initial phase of
analysis and, if necessary, could be integrated with other user models on a server. This methodology was applied in Kim and
Kim’s proposal [25], which conducted process mining on a server, using Disco tool, to analyze user behavior through mobile
commerce application logs generated in Android OS. Using a hybrid architecture, each user log was analyzed on the device
where it was generated. Later, on the server, users with similar shopping patterns could be selected and analyzed together,
based on the existence of common patterns in their process model.

Although there are proposals that address noise in integrated processes and proposals to adopt some process mining
phases in mobile devices, a full mining of individual user data separately on smartphones has not been conducted. Even
though a proposal of this type addresses the two problems previously discussed, to the best of our knowledge, there are
no frameworks that can perform of all tasks of process discovery in mobile devices. However, using this type of approach
has several advantages. First, once a user’s model is generated, it would be possible, for instance, to check which pattern each
user met (if known—classification) or which different patterns existed (if not known —clustering). Next, the integration of

Fig. 1. Spaghetti model generated from a SOW with classic process mining techniques.
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user data with similar patterns could be performed. Subsequently, possible noise ocurring from analyzing logs containing
actions of users with different patterns would be eliminated. Such a proposal could be complemented with current research
on frequent pattern mining, which would improve the results offered by both. Second, by first analyzing each user data sep-
arately and only analyzing these results in aggregate, better efficiency could be achieved.

Discovering and grouping users based on the observation of their behavioral patterns can be done through process mining
clustering techniques, which have commonly been used in practice [13]. For example, Song et al. proposed in [40] using clus-
tering over a profile that characterizes each trace. Thus, the traces of all users are grouped into different clusters according to
their profiles. The profile is composed of different features derived from traces, such as number of events and concrete events
that appear in the trace. Other proposals, such as that of Jablonski et al. [23], are based on a similar characterization of traces.
Cirne et al. [10] suggested a different approach, using clustering techniques alongside model discovery to generate newmod-
els with less noise in algorithms such as Alpha.

However, notice that the objectives of these techniques differ from those pursued in this study. If our aim were to create a
method to group all existing users based on their different patterns in individual models generated in their smartphones, we
would use clustering techniques. However, we aim to be able to ascertain which users meet an already known behavior in
the model to select and analyze them exclusively. This is closer to the results that could be expected from the classification
techniques applied to process mining than those of clustering techniques. To the best of our knowledge, there are no previ-
ous techniques or methods for filtering users based on a behavior of interest, nor for taking advantage of a distributed archi-
tecture, based on the federation of different smartphones, which is the goal of our proposal.

Thus, it is necessary to define a proposal that allows conducting an analysis focused on a group of users who share a com-
mon pre-determined behavior. Assuming that mobile devices generate most of the information that will be included in the
social workflows of social groups to which the user belongs, it would be convenient to utilize the computational power of
these devices to optimize the process of selecting which users are part of a social group based on whether they comply with
the desired behavior.

None of the analyzed proposals performed this type of task. To achieve a more efficient analysis of social workflows using
current process discovery algorithms, it is necessary to introduce a new proposal that covers all these aspects.

3.1. Pattern query languages

Another important topic for which the current the literature must be reviewed is the representation of behaviors of inter-
est, namely Frequent Patterns, in a language that can be understood by all components of federated process mining. Different
alternatives have been proposed to specify this language.

On the one hand, several proposals have considered process mining models in a textual language. Frequent patterns can
be considered as fragments of the user models, hence, models themselves. Accordingly, solutions based on using declarative
languages [33] have been suggested in the literature. Declarative languages represent models as a set of declarative con-
straints that limit the number of execution alternatives in a process. An example of this can be found in the work of Schönig
et al. [37], which proposes a process discovery technique for models represented using the Multi-Perspective Declare (MP-
Declare) [7] declarative language. The proposed process discovery technique follows an SQL-based process mining approach.
However, after analyzing different alternatives of declarative languages, using a solution based on these languages was dis-
carded. This was owing to their proposal being based on imperative languages [33] to represent the models because of their
better expressiveness. Therefore, representing the models and frequent patterns in different language types may not be the
best option. Because such applications suffer from and increased complexity when translating models from one representa-
tion to another. Other solutions have developed complete frameworks performing queries over process models. This is the
case of Polyvyanyy et al. [34], who developed a framework to perform optimized queries over process repositories, where the
models regarding which queries will be consulted are stored in. Yongsiriwit et al. [50] proposed a query language that allows
for consulting on which fragments of models an activity appears. This language complements an approach aimed at gener-
ating a neighborhood context for each activity based on the execution order of the activities involved in the process. More
specifically, it extracts the execution order of activities to build a neighborhood context for each activity.

However, there are alternatives such as that of Meddah et al. [29]. Their proposal uses a syntax similar to that of regular
expressions to define sequences of events that must appear in the model and connects those events with certain operations.
Accordingly, linear temporal logic (LTL) [15] provides a well-defined and widespread language that allows easy representa-
tion of event sequences in time, similar to the function of processes.

The underlying premise of regular expressions, with LTL syntax or other, to represent sequences of events is the same as
that of declarative languages to represent process mining models in a textual language: A sequence of events that must be
met in the model definition as a constraint. Therefore, this sequence of events can be understood as the representation of a
partial model that must be contained within a user model or within a model that would be generated from a trace to con-
sider that this user and trace comply with a behavior of interest.

In addition, solutions based on regular expressions provide some advantages over solutions based on declarative lan-
guages, that is, they are simpler in defining the rules and integrating the support of this language in the pattern query resol-
ver. Moreover, they benefit the generated model of the individual process mining component of the framework proposed in
this study. Therefore, a solution of this type is the most suitable for the proposed method.
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4. Federated process mining (FPM)

The challenges of classic process mining techniques to when analyzing complex SOWs resulting from integrating data
from users without a common behavior pattern have been presented above. To address these difficulties, we propose using
the so-called federated process mining (FPM), where process mining is performed in two steps: First, individual mining;
then, mining user groups with a common behavior. The first step allows individuals to be filtered to determine those
who comply with the behavior of interest in an SOW. Once the individual data is filtered out, only the SOWs resulting from
users who meet the desired behavior are analyzed. This process assumes that each time there is only one group of interest,
that is, only the individuals that comply with the behavior of interest are analyzed. Data from users that do not belong to the
group of interest are excluded and analyzed only when a new group is formed according to a new searched behavior.

Federated process mining uses the computational power of the user’ devices to perform the first phase, which reduces the
amount of data that needs to be processed to analyze the SOW. Owing to this filter, federated process mining techniques
offer more compact models without loss of quality. Fig. 2 illustrates an example of the model generated for the same
SOW in Fig. 1 using filtering. These figures, although difficult to read owing to their size (a higher resolution version is pro-
vided as additional material), allow us to compare the readability of the models and visually compare the models generated
from the same SOW considering:

� A classic process mining approach, in which all user data are integrated into a single model (Fig. 1).
� A federated process mining approach that filters users and integrates only the traces that comply with the behavior of
interest (Fig. 2).

In the second case, 33% of the arcs were reduced by filtering users and traces compared to the model generated using classic
non-federated process mining. This means that the average of approximately 10 arcs per event, with 116 arcs in total, is
reduced to seven when filtering users and traces, with 78 arcs in total. A higher number of arcs going in and out of an event
means a low-precision model that accepts almost any execution order. The sum of the weights of these arcs is also reduced
to 23% of that of the classic model. This demonstrates the disadvantage of the models generated with classic non-federated
process mining, which may contain any process, while the filtered approach offers results closer to the reality of the con-
cerned users for a given SOW.

The heuristic nets illustrated in Figs. 1 and 2 depict real models generated by applying the two different process mining
approaches to the case study data, ADL event logs.

Fig. 2. SOW model discovered using a FPM approach.
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This dataset, presented in more detail in Section 6.1, was gathered by Sztyler et al. [43], and stores seven different event
logs that represent the actual behavior of seven different individuals for an average of ten days. This includes twelve different
daily activities that are common to most people’s routines.

4.1. Federated process mining architecture

To facilitate the development of FPM tools, a novel architecture is proposed in Fig. 3, based on three main components:
First, the individual process mining component, which integrates the traces of an individual in her smartphone and produces
the corresponding behavioral process model; Second, the social process mining component, which selects the users to be
analyzed based on the presence of a certain pattern in their behavioral process models. Once it obtains the information of
the users that meet the pattern, mining is performed to obtain the process model for the SOW that these users represent;
Finally, the federated process mining aggregator (FPM aggregator) component supports the connection between these
two components, asking smartphones for the individuals possessing the frequent pattern in their behavioral models and col-
lecting their traces for the social process mining component. This communication is performed using a query language that
can be interpreted by both components.

The workflow presented in Fig. 3 is described as follows:

1. The user’s smartphone creates an event log by gathering data from the sensors or applications. Movement traces from the
GPS, activity levels from the accelerometer, application usage events, or WIFI connectivity are examples of user informa-
tion provided by the smartphone that can be collected during this stage. The developers of the applications where fed-
erated process mining is utilized must implement a module to generate this log.

2. With this event log, the user’s smartphone applies a process mining algorithm that generates a model for the user’s
behavior represented in the event log.

3. Only then, the server can request data from the user event log using this model. To do this, the server defines a query with
a pattern (frequent or not) that must be met by the models of the users from whom it will gather data. This query is sent
to all user smartphones using the FPM aggregator.

4. When the smartphone of a user receives the query, it processes the user’s model to check whether it meets the pattern. If
it does, the smartphone processes the event log to select the specific traces that meet the pattern sought after. Traces are
not directly processed because this would be inefficient for large event logs or if queries with different behavioral pat-
terns were being sent frequently.

Fig. 3. Architecture for federated process mining.
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5. Traces that meet the pattern are sent to the FPM aggregator, along with the query and user to which they correspond. The
FPM aggregator is responsible for integrating the data of different users’ traces that meet the query pattern.

6. The integrated data are stored in the server.
7. Using these integrated data, a new phase of process mining is carried out. In this new phase, a model representing the

behavior of a single social group (SOW) is obtained.

By following this process, a social group is determined based on the users who meet a certain pattern defined in the query
sent to the users’ devices. As can be understood this process, the behavioral pattern of interest that the users must comply
with, which is reflected in the query, must be known to the analyst beforehand, that is, before launching the federated pro-
cess mining process. Only user data that meet the pattern of interest will be sent for further analysis and become part of the
resulting SOW. Therefore, only users that comply with the requested behavioral pattern are selected. Then, the analyst is able
to analyze their information and that of the remaining patterns that they have in common if relevant. The patterns that
might exist between selected and not selected users are no longer relevant, from the moment that the unselected users
do not meet the queried behavior. Therefore, the analysis of their information and other patterns that they might share
between them or with the users who do meet the pattern of interest is not necessary.

5. SOWCompact: a federated process mining tool

The federated process mining method and FPM architecture have been described earlier. Therefore, we now introduce the
so-called SOWCompact, which is a complete FPM tool. Its components are described as follows:

Individual Process Mining (Fig. 4). This component was implemented as an Android application. It runs on each user’s
smartphone and is responsible for generating the individual models and checking whether these users meet the patterns
that the server seek. To do this, the application employs an individual process mining module, which can be added to any
smartphone application that contains an event log to perform the process mining. Therefore, any developer who wants to
perform federated process mining using their application only needs to import this module and link it to their own event
log files. Developers must generate these event log files outside the individual process mining module, considering the rel-
evant information. Considering that the variety of information with which these event logs can be generated is only limited
the creativity of the team behind the application, SOWCompact has not implemented any module that generates an event log
in a user application. The only requirement is that event logs must be generated in the XES format [19]. This format, one of
the most frequently used in process mining, is an extension of XML, which employs a notation containing a set of well-
known tags to represent data as traces of events. Therefore, event logs in this format are visually understandable and widely
compatible with process mining tools.

To generate a model from the log file, a version of the Alpha algorithm [11], which considers loops in the traces, is used.
This algorithm has been chosen because it has an existing implementation3 in Java that can be employed in Android appli-
cations. Nevertheless, other process mining algorithms can be used instead. For replicability, the algorithm, adapted for use
as a library in an Android application, can be found here 4.

Once the model is generated, it is stored in the smartphone and periodically updated to include more recent user
behavior.

The other component of the individual process mining module is the pattern query resolver, which processes the server
queries received through the FPM aggregator. This module checks whether the user’s model meets a given pattern. In this
case, it collects traces that contain the pattern and sends them to the server.

The use of a process mining model in this component ensures that all user traces only need to be processed on the smart-
phone if the specific user meets the desired pattern. Subsequently, traces from users that do not meet the pattern will not be
processed again for each received query.

Social Process Mining. This component is deployed on the server side, and its source code can be found here 5. It is
responsible for generating the SOW models with the data integrated by the FPM aggregator using a process mining tool. Specif-
ically, Process Mining for Python (PM4PY) was chosen as the mining tool because it is free and widely used in the process mining
community. It also allows for automating the process of generating models using Python scripts. However, other process mining
tools can be used instead. From the algorithms available in this tool, the heuristic miner algorithm [47] has been used, because it
is a suitable for working with real-life data when there are not many different events [20]. According to the first phase of indi-
vidual process mining, the number of different events that these traces will contain will be smaller if all data are analyzed
directly on the server. As is the case with the tool, any other algorithm can be employed instead.

Likewise, this component can be replaced by any other process mining server that performs process mining on event log
data. It would only be necessary to add a module to define queries based on patterns and to receive the traces of all the users
that meet the requested pattern.

3 https://github.com/atanasovskib/AlphaAlgorithm
4 https://bitbucket.org/spilab/androidalpha
5 https://bitbucket.org/spilab/serverapp
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FPM Aggregator. This component is deployed between the individual process mining and social process mining compo-
nents, allowing communication between them. It is responsible for requesting the data that meet a pattern from the users’
devices and adding the response data sent to the server from the users who meet the required pattern. The FPM aggregator
was implemented using our previous proposal for the deployment of mobile APIs [26].

Pattern Query Language. This language manages the interaction between the individual process mining and the social
process mining components through the FPM aggregator. Specifically, it is used to specify event patterns. For this purpose,
linear temporal logic (LTL) [15] was selected.

LTL is a well-defined modal temporal logic that allows defining linear time conditions referring to future events. It also
establishes a relationship with other formal languages, such as propositional logic, because it utilizes propositional variables
and logical operators along with the temporal modal operators it defines. Specifically, the operators that LTL offers are:

� �A (next): event A must happen in the next state.
� rA (finally): event A must happen in some of the following state.
� �A (globally): event A must occur in all the following states.
� A U B (until): event A will continue to happen at least until event B, in a current or future state.
� A R B (release): event B will continue to happen at least until and including the moment when event A occurs.
� A W B (weak until): event A must occur at least until event B occurs; if B never happens, A must remain forever.
� A M B (strong release): event B must happen up to and including the point where event A occurs, which must be main-
tained in the current or future position.

� Logical operators: LTL supports propositional logic, thus, its operators can be used to write the LTL formulas. Some exam-
ples of these operators are as follows:
– A_B (or): either event A occurs, or event B occurs, or both
– A^B (and): event A and event B happen
– :A (negation): event A does not occur
– A!B (material implication): if event A happens, then event B happens
– A$B (bi-conditional):event B happens if and only if event A happens

LTL formulas are created by combining these operators. An example of Pattern Query in this language would be
r((A_D)! �BUC). According to this expression, B must occur immediately after A or D and should continue to occur at least
until C. Focusing on the ADL case study, an example of query defined with this language would be r((House-

Fig. 4. Internal architecture of the individual process mining component.
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work_Deskwork)WMovement!Sport). This query searches for people who do their housework or study/work when they are
at home. When they leave the house, they sports.

The chain formed by events and operators that constitute a query is sent from the server to the smartphone as a string.
Once a smartphone receives the query, it loads it into the pattern query resolver, which decodes it and offers a series of
methods to the other components to access the query data. In this method, the social process mining component allows
us to specify patterns in this language to be processed later in the smartphone, accordingly, the individual process mining
component understands which pattern the user’s model must contain. Nevertheless, the Pattern Query language can be
replaced by any other language that allows for the identification of patterns in the models.

6. Validation methodology

This section presents the proposed validation methodology, so that researchers wanting to apply the proposal in different
case studies can assess whether it suits their needs. The validation focuses on three main dimensions: The size and quality of
the models discovered. The first affects the readability of models obtained, while the second ensures that newmodels preserve
their quality. The amount of data sent to the server. Because this affects the amount of user information going out of the smart-
phone, amount of network traffic generated, and amount of information to be subsequently processed by the server, as well
as the execution time, and because the same hardware, software, and algorithms in the server-side have been employed in all
approaches and scenarios evaluated, this metric can help us assess how the FPM-based proposal improves the workload
rates with respect to a classical process mining-based approach. Different metrics are considered for each of these dimen-
sions, following a federated process mining approach and a non-federated server-based process mining approach:

� Model size:
-Number of activities: The number of activities, that is, nodes, in the model.
-Number of arcs: The number of arcs, that is, relations between nodes, without considering their frequency.
-Sum. arc weights: The sum of the weights of all arcs, that is, the sum of the frequencies of all relations between nodes.

� Model quality:
-Log fitness [5,6]: A well-known metric in process mining to evaluate the replayability of traces.
-Precision [5,6]: A well-knownmetric that determines whether a model is precise. A model is deemed when it does not
allow paths that do not exist in the event log.
-Generalization [5,6]: A well-known metric that determines whether a model filters too-specific components that are
not frequently executed in the processes, if not, the generalization is considered poor.
-Simplicity [5,6]: A well-known metric that determines whether a model’s execution paths are clear, that is, a model is
simple when the relation between the number of transactions and the number of activities is lower.

� Amount of data sent to the server:
-Total size of individual logs: The amount of information, in kilobytes (KB), sent from smartphones to the server, to be
stored and processed using process mining, which corresponds to the sum of the size of each individual log with the
user’s traces.
-Size of integrated log: The size (in KB) of the log that integrates the traces of the different users into a single event log.
-Total size of logs: The sum of the size (in KB) of the individual logs and integrated log.

� Execution time:
-Time needed to generate the integrated log: The time, in seconds (s), necessary for the server to merge the information
of the individual logs in an integrated log.
-Time needed to generate a process mining integrated log model: The time (s) necessary for the server to discover pro-
cesses belonging to the above-mentioned integrated log.
-Time needed to generate process mining individual models: The time (s) that the server needs to execute process dis-
covery in all individual event logs to generate individual models related to the individual behavior of each user.
-Average time to generate process mining individual models: The average time (s) that the server needs to execute pro-
cess discovery in each individual event log.

By evaluating and comparing these parameters in both approaches, it is possible to determine whether the proposed tool
yielded processes of similar quality and smaller size while reducing space consumption and execution times. To ensure that
the analysis was rigorous, a well-defined procedure was followed during validation.

Step 1: Define scenarios. The first step of the validation process is to define scenarios where social workflows are of inter-
est. This is highly dependent on the case study. For example, in our case study, we defined 30 different scenarios, each asso-
ciated with a different real situation. Moreover, the SOW was analyzed to identify people with a specific behavior,
performing certain actions in a certain order during their daily routine.

Step 2: Define queries for the SOWCompact approach. To analyze these scenarios with a non-federated process mining
approach, it is necessary to obtain all user data, generate a subsequent process model, and interpret the results obtained
from the model. Because all scenarios considered belong to the same case study, the resulting model is the same in all sce-
narios. However, it can be assumed that the complexity of the model will be greater when the number of users and/or traces
is high. This is owing to a highly probable increased heterogeneity of the integrated data.
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The situation changes when using a federated process mining approach. In this case, an increase in users and/or traces
will not automatically cause an increase in the complexity of the model. Because of the initial filtering on the users’ devices,
the resulting model is generated only on the SOW of people that meet certain behavior of interest for a scenario.

Once the scenarios are defined, a query that represents a particular behavior in each scenario must be defined to filter
users and traces using the SOWCompact approach.

Step 3. Define the environment. The next step is to define the tools to be employed in each of the two approaches.
For the SOWCompact approach, the environment is composed of the tools described in Section 5. The PM4PY tool and

heuristic miner algorithm [47] were employed on the server side. To compare the results of both approaches without them
being influenced by the algorithm or process mining tool employed, we employed the same methods in the traditional non-
federated process mining approach. However, other algorithms and process mining tools can be employed.

Our proposal offers a new application method for process mining tasks, not a new process mining algorithm for the dis-
covery of processes. Therefore, it can be employed along with any classic or new process discovery algorithms.

Step 4. Setup the environment. After defining the environment, it is necessary to deploy it. The environment should be
deployed on the same hardware in both approaches, and under the same conditions, for example, operating systems pro-
cesses, other programs running background tasks, etc.

Using the source code available in the repositories linked in Section 5, the environment is set up as follows:

� Social Process Mining: The code in the repository must be downloaded and executed with any Python 3 distribution in a
server.

� Individual Process Mining: The code in the repository must be downloaded and included as a module in any Android appli-
cation, the following instructions on the repository. It is necessary to indicate the direction in which the component of
social process mining is deployed.

Step 5. Interpretation of the results. The last step is the interpretation of the results obtained using both approaches in
the case study and scenarios evaluated. Similar to step 1, this interpretation is highly dependent on the specific case study
and should be adapted to the analyzed data. An example of appropriately analyzing the results in our case study is presented
later.

Evaluation of the proposal on any case study and with any scenarios is possible if these steps are followed, allowing
researchers to test the FPM in different contexts.

6.1. Case study: analysis of activity daily living (ADL) events

The case study selected for this study applies SOWCompact to mining social workflows on activity daily living (ADL).
A case study in the ADL domain was chosen because the events detected represent the day-to-day actions of users, hence,

they contain high levels of variability and/or noise. However, despite this variability, there are always actions associated with
user habits that are performed mostly in the same manner and order, that is, following the same process. By choosing this
case study, the proposal faces the issues that make actual process mining techniques inappropriate for social workflows.
Therefore, if the proposal performs correctly in this case study, it can be used for any other case study with less variable data
and less noise. For example, the analysis of the process followed by users in their interactions with IoT devices or the process
they follow when shopping through an app on their smartphones, etc.

Specifically, we used in this case study the dataset presented by Sztyler et al. [43] because it was generated with data
from real users and it is a widely used and referenced dataset [44,39].

It contains ADL data generated by seven different real individuals, all males around 23 years of age. These data are pre-
sented as a set of event logs, one per individual, available in a public repository6. Each event log stores one trace for each user’s
day, including the processes the user has followed in his daily activities that day. The time frames of the user activities that are
collected in each log are different, spanning from two days for the shortest and sixteen days for the longest. On average, the
event logs captured seven users’ activities for approximately ten days. They include twelve different daily activities that are
common to most people’s routines: house work, meal preparation, eating and drinking, personal grooming, desk work, socializing,
shopping, sports, movement, transportation, relaxing, and sleeping. For each activity that is performed, an event is generated in the
trace when the activity is completed, with the name of the activity that has just been completed.

The 30 different scenarios mentioned before were generated using this dataset. We detail five examples below:

� Scenario 1: The manager of a supermarket chain is interested in including a pre-cooked food section in their supermar-
kets. To do this, they need to know who would be interested in this kind of product. For example, determining if cus-
tomers who usually go shopping every day before preparing a meal are usually people with little time to spare
throughout the day.

� Scenario 2: A health science group is conducting research on the lifestyle of people who do not participate in sports. They
are interested in finding out what the habits of these people are.

6 https://sensor.informatik.uni-mannheim.de/#dataset_dailylog
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� Scenario 3: A healthy habit recommended by health experts is not to park the car near one’s home or workplace. Subse-
quently, the person must walk some distance when going to and leaving the car. It is necessary to analyze whether people
who follow this recommendation also follow other healthy habits in their daily routines.

� Scenario 4: A local council is considering placing a new taxi stand in one of the local leisure areas to prevent people who
meet their friends for a drink from taking their own car. To find out if this makes sense, they want to know if this is a
frequent behavior among people in their locality.

� Scenario 5: A chain of fast-food restaurants wants to create a new menu for people who follow a healthy lifestyle, with
promotions for those group visits. Accordingly, the chain wants to know the habits of those customers who usually go
there in groups.

For each of these five scenarios, we established a query as follows:

� Query Scenario 1 (r(Shopping! �Mealpreparation))
� Query Scenario 2 (r(:Sport))
� Query Scenario 3 (r(Movement!Transportation))
� Query Scenario 4 (r(Socializing! �EatingDrinking!Transportation))
� Query Scenario 5 (r(:EatingDrinking! �:Socializing))

The formulas used in these different scenarios all seek to represent behaviors that occur at some point in time. Therefore,
there is a r operator encompassing the rest of the formula, which represents the behavior sought. As detailed above, the LTL
syntax used in the pattern query language supports these and other time-related scenarios.

7. Validation results

In this section we present the results of applying SOWCompact to the ADL case study following the methodology pre-
sented in the previous section. For brevity, only the results of the previously mentioned five scenarios are discussed here;
the results obtained for the remaining scenarios have been submitted as a Supplementary material.

These, as well as rest of the queries for the 30 scenarios used to validate the proposal, can be found in the supplementary
material, including a brief description of each scenario, in the document named Scenarios and Queries. These scenarios con-
template partial and total overlapping situations between different queries. The results obtained during the validation of
these scenarios regarding different parameters are also included in the supplementary material.

The results mentioned in this section were obtained using the following hardware:

� The individual process mining component (only for SOWCompact) was deployed on Redmi Note 7 smartphones with
Android 9, 4 GB of RAM, and a Snapdragon octa-core processor working at 2.2 GHz and OnePlus Nord smartphones with
Android 10, 12 GB of RAM, and a Snapdragon octa-core processor working at 2.4 Ghz.

� The server component (in the traditional, non-federated process mining approach and SOWCompact) was deployed on a
laptop running Windows 10 with 16 GB of RAM and an Intel Core i7-8550U processor with base and turbo frequencies at
1.8 GHz and 4.0 GHz, equipped with NVMe SSD technology for storage.

7.1. Data amount and computational load evaluation

We present an assessment of the amount of data sent to the server and the execution time on the server. The analysis of
the validation results obtained in this subsection supports our main claim, that is, that we can generate more compact/smal-
ler models without a loss of quality.

Fig. 5 shows the comparison between the results from the non-federated (complete event log values) and SOWCompact
approach (Query 1–5 values), both regarding the amount of data transferred from the users to the server (Fig. 5a) and exe-
cution time on the server (Fig. 5b). This comparison is made by measuring different parameters for each approach, and, as
will be discussed later, demonstrates the optimization performed by the FPM approach on both data size and computational
load for every scenarios. Each of these parameters was selected to cover some of the phases of the workflow described at the
beginning of the validation for each of the two approaches (federated and non-federated).

On the one hand, the amount of data has been evaluated in terms of the total size of the individual logs sent to the server
(full logs in the case of non-federated process mining and filtered logs in the case of SOWCompact), the size of the log gen-
erated in the server when the traces of these individual logs are integrated (size of the integrated log), and the size of all logs
(individuals and integrated) in the server (total size of logs).

On the other hand, the computational load was evaluated in terms of the time required to process these data. Specifically,
the time required to generate the integrated log in the server (time to generate an integrated log with 10:1 scale), time
required to generate the process mining model with the integrated log (time to generate process mining integrated log model),
and total and average time to generate models of individual logs in the server (time to generate process mining individual mod-
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els and Avg. times to generate process mining individual models, respectively); if this was necessary in the case study in which
SOWCompact was applied. The reductions in these times translate into a reduced computational load on the server.

In the case of the non-federated approach, the results are the same for all scenarios evaluated because the users send their
complete logs in all cases, regardless of the behavior pattern under consideration. This implies that the same amount of data
is sent to the server and same computational load is incurred to process them in all scenarios. Therefore, the results of this
approach are shown only once, under complete event logs. In the case of the SOWCompact approach, the results for each sce-
nario are different, depending on how restrictive the query is or how common the behavior is. Therefore, the results for each
of these scenarios are presented separately. The same applies to the evaluation of the quality and size of the models.

In the bar charts presented in Fig. 5, observe how the amount of data sent to the server is reduced (Size total of individual
logs Fig. 5a) in all scenarios with the use of SOWCompact. This is because only the data that complies with the required pat-
tern are sent. Therefore, filtering the amount of data sent to the server reduces data consumption on the users’ smartphones,
as well as the total size of logs and storage needs of the server. Likewise, the computational needs for processing these logs
decrease proportionally, as depicted in Fig. 5b. This translates into a reduction in the number of resources required to com-
pute the SOW models.

The percentage by which the amount of data is reduced depends on the frequency of a pattern. If it is a pattern that many
users meet or users perform very often, it will result in more traces. Therefore, the size of the sent data will be closer to the
size of the complete event logs. On average, for the five queries under consideration, the amount of data sent to the server is
reduced to 23% of its original value, that is, from 201 KB to 24, 47, 105, 51, and 4 KB for Query 1–5, respectively. Moreover,
the time necessary to generate the integrated log and its process mining model is reduced to 22% and 37% of their original
values, that is, from 39.18 ms to 3.96, 8.92, 19.84, 7.93, and 1.48 ms and 1.44 s to 0.34, 0.55, 0.92, 0.65, and 0.17 s,
respectively.

Fig. 5. Evaluation of the amount of data and computational load.
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Therefore, it can be concluded that SOWCompact improves the amount of data that needs to be sent to the server and
computational load required to process them compared to the use of server-based architectures; as was expected because
of the federated nature of the proposal.

7.2. Evaluation of the models

Even though the benefits in terms of computing requirements offered by SOWCompact are very significant, its main
advantage comes from the fact that it allows for lighter process models. In this respect, the quality and size of the models
discovered by SOWCompact were evaluated against those discovered using a traditional non-federated process mining tech-
nique. Four parameters were used to compare quality: fitness, precision, generalization, and simplicity. These parameters are
widely used to measure the quality of process-mining models. Additional parameters such as number of activities, number of
arcs, and sum of the weights of the arcs were included to evaluate model sizes. The visual representations of these models
are included as heuristic nets corresponding to the models of different SOWs. This provides a graphic representation of the
differences between the models generated by each approach. The full results of this validation, including more quality
parameters and visual representation of each model, can be found in the supplementary material. For brevity, only the more
relevant parameters are discussed.

7.2.1. Size of the models
The first three parameters that are evaluated are those referring to the size of the generated model. The results of these

parameters are presented in Fig. 6a, comparing the server-based (complete event log value) and SOWCompact approaches.
The values of these parameters are represented by the number of activities, number of arcs and sum of arc weights bars. These

Fig. 6. Evaluation of the models.
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values were obtained from the models generated using the PM4PY tool. The weights of the arcs are obtained from the heuris-
tic net generated by the heuristic miner algorithm, which indicates how many times that the transition between the two
activities has occurred (in the direction indicated by the transition).

7.2.2. Quality of the models
The remaining evaluated parameters were those referring to the quality of the generated model. These values were

obtained using the PM4PY tool as well. The first of these parameters is fitness. The PM4PY tool divides into three different
values: 1) Percentage fit traces, which indicate what percentage of the log traces are perfectly trained according to the model.
2) Average fitness trace, which indicates howwell the model represents the behavior in the traces (with values between 0 and
1, with 1 being a perfect representation). 3) Log fitness, which offers a metric based on the two previous ones (1 when the
traces are perfectly fitting). For all measurements, the values of log fitness and average trace fitness were similar.

The next parameter evaluated is precision. PM4PY used a proposal called ETConformance [31] to measure the precision.
Another parameter evaluated was generalization. PM4PY’s implementation of generalization is based on the work of Buijs
et al. [6]. The last commonly used parameter evaluation parameter regarding process mining models is simplicity. PM4PY
uses this idea to implement its ‘‘inverse arc degree” formula for simplicity. The results of these three parameters and log fit-
ness, including a comparison of the two approaches, are presented in Fig. 6b.

In addition to the parameters discussed here, other quality parameters are included in the supplementary material. The
value of metrics average weights is calculated based on the value of the last parameters (fitness, precision, generalization, and
simplicity). This value indicates the overall quality of the model based on the above-mentioned characteristics. In addition,
the parameter fscore is included, which is calculated based on the accuracy of the fitting traces and accuracy of the non-
fitting traces.

7.2.3. Results of evaluating the models
In terms of size, the results obtained using different queries on SOWCompact demonstrate that smaller models can be

obtained with a smaller number of arcs, lower arc weights, and fewer activities. This reduction in size is associated with
an improvement in the simplicity metric. However, although some improvements are achieved in terms of simplicity, for
all the scenarios presented, the simplicity increases by 11% on average, increasing from 0.60 in the classical non-FPM model
to 0.67, 0.64, 0.62, 0.64, and 0.76 for the five FPMmodels. These results are less significant than those achieved regarding the
model size. This is because, to increase simplicity, the number of arcs in relation to the number of activities must be reduced.
SOWCompact goes one step further and filters the arcs and activities, instead of only filtering arcs. For the scenarios pre-
sented, on average, the number of activities decreased to 87% of the total, from 12 to 11, 11, 12, 12, and 6 for the five queries
discussed. Moreover, the number of arcs decreases to 56%, from 116 to 59, 78, 96, 81, and 12, and sum of the weight of the
arcs decreases to 22%, from 1309 to 150, 298, 642, 313, and 22.

For the rest of the quality parameters, the results are similar to those obtained for simplicity. The models generated with
the federated process mining approach are mostly similar to the ones generated with a non-federated solution. However,
they improve, the quality of the models generated in some cases.

8. Discussion

To discuss whether the SOWCompact proposal is substantially helpful for process mining, we proceed based on the the
results obtained in the validation, which are as expected. Moreover, our hypothesis regarding the complexity of interpreting
the models generated by the two different approaches has been corroborated. In addition, we have discussed how the ben-
efits of the proposal are linked to the query used to filter the event logs. If a more restrictive query, or one that represents a
less frequent behavior, namely, scenario 1, is used, simpler models are obtained with less data sent and computational loads.
When more generic queries or queries that represent usual behavior are used, namely, scenario 3, benefits are still observed
but on a smaller scale.

This validation was subjected to a robustness check to verify that there are no assumptions that might affect its results
when the proposal is applied to a real-world environment. The robustness of the test cases, demonstrating the correct oper-
ation of the model in the face of erroneous inputs or stress situations was also tested. For the first type of situation, erroneous
inputs were defined as incorrectly formatted queries, which depends on the analyst who defines the queries, or an event log
generated in an incorrect format in one of the mobile devices, that is, XES format. In either case, the proposal handled these
situations without crashes. In the first case, the data were not analyzed because the pattern of interest could not be inter-
preted. In the second case, the event log data in the wrong format were discarded. Regarding stress situations, these have not
been validated beyond the seven users’ devices. However, it has been proven that the system reacts to situations involving
many synchronous queries. Specifically, it has been proven that the system works when 1–30 queries from the validation
scenarios are performed simultaneously. No limits above the number of queries were tested.

After commenting on the robustness of the validation performed, we also want to note that this section is not intended to
discuss the results offered by the algorithm employed to generate the SOW models. This work does not intend to compare
the results of using different process mining algorithms because SOWCompact and federated process mining are generally
ready to incorporate any alternative algorithm. Therefore, discussions regarding the robustness of individual models gener-

J. Rojo, J. Garcia-Alonso, J. Berrocal et al. Information Sciences 595 (2022) 18–37

32



ated by the Alpha algorithm or social models generated by the heuristic miner are not considered here. The metrics depend
on the algorithm employed [27]. Any other algorithm can be applied in our proposal by replacing the algorithms we have
used. Instead, our discussion focuses on presenting the benefits, limitations, and applications of the proposed method, as
well as defining its contributions to the field of process mining.

By using SOWCompact it was possible to create simpler models that contained the requested pattern, discarding all the
other traces where this pattern was not present. This is achieved by carrying out two process mining phases: first an indi-
vidual phase, and then a second one on the traces filtered. Filtering out not only the users that comply with a pattern in their
individual model, but also their traces, to select only those that contain the pattern sought, means that the users’ behaviors
that do not comply with this pattern are also discarded. For example, in the case study of this paper, if the aim is to study the
users’ routines when they take part in sports, the traces that represent routines without sports would be discarded, elimi-
nating their noise from the resulting model.

Producing a smaller model, but with the same quality (as demonstrated in the validation) and still containing the behav-
ior of interest, helps improve the rest of the process mining tasks. Therefore, this proposal should not be considered a dif-
ferent tool for process mining, but as a novel method to improve the results yielded by other process mining tools.

A clear contribution of this method to process mining is the discovery of more readable models (see Figs. 1 and 2) for a
visual comparison of models generated during validation with a classical non-federated approach and SOWCompact, respec-
tively. The generated graphical model contained only relevant information about the social group of interest. Information
that only adds noise and complicates the visualization of the model was excluded. This makes it easier for analysts to read
the behavior represented in the model.

However, its contribution was not limited to this. In real applications, it is probable that even the model obtained using
this method will remain complex for visual analysis. Nowadays, tools such as frequent pattern mining help to filter out the
most erratic or less accurate behaviors from models. Using the proposed federated process mining as a method to apply
these tools can help to improve their results, filtering the traces that are not of interest and looking for frequent patterns
on the traces that contain a behavior of interest.

Thanks to all the above, the proposed method opens a new world of possibilities in the analysis of social workflows. First,
this proposal enables the analysis of social workflows created from user action data that do not follow a well-defined process
—not only in activity daily living (ADL) data, such as in the case study presented here, but also in other domains. For example,
it can be used to analyze user interactions with smart devices (IoT). These types of actions can be chaotic and subject to user
variability. When this variability is filtered at the individual level, integrating all data from users with different behavioral
patterns, the model generated would not adequately represent any user or social group. However, if users were filtered to
gather only data from those with a specific behavioral pattern, we would obtain a model that represents the social group
formed by those users with a certain common behavior.

As a result, we can conclude that the limitations raised at the end of the related work have been satisfactorily addressed
by the proposal: it allows both filtering the users that comply with a behavior of interest and those that do not; it takes
advantage of the computational power of smartphones for this purpose, and yields better models—models that take into
account the type of improvement that was intended.

However, even accepting the contribution of federated process mining makes to current process mining and its tools, the
use of the proposed architecture can still be questioned. In this architecture, various distributed and connected components
are needed, as well as the development of process mining tools for smartphones, which, to the best of our knowledge, are not
yet widespread. An alternative hypothetical architecture could be proposed, where the same process is carried out in two
phases, but on the server instead.

In this alternative version, users would have to send all traces to the server for filtering and processing. However, even
without considering aspects such as privacy and other advantages of maintaining the user’s virtual representations on their
own devices, this would eliminate the improvements of our proposal in terms of the amount of data sent to the server and
the server’s computational load.

Although with the amount of data in the case study under consideration these kinds of optimizations might not seem
efficient, it is important to remember that this case study only contained data from seven users, collected over an average
of 10 days. However, for a larger case study, improvements obtained with this system are necessary. For example, it can be
supposed that the described case study contained data from 100 million users instead of seven. This number of users,
although high, could correspond to that of a social network (where the analysis of SOWs is particularly interesting) with sev-
eral users below those in the Top 15 of the Digital 2020: Global Digital Overview7. Sending the logs of these 100 million users to
the server would mean sending 2738 TB of data, that is, assuming that the logs were still for just ten days. If we assume that the
proportion of users that comply with the pattern and the frequency with which they perform sequences of activities that com-
ply with this pattern are maintained, we can extrapolate the percentages of improvement. In this case, if this architecture is
used, instead of 2738 TB only 629 GB, 328 GB, 1423 GB, 684 GB and 54 GB would be sent for each of the five discussed scenarios.
If, in addition to increasing the number of users, the time they interacted with the app that generated the data also increased,
the size of the event logs would grow even more. Therefore, a distributed architecture similar to that in our proposal has direct
repercussions and advantages, both for users and for those conducting process mining.

7 https://datareportal.com/reports/digital-2020-global-digital-overview
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Given the type of advantages offered by Federated Process Mining and in light of the above example, notice that federated
process mining, although applicable to any type of scenario, is particularly suited for scenarios with large amounts of data.
Scenarios where there are numerous different users presenting different behaviors, integrating all the users’ data in the same
model would result in a totally random and chaotic model, from which it would be impossible to extract knowledge.

Finally, it is necessary to keep in mind that, during the validation, some aspects of the design of the solution were noticed
that are still subject to discussion. For example, in the proposed solution, every time a query is launched, users will send all
the traces that comply with the required pattern, independently of whether that query had been previously executed and
part of those traces had already been sent. Implementing a mechanism that allows tagging a trace if it has already been sent,
to avoid resending it, would help further reduce the amount of data sent to the server (if the same query is repeated
periodically).

9. Conclusions and future research directions

The aim of this study is to address the problems inherent to process mining over SOWs on a server, such as the variability
of integrated traces and the large storage and computing requirements for the server. For this purpose SOWCompact, a fed-
erated process mining approach, is proposed. In SOWCompact the process mining of SOWs is divided into two stages: first
one mining on the users’ individual data, and a second one mining on the SOW of the users that meet a certain behavior of
interest. Considering that smartphones are the best way to obtain a virtual representation of the user and those that are con-
nected to all their services, these devices should collect the user data and perform the individual process mining stage.

Thus, the performance of the server is optimized, reducing both the need for data transfer and the computational load of
the server. It also achieves more compact models, which are easier to interpret visually and offer less noise, by reducing the
variability in the traces that are integrated with those existing between people with similar behavioral patterns.

To assess the validity of the proposed approach, a federated process mining tool, SOWCompact, was implemented and
applied to a case study related to process mining of activities of daily living (ADL) data. The results are demonstrated as a
comparison between a classic, server-based approach and our proposed method.

Based on the data obtained in the validation, we suggest that by using the federated process mining tool a clear improve-
ment is achieved in terms of computing time and the amount of data sent to the server. This improvement differs according
to how often the users meet the behavior of interest. It has also been verified that the federated approach produces models of
the same quality as in the pure server approach, but is more compact, enabling a better visual interpretation of the data. This
is based on the fact that the traces have been filtered using one of the simplest algorithms available, the Alpha algorithm, and
that the server uses an algorithm capable of filtering by itself, the heuristic miner algorithm. This can be considered the
worst-case scenario for FPM, while the best would be the opposite—a good filtering algorithm on the mobile device and a
simpler algorithm on the server. This scenario was chosen to demonstrate that, even in the worst-case scenario, the proposal
achieves its goal. Therefore, no other process-discovery algorithms were tested. The number of classic process discovery
algorithms and new proposals, such as frequent pattern mining or clustering, is so large that the entire spectrum can never
be covered. Therefore, considering the worst-case results as a reference is considered a good benchmark.

Moreover, the benefits obtained by this proposal could be further improved by including frequent pattern mining. This
would produce models that are better at eliminating the noise of less frequent actions. In this way, models with better gen-
eralization and greater simplicity are obtained. This is one of the future lines of work for our proposal.

Additionally, our proposal opens new possibilities for the use of process mining for software development. First, our pro-
posal can be used to manually and visually analyze data in a social workflow of users within a specific social group, as cur-
rent process mining techniques and methods already do. However, it also opens the door to creating new automatic systems
capable of making decisions, modifying the behavior of the system, or adapting to new situations, based on the information
provided by federated process mining. The creation of tools that ensure an easy integration of federated process mining into
such systems is one of many possible future research directions.

As additional future lines of work, a mechanism would be needed to update the individual models without regenerating
them by including all user traces each time the event log is updated. For instance, incremental process mining allows updat-
ing of the model without generating a new one with all traces. Finally, future work should also include checking the
improvements of federated process mining if a more intelligent algorithm of process mining in the individual process mining
component is applied. In addition, for the actual validation it would be interesting to add an assessment of the energy foot-
print of the individual mining phase on smartphones.
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Abstract—The pervasive presence of the Internet results in
an increasing number of people and systems interacting with
each other. However, since each system only captures its own
representation of reality, the information of the involved actors is
scattered and even duplicated. This scattering generates problems
by itself since only a small fragmented vision of the actors’
reality is available for each system. At the same time, the
duplication of information in different systems can lead to
inconsistencies that impede the correct integration of different
systems. In this paper, we present an architecture based on the
use of an upper blockchain in charge of federating a set of
lower-level blockchains. This way, actor-centered data integration
is achieved, offering a single, global vision of the dispersed
information of each actor. This solution, called FedBlocks, relies
on the blockchains’ federation concept where all interconnected
systems are communicated and can share authorized data of their
actors, providing a benefit for these systems and for the actors
themselves. The proposed implementation has been successfully
tested integrating 5689 records from 50 different institutions,
belonging to 1156 actors.

Index Terms—Data integration, interoperability, permissioned
blockchain, web services, computer architecture

I. INTRODUCTION

The expansion of the Internet has driven society towards a
connected world, offering a universe of services and connec-
tion possibilities. Every day, there are more services providing
support around the same domain. One example of this is the
health domain, where an increasing number of Internet of
Medical Things (IoMT) manufacturers have arisen in the last
few years [1]. In this scenario, companies have changed their
strategies regarding their information systems, going from
cloistered systems with very few controlled connections to
the outside to systems with open doors through well-defined
APIs to exchange information. With this change, the Internet
has become a continuously growing repository of information
about every reality in the world.

However, due to the way in which this communication
between services has been conceived, the information of
different systems is never integrated. Each of them stores an
isolated copy of its actors’ data, and only the minimum amount
of information needed is exchanged with other services. This
has led the Internet to suffer a level of data duplication never
suspected before. Every time a person interacts with a service
they leave personal data and this information tends to be
duplicated in many services.

There are many problems that arise from this duplication
and fragmentation, ranging from the impossibility of obtaining
a joint vision of the data to the potential inconsistency between
data that refer to the same reality. A clear example of this
can be found in healthcare, where patients who interact with
different health systems throughout their lives have their infor-
mation, their Electronic Health Records (EHRs), split between
different information systems [2]. This hinders the creation
of the complete health history of the patient, their Personal
Health Trajectory [3], which can lead to severe complications
when trying to provide the best possible treatment to these
patients.

One solution to deal with these problems is Blockchain.
It promotes decentralization, sharing, and openness; guaran-
teeing traceability and security in the data. For that, it uses
the ledger abstraction which models the shared unique record
of the transactions between different systems, having each of
them a connected copy of the blockchain. Therefore, a possible
solution to the duplication and fragmentation problems could
be a permissioned blockchain —only users with sufficient
rights can read and write content— per actor. This way,
each service can have a node of the blockchain and interact
with it each time the actor is involved. Several industrial
implementations for permissioned blockchain solutions [4] can
be employed, like the Hyperledger project [5].

However, it seems unrealistic to believe that all services and
companies involved can agree to share a single blockchain.
This is one of the reasons why recent proposals focus on
interoperability between multiple blockchains [6]–[12]. These
proposals are mostly focused on technical aspects of interop-
erability, like throughput, and do not take into account data
duplication or inconsistencies.

To address these problems, we propose the use of one
main blockchain complemented by the individual, per actor,
blockchains. These individual blockchains are used by the
different systems through the main blockchain and contain a
single and consistent version of the actor information. The
main blockchain serves as an address directory, where any
allowed service can find where an actor data is located while
the individual blockchains can be linked with the information
systems of the different services without having to change
them. Thanks to this, the information of each actor is organized
in a unique structure that is accessible for different services.
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The rest of this paper has been structured as follows: Section
II analyzes the literature available for blockchains interoper-
ability. Section III formulates the concept of blockchains’ fed-
eration and proposes an architecture and an implementation.
Section IV details the validation of the implementation and
the performance of its main blockchain. Finally, in Section V,
the conclusions of this work and some future lines of research
are exposed.

II. MOTIVATIONS AND RELATED WORK

The need for distributed storage systems is a reality caused
by the growing number of services people interact with during
their lives [13]. The communication between these services to
pool the information of a person must be allowed to provide
the best service possible to the users in any domain [2].

Blockchain technology —used to create distributed storage
systems and promote information exchange— is a perfect fit.
Industrial solutions with this goal are BurstIQ1, that enables
information exchange on healthcare scenarios, SimplyVital
Health2 or MedicalChain3 focused on patient information.
These show that the use of blockchain to address problems
such as interoperability between health systems and the shar-
ing of patient data is not at all far-fetched. Works such as
[14] analyze the potential of blockchain in these scenarios and
define precisely these two usages as two of the future research
goals. However, all these proposals offer full, integral infor-
mation systems, requiring institutions and services to migrate
their information from their actual information systems to the
new one, something really difficult to conceive on a large scale.

Focusing on the use of Blockchain over existing information
systems, making their data interoperable still requires the
agreement between service providers and involved companies
operating the blockchain in key aspects such as the different
roles, trusted authorities, or smart contracts [15]. The diffi-
culty of reaching these agreements grows as the number of
parties involved increases, causing companies to mainly adopt
blockchain for the implementation of their own systems as a
useful way to record transactions between all their subsystems.
There are actually few large-scale blockchain implementations
and they are related to heavily regulated businesses such as
banking [16].

Proposals promoting the interoperability between
blockchains, like [8], where each one stores a part of
the information, can be a solution. For example, Sidechains
[10] have arisen as a method to interconnect several
blockchains using another mainchain. This mainchain
contains all its transactions and all transaction of its
associated sidechains. This technology has been adopted
by several public blockchains due to their high rate of
transactions per unit of time. However, as far as the authors
know, sidechains are not implemented by permissioned
blockchain technologies, making them not suitable for
solutions with private information.

1https://www.burstiq.com/
2https://www.f6s.com/simplyvitalhealth
3https://medicalchain.com/en/

Other proposals, like [11], discuss the concept of multi-
chain, where a router blockchain is used to make interoperable
a series of lower-level blockchains. However, this proposal
is focused on inter-blockchain communication and increasing
the throughput of operations over a single blockchain and
provides no improvement for duplications or inconsistencies
in the actors’ information. Proposals such as Herlihy et al.
also talk about the use of several independent blockchains,
defining cross-chain deals [12]: a new computational abstrac-
tion for the structuralization of complex distributed exchanges
in an adversarial environment. Wan et al. [9] define their
own concept of Blockchain Federation, which enables the
communication between multiple blockchains at the same level
to meet the requirements of security, scalability, privacy, safety,
and connectivity to enable trustable IoT.

Additionally, some works propose the use of different
technologies to achieve interoperability between blockchains.
Bellavista et al. [6] analyze the different types of interop-
erability available in the literature. However, their solution
does not make use of an upper blockchain for the com-
munication of lower-level blockchains. Instead, they use a
gateway for transferring transactions between smart contracts
of heterogeneous blockchains. Although this solution enables
communication between blockchains, their proposal does not
seek to avoid data duplication and inconsistencies. In the same
way, Ghost et al. [7] also propose a decentralized gateway that
allows interoperability between different private and public
blockchains.

However, although these proposals also achieve the objec-
tive of communicating different blockchains, the use of an
upper blockchain, instead of another type of technology to
centralize the individual blockchains, provides an additional
control mechanism to avoid undetected changes in the actor
blockchains. Likewise, all the presented proposals achieve
inter-blockchain communication and even increase the perfor-
mance and security of operations over a single blockchain,
but none of them is focused on reorganizing information or
focus on eliminating duplicity or inconsistencies in one actor’s
information. Therefore, it is necessary to provide new ways of
inter-blockchain communication that achieve this.

III. BLOCKCHAINS’ FEDERATION

In this work we propose a routing blockchain struc-
ture that, employed alongside an individual blockchain
per actor, allows actor-centered data integration. The use
of this blockchain—main blockchain—alongside the actors
blockchains, blockchains’ federation. In this section we pro-
vide an architecture for blockchains’ federation and a reference
implementation called FedBlocks.

A. Blockchains’ federation architecture

The proposed architecture, showed in Figure 1, revolves
around adding software components over existing information
systems, without the need for services or institutions to re-
place their existing solutions. The unifying component of the
architecture is the main blockchain, a permissioned blockchain
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Fig. 1. Architecture based on blockchains’ federation for actor-centered data integration.

shared by all the Information Systems (IS) that allows them
to share their actors’ information while maintaining complete
control over their own systems. To this end, each IS has an
individual permissioned blockchain for each of their actors and
a Resources API to store the information that is too heavy to
be directly stored in the blockchain. Each actor can also have
a node of their own blockchain, which provides them with a
unified access to all their information and empowers them to
extract additional value from it.

Each IS has a node of the main blockchain that can be used
to (1) locate where an actor’s blockchain is deployed, and, (2)
read or write to it. These operation can be similarly performed
by IS that have no previous information of the actor. When
this happens, instead of creating a new blockchain, the IS will
(3) locate the actor blockchain through the main blockchain.

The actors’ information is safely stored by each IS through
their Resources APIs and the information is kept in the IS of
the institution that generates it. To make it reachable, every
time the data of an actor is modified through the Resources
API, the operation is recorded as a new block. This block
contains both the location where Resources API expose the
data and the information that allows access to it.

To allow the integration and communication of data between
different systems, each block of the main blockchain includes
the deployment location of an actor’s blockchain and how it
can be accessed. Each actor have only one blockchain and
which IS deploys each actor’s blockchain must be decided by
a common criteria between organizations—being this an easier
to reach agreement than the use of shared information systems.

If an actor does not want institutions to share their data, she
will not have an actor’s blockchain —without affecting the
rest of the system.

However, since all the organizations have access to the main
blockchain, they are communicated and the access to actors
information is guaranteed. Using only one main blockchain,
ensures that all institutions operate with the same actors’
blockchains, mitigating information scattering. It also protects
institutions from unwanted attacks, given the state of truth
of blockchain. Additionally, if the location of an actor’s
blockchain changes, when an institution notifies it the rest will
be aware, so they can keep interacting in the future.

B. Blockchains’ federation model
Blockchains’ federation refers to the usage of multiple

blockchains for managing data following a two-level infras-
tructure. This way, several lower-level blockchains can be
interconnected using another blockchain at the top which is
in charge of nesting them and providing access to them.

The proposed system is composed of: {actors, services,
actors blockchains, main blockchain, information systems}
where there are from 1 to n copies of each of them.

The formal definition of blockchains’ federations attends to
a series of well-defined restrictions that must be complied with
by any system applying it:

1) There will be only one main blockchain (MB) in the
whole system.

inf∑

i=1

MB = 1 (1)
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TABLE I
LIST OF NOTATIONS

Variable Meaning
S Services sharing the data of their actors
A Set of actors in the system
B Blockchain nodes in the system
AB Set of nodes actors blockchains
ABa Node of an actor blockchain
AB(x) Set of nodes actor x blockchain
MB Main blockchain
MBa Node of the main blockchain
MB(x) Blocks of the main blockchain referring actor x

2) There will be from n to infinite main blockchain nodes
(MBa) in the system, where n is the number of services
(S) sharing the data of their actors.

inf∑

i=1

MBi ≥ S (2)

3) Each service sharing the data of its actors (A) must have
from 1 to infinite main blockchain nodes.

∀MBaϵMB :
∑

MBa > 1 (3)

4) For an actor a, only at least one actor blockchain (AB)
will exist in the whole system.

∀aϵA :
∑

AB(a) = 1 (4)

∀AB(i), AB(j)ϵAB, ∀i, jϵA :

!(AB(i) = AB(j) ∧ i ̸= j)
(5)

∀AB(i), AB(j)ϵAB, ∀i, jϵA : i = j

=⇒ AB(i) = AB(j)
(6)

5) There will be at least one node of each actor blockchain

∀aϵA :

inf∑

i=1

AB(a)i ≥ 1 (7)

6) For every actor, there will be at least one block in the
main blockchain that references it.

∀aϵA :
∑

MB(a) ≥ 1 (8)

C. FedBlocks’ Implementation

FedBlocks allows unified access to distributed data grouped
by the actor. To allow this, it employs an architecture based on
blockchains’ federation and offers an API to facilitate the in-
tegration of this tool in any system. For the implementation of
Fedblocks Hyperledger Iroha4 was used. Iroha allows the de-
ployment of permissioned blockchains and includes a service
that allows working with the blockchains without needing a
local copy. This service allows communication with an Iroha’s

4https://github.com/hyperledger/iroha

blockchain node using gRPC. For this purpose, Iroha provides
a series of APIs employed on FedBlocks to create a connector,
allowing to use FedBlocks from software applications without
a copy of the blockchain. The implementation of each of
the components of the IS5 and the FedBlocks connector6 is
discussed below.

Actors’ blockchains. Implemented as an Iroha blockchain,
it stores one transaction per block. This transaction represents
a change in the actor’s data. If that change is to add, modify or
delete information, it is determined by the description of the
transaction, so a registry of changes on the actor’s information
is available—improving the security of its health data since all
accesses for that can be monitored [17].

Main blockchain. Also implemented with Iroha, it has a
transaction for each actor present in an institution. In the
description of this transaction, it is stored where the actor’s
blockchain is located, alongside the actor identifier. Adding a
transaction to this blockchain must be done by the information
system managers, after deploying the actor’s blockchain.

FedBlocks connector. This component allows developers to
easily use FedBlocks as a storage method. The connector can
be integrated into any software application and it offers the
series of operations that can be employed to add and retrieve
information from a given actor. To use it, it is needed to
connect to one of the nodes of the main blockchain or the
blockchain’s node of an actor.

FedBlocks connector REST API. For those developers
who prefer to deploy the FedBlocks connection as a web
service to which all their applications connect, a REST API
is provided that offers the FedBlocks connector methods via
HTTP requests.

Resources API. Responsible for storing the actor informa-
tion. It offers an API where the information is sent to be stored
and where it can be recovered later. When the API receives
new information, it establishes an identifier and password,
which is returned to the sender and that will be validated later
when the information is to be retrieved.

To use FedBlocks, the deployment of blockchains in ex-
isting information systems is all that is needed. Using the
Resources APIs is optional, as long as an alternative method
of storing and referencing the information is provided. By
using the Connector or its REST API, the development of
actor-centered software for that system, reutilizing current
applications or developing new ones, is achieved.

IV. FEDBLOCKS’ EVALUATION

To validate the proposal, an application using FedBlocks
has been implemented. This application allows doctors from
different institutions to access the data and add new records
to patients of any institution subscribed to FedBlocks. This
could be a first step towards using FedBlocks to integrate
distributed EHRs whose information, despite being sensitive
patient information, is useful to be shared among different

5https://bitbucket.org/spilab/is components
6https://bitbucket.org/spilab/fedblocks connector api
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institutions. Global sharing of information such as allergies,
blood group, or Covid-19 vaccination card of each citizen
can be an example of the use of FedBlocks in healthcare.
The implementation of the application is available in the
Fedblocks’ repository7.

The evaluation has been divided into two phases. First, a
conceptual evaluation and, second, a performance assessment.
All tests performed and their values have been registered by
the deployment of the FedBlocks architecture in the following
environment:

• Information Systems: EC2 instances from Amazon Web
Services with Ubuntu 18.04 LTS, 1 virtual core at
2.5GHz, and 1GB of memory.

• Doctors computer: a laptop with Windows 10, 16GB of
RAM, an Intel Core i7-8550U at 1.8GHz base frequency
and 4.0GHz turbo frequency, and NVMe SSD storage.

A. Conceptual assessment

To evaluate if the proposal is conceptually feasible, the case
of MIAPe, a multidimensional healthcare assessment platform,
is taken. At the time of writing, 50 different healthcare
institutions maintain 5689 assessments from 1156 patients in
a centralized manner in MIAPe. In this evaluation, the data
is decentralized, assigning the data from their evaluations to
each institution. In this way, we try to integrate them following
two different approaches: using FedBlocks and using a storage
system per institution where each one of them will keep a copy
of their data and that of the rest of the institutions (to keep a
global view of each patient).

Fig. 2. Number of records as a function of number of institutions sharing
their data with or without FedBlocks

Figure 2 shows how FedBlocks keeps the number of records
in the system stable, without creating duplicates of each
assessment, regardless of the number of institutions sharing
their data. However, without FedBlocks, it can be seen how
the number of records increases by 5689 each time the data is
shared with a new institution. In this way, FedBlocks achieve
the main goal of having a complete EHR of each patient,
with no duplication between different health systems and no
inconsistencies.

7https://bitbucket.org/spilab/doctor app

B. Performance assessment

One of the major impediments that are often attributed to
the inclusion of blockchain technologies in this type of system
is that they are very computationally expensive technologies.
As has been done in previous works in the blockchain area
[18], the time taken by the system to perform each of the tasks
has been evaluated, to consider whether this time is acceptable
in comparison with the benefits generated by the proposal.

Some performance measures have been taken using the
FedBlocks connector. These metrics are associated with the
time it takes to operate the blockchains through the connector
when performing read and write operations. The average value
(in seconds), as well as the distribution of values around it in
100 different operations of each type, is detailed in Figure 3.

Fig. 3. Times per main actions

As can be seen in this figure, the reading operation is of
the order of a few tenths of a second, so it can be considered
that it does not impede the user experience. However, the write
operation, shown in the graph on a scale of 1:10 for improving
readability, is more costly. In this case, adding a record for
a patient takes about 5 seconds. This increase in time is
caused by the need of generating a block in that patient’s
actor blockchain and should be balanced against the reduced
duplication and inconsistencies provided by FedBlocks.

Fig. 4. Times per low-level actions

To verify the above, Figure 4 shows a bar chart reporting in
more detail the low-level operations that make up each of the
above operations and the average time for each of them. In it,
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it can be shown that adding evidence —consequently adding
a block— to the actor’s blockchain of a patient is the most
costly operation.

It has also been verified, by modifying the number of
institutions subscribed to the system, that the times shown are
independent of the number of institutions. This is due to the
main blockchain, once a patient is added to the system, is only
used to search where their individual blockchain is located.

In contrast, the number of nodes in the patient blockchain
can influence the execution times for adding new information,
due to the need for consensus between nodes. The data
collected in Figures 3 and 4 shows the execution time when
there is only one node of the actor blockchain per patient. The
times for recovering and adding files through the Resources
API depend only on the size of the file and the bandwidth of
the internet connection, so no more appreciations have been
done on them.

V. FUTURE WORKS AND CONCLUSIONS

The solution proposed in this paper provides an actor-
centered storage system to store information in a distributed
way and access it jointly. In this way, actors are able to have
all their information interoperable, even though it is actually
distributed among the different institutions that generate it,
reducing the possibility of duplicated information and, conse-
quently, the existence of inconsistencies.

To facilitate the work of software developers who want
to use the implemented FedBlocks tool, a connector, and
a REST API is offered, which allows connecting with the
rest of FedBlocks internal components. These components
are deployed in the information systems of the different
institutions that integrate their actor’ data.

Finally, the proposal of this paper can be controversial
because of the need for institutions and services to share their
actors’ data. Being the essence of the proposal—allowing actor
data integration—, it can be misinterpreted as a privacy issue.
However, the focus should not be lost on the fact that the
proposal seeks a benefit for the actor itself and so it is assumed
that, when data protection regulations are complied with and
the actors’ permission is obtained, the actor will be receptive
to the sharing of their data among the different institutions and
services that generate it.

As future steps in this proposal, a more complete validation
is needed, measuring more metrics and performing scalability
tests including throughput and latency metrics—with more
blocks, both as more actors and more data per actor, and
with more nodes, both as more institutions and more patient’s
blockchain nodes in different devices—, stress tests and formal
comparison with other existent solutions. In this validation, a
good idea is examining the time necessary to add evidence
to the actor’s blockchain, seeing how the number of actor’s
blockchain nodes affect this time, and searching for any type
of optimization in this sense.
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Older Adults’ Functional Profile
Javier Rojo, Lara Guedes de Pinho, César Fonseca, Manuel José Lopes, Sumi Helal, Juan Hernández,

Jose Garcia-Alonso, Juan M. Murillo

Abstract—Healthcare systems are capable of collecting a significant number of patient health-related parameters. Analyzing them to
find the reasons that cause a given disease is challenging. Feature Selection techniques have been used to address this
issue—reducing these parameters to a smaller set with the most ”determinant” information. However, existing proposals usually focus
on classification problems—aimed to detect whether a person is or is not suffering from an illness or from a finite set of illnesses.
However, there are many situations in which health professionals need a numerical assessment to quantify the severity of an illness,
thus dealing with a regression problem instead. Proposals using Feature Selection here are very limited. This paper examines several
Feature Selection techniques to gauge their applicability to the regression-type problems, comparing these techniques by applying
them to a real-life scenario on the functional profiles of older adults. Data from 829 functional profiles assessments in 49 residential
homes were used in this study. The number of features was reduced from 31 to 25—with a correlation between inputs and outputs of
0.99 according to the R2 score and a Mean Square Error (MSE) of 0.11—or to 14 features—with a correlation of 0.98 and MSE of 5.73.

Index Terms—Feature Selection, Regression, Machine Learning, Aging Informatics, Healthcare Data Analytics, eHealth

F

1 INTRODUCTION

Every day, healthcare professionals need to assess large
numbers of patients—not only those with chronic or degen-
erative diseases but also those with long-term or chronic
conditions [1]. This requires a constant reassessment of
patients, especially for the aging population, among whom
chronic and degenerative diseases and dysfunctions are
more common and more frequent. Many of these assess-
ments involve collecting large amounts of information re-
garding different variables associated with the patients’
health status [2]. To help health professionals manage data
from these assessments, many healthcare systems have IT
platforms where their patients’ information is digitized [3]
into Electronic Health Records, allowing health profession-
als, with the help of software developers and data scientists,
to develop powerful assessment platforms [4].

Nevertheless, the effort needed for health professionals
and informal caregivers to perform these assessments re-
mains excessive. Collecting data from several variables in
each assessment is time-consuming which infringes on their
limited time and reduces their patient-facing care time [5].
Health professionals are thus forced to reduce the number of
assessments that they need to perform routinely to care for
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their patients, thus reducing the sustainability and quality
of care.

If a clinical assessment includes redundant or irrelevant
variables, then the initial set of inputs could potentially be
reduced at a minimal accuracy loss, consequently easing
the aforementioned time crunch situation. An example of
this is the World Health Organization Disability Assess-
ment Schedule II (WHODAS-II), an assessment instrument
for functioning. Although the original version included 36
items, some studies have validated the use of a reduced 12-
item version [6], [7]. However, establishing which variables
contain redundant information and can therefore be elimi-
nated is not a trivial matter. The selection cannot be done
manually, based on intuition or using arbitrary techniques
to find relationships between variables. Instead, statistical
techniques are needed to calculate which reduced set of
variables provides the same information as the original
set [8]. After this, calculations done to extract results with
these items must be reformulated or replaced by other
techniques—since the new set does not contain all items of
the original one.

To solve this problem, two types of techniques exist in
the literature, which can be used together. First, Feature
Selection techniques [8] allow selecting from among a set
of features those that best describe the output, eliminating
redundant, unrelated, or non-influential variables. Second,
Machine Learning and Deep Learning techniques can be
used to define models that automatically learn from data to
establish relationships between input variables and an out-
put that has not been programmed or defined beforehand—
a prediction model. These techniques are already employed
in the health domain to solve problems involving the anal-
ysis of different kinds of data [9], [10], [11].
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Feature Selection and Machine Learning/Deep Learning
techniques are closely related. Feature Selection techniques
are employed to pre-process the input variables in any of the
main types of Machine Learning and Deep Learning prob-
lems [10]: classification —the output is one or several among
a series of well-known classes—, regression —the output is
a continuous value—, and clustering —the output is a series
of clusters not known previously, to which the different
samples belong. This pre-processing is often conducted as
part of the data cleansing phase [9], [12]. Feature Selection is
frequently used in classification problems [8], [13], [14]. The
use of Feature Selection in unsupervised problems, such as
clustering, has also been extensively researched for years
[15]. However, as far as the authors are aware, Feature
Selection is not commonly applied to regression problems
[16], [17] and its potential could be investigated further [18].

This paper aims to offer a technological solution that
can be used to reduce the number of items to be mea-
sured in a health assessment, allowing the diagnosis of
a pathology or condition to be accomplished with almost
the same precision but with less data. To do this, different
feature selection techniques used in regression problems
and available in the literature have been reviewed. In order
to compare them, these techniques are applied to a real-
world case study focused on the assessment of aging adults’
functional profiles. This comparison allows us to propose
new models to predict functional profiles’ scores with fewer
variables than the original formulas. The results obtained
by the model in terms of correlation between inputs and
outputs are also analyzed. They provide an overview of the
performance of feature selection techniques when applied
to regression problems in the case study. They also provide
insights into their extrapolation to other problems of this
type—in other healthcare assessments as well as other ap-
plication domains.

The paper is organized as follows. First, Section 2 intro-
duces Dimensionality Reduction and its Feature Selection
techniques. Section 3 provides an overview of the structure
and process followed in the development of the proposal
and introduces the case study. Section 4 compares each of
the alternative feature selection techniques, by using them—
independently or in combination—to predict target vari-
ables based on the older adults’ functional profile dataset.
Section 5 discusses the results in terms of number of features
and achieved correlation between inputs and outputs, and
compares the initial set of variables with the final set. Section
6 is a brief discussion about Feature Selection on regression
problems and the results obtained in the case study focused
on in this paper. Section 7 reviews existing literature on the
use of Feature Selection on healthcare data. Finally, Section
8 presents the paper’s conclusions and an agenda for future
work in this research area.

2 BACKGROUND

The increasingly high dimensionality and complexity of
data make it necessary to use Dimensionality Reduction
(DR) techniques [19] in exploratory data analysis. Feature
Selection is a type of DR technique that allows data scientists
to move from an initial high dimensional data set to a more
reduced one, known as the intrinsic dimension of data.

This intrinsic dimension contains the minimum features
that describe the data [20], providing a series of benefits:
simplification of prediction models based on these data,
improvement of its predictions, or avoidance of the long-
standing problem known as the “curse of dimensionality”
[21], among others. These benefits are common to all types
of DR techniques. However, each one has its own intrinsic
advantages, depending on how dimension is reduced in
each of them.

Feature Selection methods [22] reduce the data dimen-
sionality by selecting a subset of variables from the input.
This subset describes the input data while reducing the ad-
verse effects due to including noise and irrelevant variables
in predictions [8]. Therefore, they aim to simplify prediction
models, improving their results—namely better generaliza-
tion and reduced overfitting—and problem understanding.
They also reduce the amount of information to be collected
as input, and thus the computational load and fit time, while
avoiding the above-mentioned curse of dimensionality. For
these reasons, Feature Selection methods are particularly
useful in domains with many input features and few sam-
ples [23]—i.e., analysis of DNA micro-arrays data or hand-
written manuscripts—especially in classification problems.

These techniques are based on the premise that, in many
models, the input information that allows characterizing
an output—for example, discriminating between different
classes in a classification problem—can be obtained from a
smaller set of variables than initially used. This could be
due to mutually-dependent variables—where the value of
one is highly correlated with the value of another—or due
to irrelevant input variables, whose values do not affect the
output—even though they were initially believed that they
would. The former introduces redundant information (and
complexity) in the models, while the latter could lead to
noise and bias in the prediction. Feature Selection eliminates
redundant and irrelevant features at a minor loss of infor-
mation, and hence model accuracy, in both supervised and
unsupervised problems.

Feature Selection is different from other DR methods
[24] such as Feature Extraction. Feature Extraction methods
generate a set of new features based on the initial ones with
each new feature containing the most relevant information
from several of the initial ones. Such Feature Extraction set
might or might not be smaller than the initial set. Feature
Selection, on the other hand, filters the most relevant, exist-
ing features without generating new ones, only eliminating
some. For this reason, Feature Selection is better suited to the
healthcare sustainability problem addressed in this work.
However, when predictions need to be improved, both
methods can be applied together—first Feature Selection
and then Feature Extraction on the resulting features.

There are three main types of Feature Selection meth-
ods in the existing literature [8], [22]: filter, wrapper, and
embedded methods. Filter methods are independent of the
prediction model that is subsequently used, where the se-
lection of the most relevant variables is based on a ranking
criterion. The ranking is arrived at using a well-defined
criterion used to establish the relationships between each
input variable and the output variables. Wrapper methods
[25] work differently by employing and evaluating a pre-
diction model to each subset of the variables. Performance
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for each subset is measured as a function of the prediction
accuracy provided by the model trained with that subset.
This model is then “wrapped” in a search algorithm for
the best-performing subset. Finally, embedded methods also
employ a prediction model to determine the best subset of
input variables. However, in this case, feature selection is
performed as part of the model’s training process, rather
than based on the predictions yielded by an already trained
model. Therefore, there is no need to split the data into a
training and a testing set—to train first and then evaluate
the prediction model’s performance later—thus reducing
the Wrapper methods’ computational cost.

These methods are not mutually exclusive and can be
used together [26]. For instance, the filter methods, being
less computationally expensive and more independent re-
garding the prediction model to be subsequently used but
also less aggressive in terms of feature sifting, are usually
applied first to perform an initial phase of feature selection,
which amounts to pre-processing the set of variables that
will subsequently be analyzed using one of the other two
techniques.

In addition to Feature Selection techniques, this paper
also employs Machine Learning models. These techniques
can be divided into supervised, unsupervised, and rein-
forced learning, depending on the type of problem to be
addressed. Learning is considered supervised when there is
a set of labeled data —both the input and the output are
known. Supervised learning includes problems of classifi-
cation or regression, depending on what is to be learned.
This paper will focus on supervised learning and, more
specifically, on regression problems.

3 PROPOSED APPROACH

The proposal in this paper is the result of an experimental
study carried out in several phases. All the experiments
were conducted using real-life data from a single case study:
an evaluation of the aging adults’ functional profile. The
specific data used were derived from 829 assessments of
716 older adults treated in 49 residential homes and medical
centers in Portugal. These assessments are employed to
compute five different continuous values that describe the
aging adults’ functional profile, making this case study a
regression study.

The first phase involved examining available examples
of using Feature Selection techniques in regression prob-
lems. Quantitative comparison was carried out considering
different aspects to evaluate the performance of each tech-
nique when applied to our case study.

Then, the best performing techniques were selected to
create a series of models that, using a reduced set of input
features, could predict the functional profile of the older
adults studied with almost the same precision as the original
set. In order to measure this accuracy, we provide a series of
metrics on the correlation between inputs and outputs and
the error introduced in the prediction models, compared to
the traditional method using all the input features.

3.1 Case Study: Evaluation of Functional Profile using
the Elderly Nursing Core Set (ENCS)
The experiment performed is associated with the authors’
Multidimensional Integrated Assessment Platform for el-

derly (MIAPe) [4], which is employed by health profes-
sionals and caregivers in different Portuguese socio-geriatric
settings. It is used to assess different aspects of the patients’
health including the patients’ functional profile which is the
most relevant to the work in this paper. For this purpose, 31
items or questions—the input variables—are collected, with
values filled manually using the Elderly Nursing Core Set
(ENCS) form [27].

The ENCS was developed by Lopes and Fonseca in 2013
to assess the quality of life in terms of functioning among
older adults [28]. The psychometric properties of the ENCS
were later evaluated by Fonseca et al. [27]. This assessment
instrument is based on the International Classification of
Functioning, Disability and Health (ICF) [29]. Each of the 31
questions is valuated on a Likert scale from 1 to 5 points: (1)
No disability: 0–4%; (2) Mild disability: 5– 24%; (3) Moderate
disability: 25–49%; (4) Severe disability: 50–95%; and (5)
Complete disability: 96–100%. From these 31 items, 10 items
measure body functions, 17 items measure body structure,
and 4 items measure environmental factors. Full description
of these items can be found in the supplementary material.
The ENCS is divided into four areas of concern: self-care,
learning and mental functions, communication, and social
relationships. A higher value is correlated with a worse
functional profile of the assessed individual. Applying a se-
ries of validated mathematical formulas [27] to the values of
these 31 questions, five scores corresponding to the above-
mentioned areas of concern are extracted. These represent
the general functional profile of the elderly: General punctua-
tion of functionality (GPF), Self-care (AC), Learning and memory
functions (LMF), Communication (C), and Relationships with
friends and carers (RFC). These scores are represented as
continuous values, from 0 to 100.

• General punctuation of functionality corresponds
to the overall score obtained in the functional profile
for all dimensions. For its calculation, all items are
employed.

• Self-care corresponds to the basic activities of daily
living, such as eating and drinking. For its calcula-
tion, all 17 items from body structure are employed.

• Learning and memory functions is concerned with
cognitive functions, such as memory or orientation.
For its calculation, all 10 items from body functions
are employed.

• Communication is related to the ability to talk or
hold a conversation. For its calculation, 4 of the 17
items from body structure are employed.

• Relationships with friends and carers corresponds
to the ability to maintain relationships with family or
obtain support from health professionals, friends, or
other caregivers. For its calculation, all 4 items from
environmental factors are employed.

Each of these scores can be represented as a regression
function that takes as input each of the 31 questions of the
ENCS form, making this case study a suitable one for the
intended scope. Therefore, in this case study the focus will
be put on being able to compute each of these five scores
with a reduced number of questions—instead of the 31
original ones.
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4 COMPARISON OF FEATURE SELECTION TECH-
NIQUES ON FUNCTIONAL PROFILE

To determine the best Feature Selection technique to be ap-
plied to the case study, the different techniques available for
Feature Selection on regression problems were compared.
As far as the authors know, no previous study has compared
the application of different Feature Selection techniques on
regression problems.

To carry out this comparison, a battery of different
Feature Selection techniques has been chosen, following a
well-structured process— to make the comparison as fair
and reproducible as possible. All the results obtained were
meticulously documented to ensure replicability. The tech-
niques selected, the methodology followed, and the results
obtained are discussed next.

4.1 Selected Feature Selection Techniques
The Feature Selection techniques used in this study are
commonly available in Data Science tools. Specifically, we
used the Python programming language, which is widely
used in the field of Data Science and Data Mining. Therefore,
only techniques offered for this language were sought. Tech-
niques were selected from Scikit-learn1 and Yellowbrick2

Data Science libraries. The first is a widely used library for
the creation of Machine Learning models that also offers DR
tools. The second is a Scikit-learn wrapper that offers visual
solutions to facilitate model and data analysis.

Limiting the study to only techniques available in
Python and, more specifically, offered by these libraries,
may suggest that certain techniques were left out of the
comparison—for instance, those that are less common.
However, given the large number of techniques offered by
these libraries—as shown below—, we consider that the ob-
tained results in the comparison are sufficiently valid—since
we have included very common and frequently used Fea-
ture Selection techniques such as Recursive Feature Elim-
ination (RFE) and filter methods based on the correlation
between features and Mutual Information (MI). Moreover,
from a practical viewpoint, using techniques offered by
libraries that are widely used in production environments
facilitates the availability, reproducibility, and transfer of
results of this research.

All Feature Selection techniques available in both li-
braries were evaluated. For each technique, different param-
eter combinations were tested. Compared Feature Selection
techniques are shown in Table 1.

No wrapper method was tested since these libraries offer
embedded methods instead.

4.2 Methodology
Our comparison evaluated the different techniques based
on the number of features selected, the correlation achieved
by Machine Learning models using those features, and the
execution time required to select the features. Correlation
is measured with the coefficient of determination, R2 score,
with 1.0 being the ideal value—indicating that model that

1. https://scikit-learn.org/stable/
2. https://www.scikit-yb.org/en/latest/

Type Technique Library
Filter GenericUnivariateSelect Sklearn
Filter SelectPercentile Sklearn
Filter SelectKBest Sklearn
Filter SelectFpr Sklearn
Filter SelectFdr Sklearn
Filter SelectFwe Sklearn
Filter VarianceThreshold Sklearn
Filter Rank1D Yellowbrick
Filter Rank2D Yellowbrick
Filter Feature Correlation
Embedded SelectFromModel Sklearn
Embedded SequentialFeatureSelector Sklearn
Embedded RFE Sklearn
Embedded RFECV Sklearn
Embedded Feature Importances Yellowbrick
Embedded RFECV Yellowbrick

TABLE 1
List of techniques evaluated

perfectly explains the observed output variation concern-
ing input variation—and 0 being the worst-case scenario—
model that does not explain any variation—. Negative val-
ues are not taken into account. In contrast to other metrics,
the closer the R2 score is to 1, the better the model explains
the variability of the target feature (output). Other metrics,
such as Mean Square Error (MSE), must be considered when
training a final model. However, to assess how changes in
input features affect the model’s output, only the R2 score
was considered in this comparison.

To execute the different techniques we used a laptop
running Windows 10, with 16 GB of RAM and an Intel Core
i7-8550U processor at 1.8 GHz base frequency and 4.0 GHz
turbo frequency, equipped with NVMe SSD technology for
storage. The following software was used: Python v.3.7.5
(programming language), Anaconda v.1.9.12 (Python distri-
bution for Data Science), conda v.4.10.1 (package manage-
ment system), Jupyter v.6.0.1 (development environment),
Scikit-Learn v.0.23.0 (Data Science library), Yellowbrick v.1.2
(Data Science library), and Pandas v.0.25.3 (data manipula-
tion and analysis library).

The process followed to carry out the comparison was as
follows:

Step 1: Transform functional profile data into a suitable
format. The Elderly Nursing Core Set (ENCS) data was
anonymized and filtered to obtain a dataset containing only
information on the form’s 31 items and the values for each
of the five scores of the functional profile of the older adults
(GPF, AC, LMF, C, and RFC).

Step 2: Test the initial feature set data, without applying
Feature Selection techniques, on 12 different Scikit-learn
regression models. These 12 models were generated with the
main Scikit-learn algorithms for regression models —based
on the assumption that linear regression, logistic regression,
support vector machines, and tree-based algorithms are the
most employed for regression problems [30]. All parameters
were left as default. Since there are five outputs, five models
had to be created with the same inputs—one for each
output. In this case, we took advantage of Scikit-learn’s
MultiOutputRegressor class, which internally creates one
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model for each output and then encapsulates them in one.
The results were obtained with an initial set of 829 samples,
corresponding to evaluations of actual patients, dividing
them into 555 for training and 274 for testing. This is a
typical division of roughly two parts for training and one
for testing. Then a hold-out validation was performed—
training and testing sets without cross-validation.

Step 3: Select the five models with the best predictions
(best R2) out of the 12 models tested in the previous step.
This is possible because the initial feature set is easily
computable and allows the testing of different algorithms.

Step 4: Test the Feature Selection algorithms. For each of
these methods, different configurations were tested, based
on the different hyperparameters that they accept:

• In those that required keeping a number of features,
such as K, percentile or the maximum number of
features to be selected, the value was initially set
to half —15 features or a percentile of 50%. This
decision has been taken because the objective in
the step is to make an initial comparison between
the different techniques and not to find the optimal
value of hyperparameters for each of them—or even
compare the results for the same one with different
hyperparameter values. This is done later in Step 6.

• In those using a threshold, different values were
tested.

• Values such as alpha, employed by techniques such
as SelectFpr or SelectFdr, were left as default.

• For the embedded methods, each of the five models
selected in Step 3 was tested as estimators. This
estimator model is the one being wrapped by the
embedded method to determine the importance of
each feature and can be different from the final
prediction model where the set of features selected
is employed as input.

• Methods using a model as estimator required one es-
timator for each output and thus were not compatible
with MultiOutputRegressor. This required perform-
ing a feature selection for each of the five outputs,
before merging the results. This merge is done by
joining the selected features for each output so that
the resulting set of features allows predicting the five
functional profile scores —the five outputs.

Step 5: Evaluate the performance of the selected feature
set for each technique and hyperparameter configuration,
again using the prediction models selected in Step 3. The
results are provided in terms of the final number of features,
R2 score for each of the five models evaluated, average R2

score, and execution time of the Feature Selection process.
To calculate the R2 score for each model, we used the same
division of samples and validation as in Step 3.

Step 6: Those methods that could be configured using
parameters were executed again, using the whole range of
possible values. Results were complemented with a graph
per each technique and configuration, showing the evolu-
tion of the number of resulting features for each different
value of the parameters and the average R2 score associated
with each number of variables. This score was calculated
using the same functions as in Step 5.

All the software developed for the benchmark is pro-
vided as additional material and in a Zenodo repository3.
The complete comparison can be replicated by running the
“Comparison” and “Graphical” notebooks.

4.3 Comparison of Results
The main outcomes of the different steps of the comparison
are shown below. A more complete version of the tables
presented here, and additional figures with the results of
varying the parameters’ values when using the different
techniques, can be found as additional resources and in the
aforementioned Zenodo repository.

From Step 1, no outcomes are obtained. This step is only
for data processing.

From Step 2 the Table 2 is obtained. This table shows
the results obtained when evaluating the different models,
using all 31 features—without Feature Selection. As can be
seen, the results in most of the tested models are close
to 100% correlation (1.0 R2 score). Only Support Vector
Regressor (SVR) with a non-linear RBF kernel yielded lower
correlation results (0.74 R2 score). On the other hand, the
third-degree Polynomial Regression yielded a negative and
out-of-bounds result. According to the Scikit-learn library
that provides the implementation of the algorithm and the
calculation of the coefficient of determination, the negative
result is due to the model output being very different from
that expected for the same input values [31].

To ensure that the R2 score obtained by these models
is not the result of overfitting and that default hyper-
parameters are not leading the models to a suboptimal
point, a 5-step cross-validation with the training data has
been carried out, showing that the results are good and
acceptable. The standard deviation between the R2 score
of each step has been analyzed and, except for the SVR with
RBF kernel and NuSVR, the values obtained are in the order
of 10−3 to 10−5. The exact results can be found in the Jupyter
notebook Initial tests CV in the supplementary material.

The five models with a coefficient of determination
higher than 0.99—Linear Regression, Ridge Regression,
Lasso Regression, Extra Tree Regression, and LinearSVR—
were selected in Step 3.

As well, Table 2 shows the time needed to train the
model and to perform a prediction for each of the tested
models. Neural Network Regression is the one offering the
worst training time, followed by Random Forest, Extra Tree,
and Polynomial Regression of Degree 3. This situation is
expected since these are the more complex models. Predic-
tion times are in the order of microseconds in most cases,
with the costly ones being the Random Forest and Extra
Tree methods again, as well as some implementations of the
SVR. These are from the order of tenths of milliseconds.
However, times for both cases, train and prediction, are
acceptable in any of the models and their consideration is
not as important as R2 for that case—no need for constant
retraining or fast prediction exists in our case study.

Step 4 and 5 start at that point, having the results of
the five models selected when they are trained with the
original features set. In these steps, the aim is to obtain the
results for the same models when they are trained with the

3. https://doi.org/10.5281/zenodo.6421873
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Model R2 Train time (s) Predict time (s)
Linear Regression 0.999659 0.0102 7.40x10−6

Polynomial Regression (Degree=2) 0.885259 0.3103 3.13x10−5

Polynomial Regression (Degree=3) -220.837775 1.0423 9.73x10−5

Ridge Regression 0.999657 0.0182 8.63x10−6

Lasso Regression 0.990675 0.0124 1.09x10−5

Decision Tree Regression 0.957315 0.0201 1.09x10−5

Random Forest Regression 0.983631 1.3971 2.06x10−4

Extra Tree Regression 0.990431 1.1709 1.85x10−4

SVR (kernel=rbf) 0.745581 0.1036 3.01x10−4

LinearSVR 0.998442 0.2315 7.29x10−6

NuSVR 0.721767 0.0623 1.53x10−4

Neural Network Regression 0.978924 2.6033 3.72x10−5

TABLE 2
Results of model testing without feature selection

set of features selected by each Feature Selection technique
(and each of its parameters’ configurations) tested in this
study. Tables 3 and 4 show the summary of the results
obtained for each of these techniques in different terms: the
number of features selected, average train time (in seconds),
and R2 score when the set of features selected is used as
the input set to train each of the five models under study.
Table 3 shows the results of the filter methods and their
configurations while Table 4 shows results for the embedded
ones. As can be seen in both tables, the results obtained
are related to the number of features considered, execution
time (in seconds), and correlation—the R2 score obtained
in Step 5 of comparison with the set of features selected
on each of the five models selected of the Table 2 during
Step 3 and on average. As was the case in Step 2, a 5-step
cross-validation has been carried out here in addition to
the traditional validation as well, to check that the models
used and their configuration are still valid and do not suffer
from overfitting. The results of this cross validation can
be found in the Jupyter notebook Comparison CV of the
supplementary material. All possible configuration and
techniques available in the libraries employed have been
tested. However, those configurations or techniques not
working have been discarded and are not shown in the
tables of results to improve readability. That is the reason
why some techniques listed in Table 1 are not shown on
them. Their results can be found in the supplementary
material attached to this manuscript.

In the tables, tuples containing only results in terms of
execution time belong to techniques that provide visual re-
sults, that is, that do not automatically filter features. Instead
of that, they provide some graphs that experts in the domain
must interpret to manually filter the features by themselves.
Since such results are subject to expert interpretation, they
do not provide direct information in terms of the number of
features selected and/or results of the models trained with
it. Hence, all these tuples are listed in the tables to indicate
that they have been tested. However, none of them will be
delved into further in this comparison.

Regarding the results, we will consider first the time
required to perform the feature filtering —which offers
an insight into how computationally costly each of the
techniques employed can be. This time is only relevant
for the beginning, when the features are selected. After
that, it will not be necessary to re-execute these techniques.
In this regard, it can be observed that the average time
of the filter methods (Time column of Average results row
in Table 3) is much lower than the average time of the

embedded methods (Time column of Average results row in
Table 4). However, this is mainly due to the time required
for the RFECV technique of the yellowbrick library when
using Linear SVR as estimator. If the time required by that
technique with that configuration is not taken into account,
the average time of the embedded methods is significantly
reduced to 4.37 seconds. Therefore, it can be concluded
that filtering methods are, on average, slightly faster than
embedded methods. Specifically, embedded methods’ time
is 663% that of filter ones if the time of the RFECV with
Linear SVR as estimator is discarded. However, and espe-
cially taking into account the duration of the execution times
obtained by using any of the methods considered—mostly
in the order of tenths and hundredths of seconds, the results
are manageable and do not affect the decision of which one
should be used in this case study.

If we focus only on the times obtained by the embedded
methods, the situation arising from using a Linear SVR
as estimator in the RFECV technique appears not to be
an isolated case —although this is the most outstanding
example. In all embedded methods, applying a Linear SVR
as estimator notably increases the execution time by 1953%
—from 4.61 seconds on average for other techniques and
configurations to 90.06 seconds on average for those using
a Linear SVR as estimator. Conversely, the model that offers
the best estimator times in the embedded methods is the
Ridge Regression, although with results very similar to
those offered by the other three models.

It is noticeable, however, that the embedded tech-
niques from the Yellowbrick library —Feature Importances
technique and RFECV (yellowbrick version)— have much
longer execution times than the techniques taken from
Scikit-learn. This is probably because this library works as
a wrapper over Scikit-learn—taking the same amount of
time as if they were executed directly—and then generating
graphical solutions based on the results obtained. The time
requirements of these techniques are even more remark-
able in the case of RFECV, whose fastest configuration —
using a Linear Regression as estimator— needs 74 times
the time of the slowest Scikit-learn technique with the same
configuration—RFE with a Linear Regression as estimator.

On the other hand, if we focus only on the times obtained
by the filter methods, we can appreciate that the use of the
mutual info regression as score function leads to a notable
increase in the times. Specifically, the use of this score
function instead of f regression leads to an increase in time of
11458% in the techniques that allow both score functions—
0.02 seconds on average with f regression and 2.34 seconds
on average with mutual info regression. In addition, as with
the embedded methods, the Yellowbrick techniques also
require longer times than the others. These are the only
methods whose results reach times in the order of seconds or
tenths of seconds—without taking into account techniques
employing mutual info regression as score function.

Next, we will discuss the number of features selected
by each technique. It is important to mention at this point
that in most cases the number of features selected by each
technique does not match the number of maximum, k
best—k being the number of best features to be selected—
and percentile features indicated for the technique. This
is due to the existence of five outputs in our case study.
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R2 score
Feature Selection technique Score func. / Algorithm Parameters N. features Time (s) LR Ridge Lasso Extra Tree LinearSVR Avg.
GenericUnivariateSelect f regression percentile(50) 26 0.030751 0.999662 0.999661 0.991935 0.959194 0.999570 0.990004
GenericUnivariateSelect mutual info regression percentile(50) 26 2.134323 0.999662 0.999661 0.991935 0.962304 0.999617 0.990636
GenericUnivariateSelect f regression k best(15) 26 0.018815 0.999662 0.999661 0.991935 0.957074 0.999595 0.989585
GenericUnivariateSelect mutual info regression k best(15) 26 1.907155 0.999662 0.999661 0.991935 0.956841 0.999618 0.989543
GenericUnivariateSelect f regression fpr 29 0.020798 0.999660 0.999659 0.990675 0.959773 0.996560 0.989265
GenericUnivariateSelect f regression fdr 29 0.017323 0.999660 0.999659 0.990675 0.957852 0.997536 0.989076
GenericUnivariateSelect f regression fwe 29 0.028273 0.999660 0.999659 0.990675 0.957720 0.998158 0.989174
SelectPercentile f regression percentile(50) 26 0.016828 0.999662 0.999661 0.991935 0.960177 0.999587 0.990204
SelectPercentile mutual info regression percentile(50) 26 2.680883 0.999662 0.999661 0.991935 0.960406 0.999616 0.990256
SelectKBest f regression k(15) 26 0.021328 0.999662 0.999661 0.991935 0.962586 0.999604 0.990690
SelectKBest mutual info regression k(15) 26 1.932915 0.999662 0.999661 0.991935 0.964257 0.999524 0.991008
SelectFpr f regression alpha(0.05) 30 0.017359 0.999659 0.999657 0.990675 0.956662 0.999236 0.989178
SelectFdr f regression alpha(0.05) 30 0.016368 0.999659 0.999657 0.990675 0.963822 0.998723 0.990507
SelectFwe f regression alpha(0.05) 30 0.016368 0.999659 0.999657 0.990675 0.956609 0.998340 0.988988
VarianceThreshold threshold(0) 31 0.011376 0.999659 0.999657 0.990675 0.951833 0.999485 0.988262
VarianceThreshold threshold(0.5) 30 0.012895 0.990122 0.990139 0.983033 0.948834 0.987646 0.979955
VarianceThreshold threshold(0.8) 26 0.014385 0.950137 0.950143 0.940121 0.835992 0.933441 0.921967
Rank1D algorithm=”shapiro” 0.266352
Rank2D algorithm=”pearson” 0.514352
Rank2D algorithm=”covariance” 0.467696
Rank2D algorithm=”spearman” 0.499440
Rank2D algorithm=”kendalltau” 0.775745
Feature Correlation method=”pearson” 1.325842
Feature Correlation method=”mutual info-regression” 3.091538

Average results of Scikit Learn 28 0.52342 0.996186 0.996187 0.987845 0.951290 0.994462 0.985194
Average results of Yellowbrick 0.99157

Average results 28 0.659963 0.996186 0.996187 0.987845 0.951290 0.994462 0.985194
TABLE 3

Results with filter feature selection methods

R2 score
Feature Selection technique Estimator Parameters N. features Time (s) LR Ridge Lasso Extra Tree LinearSVR Avg.
SelectFromModel Linear Regression 25 0.019840 0.999661 0.999660 0.991935 0.956487 0.999528 0.989454
SelectFromModel Ridge Regression 25 0.017359 0.999661 0.999660 0.991935 0.969842 0.999629 0.992145
SelectFromModel Lasso Regression 26 0.018350 0.999662 0.999661 0.990675 0.963172 0.998009 0.990236
SelectFromModel Extra Tree Regression 15 0.029721 0.989018 0.989018 0.981734 0.949199 0.987603 0.979314
SelectFromModel Linear SVR 25 0.472687 0.999661 0.999660 0.991935 0.965365 0.999622 0.991249
RFE Linear Regression step=1. n features to select(0.5) 19 0.184014 0.995868 0.995877 0.988012 0.956765 0.995921 0.986488
RFE Ridge Regression step=1. n features to select(0.5) 19 0.168639 0.995872 0.995876 0.988544 0.962146 0.995824 0.987653
RFE Lasso Regression step=1. n features to select(0.5) 19 0.252960 0.993647 0.993647 0.985406 0.957668 0.992244 0.984522
RFE Extra Tree Regression step=1. n features to select(0.5) 18 0.342241 0.994401 0.994401 0.986994 0.961540 0.994313 0.986330
RFE Linear SVR step=1. n features to select(0.5) 18 6.788760 0.994438 0.994437 0.987052 0.958555 0.994463 0.985789
Feature Importances Linear Regression topn=15. stack=false,relative=true 1.870455
Feature Importances Ridge Regression topn=15. stack=false,relative=true 1.721119
Feature Importances Lasso Regression topn=15. stack=false,relative=true 1.874882
Feature Importances Extra Tree Regression topn=15. stack=false,relative=true 1.906664
Feature Importances Linear SVR topn=15. stack=false,relative=true 2.007809
RFECV (yellowbrick) Linear Regression step=1. cv=5 25 13.765470 0.999661 0.999660 0.991935 0.959631 0.999592 0.990096
RFECV (yellowbrick) Ridge Regression step=1. cv=5 25 14.980706 0.999661 0.999660 0.991935 0.959212 0.999561 0.990006
RFECV (yellowbrick) Lasso Regression step=1. cv=5 25 17.979028 0.999661 0.999660 0.991935 0.959729 0.999610 0.990119
RFECV (yellowbrick) Extra Tree Regression step=1. cv=5 27 18.757748 0.999552 0.999550 0.991866 0.961919 0.999535 0.990484
RFECV (yellowbrick) Linear SVR step=1. cv=5 29 351.008670 0.999662 0.999660 0.991935 0.951663 0.999586 0.988501

Average results of Scikit Learn 21 0.82946 0.99619 0.99619 0.98842 0.96007 0.99572 0.98732
Average results of Yellowbrick 26 42.58725 0.99964 0.99964 0.99192 0.95843 0.99958 0.98984

Average results 23 21.708356 0.997339 0.997339 0.989589 0.959526 0.997003 0.988159
TABLE 4

Results with embedded feature selection methods

Therefore, to select the appropriate features for each output,
all techniques must be applied five times on the original
set of features. After this, the selected features per output
are merged to obtain the total required set of features. This
way, selecting the 15 best features (k=15) for each output
may result in a final set of 26 features —a result yielded by
some of the techniques. It should also be pointed out that, in
this case, the embedded techniques yield more remarkable
results than the filter techniques. The former selected 23
features on average (N. features column of Average results
row in Table 4), while the latter selected an average of 28
features (N. features column of Average results row in Table
3).

In the case of embedded methods, the RFE technique
yielded sets with fewer than 20 features for any of the
estimators tested. Specifically, Extra Tree Regression and
Linear SVR are the ones that filtered most features, reducing
the set to 18 features compared to the 19 features obtained
with the other estimators. The same happens with the
SelectFromModel when using the Extra Tree Regression as
estimator again. When using this estimator the number of

features is reduced to 15, compared to the 25-26 selected
when using other estimators, without a remarkable loss of
correlation.

Regarding filter methods, the number of features can
at best be reduced by five, resulting in sets of 26 features.
Several techniques and configurations result in this number
of features being selected. However, there are others such
as VarianceThreshold—with threshold values such as 0.5 as
an intermediate value or 0 as a lower limit value—that filter
only one or no features at all, respectively. The same applies
to the SelectFpr, SelectFdr, and SelectFwe techniques. All of
them are based on the use of an alpha —corresponding to
the highest uncorrected p-value for features to be kept—
which, if left at its default value, only filters out one feature.
However, these techniques also fail to improve correlation
by filtering fewer features and retaining more information
for the model —since there are still features that are redun-
dant or not linked to the outputs among the resulting 30
features.

Finally, it is necessary to discuss the results in terms
of correlation. In this case, the embedded techniques offer
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Fig. 1. Number of features selected and R2 score as a function of the k best selected in GenericUnivariateSelect technique

Fig. 2. Number of features selected and R2 score as a function of the threshold defined in VarianceThreshold technique

more similar results, all achieving a correlation higher than
0.98 (Avg. R2 score column in Table 4). This suggests that
they maintain the correlation of the original set of variables,
even when considering a smaller number of variables. In the
case of the filter methods, the results are similar (Avg. R2

score column in Table 3), although some of the techniques
reduce the precision depending on the configuration of the
hyperparameters. This is the case of the VarianceThreshold
technique when the threshold value is changed from 0 to
0.5 or 0.8. However, even at the risk of lower precision
if this particular technique is used, both embedded and
filter techniques are successful at filtering features—to a
greater degree or lesser degree, as mentioned above—while
keeping the original precision close to the ideal value of 1. A
correlation of 0.98 or 0.99 is not a decisive factor, both values
being very close to the ideal.

As result of the last step (Step 6), a series of graphs—
one per technique, admitting hyperparameters with values
in a finite range—are included to illustrate the relationship
between the number of filtered features, the average pre-

cision achieved by the models with each selected feature
set, and the different techniques and the value obtained
by their hyperparameters. These graphs illustrate how the
size of the selected feature set changes when the value
of any of its hyperparameters is modified within its finite
range. It is also possible to appreciate changes in correlation
caused by changes in the number of selected features. All
these graphs are provided as additional material in the
Zenodo repository, inside the “images” folder. In addition,
each technique and configuration is linked to its associated
graphs in the .XLSX results document. For the sake of
brevity, we will only discuss those graphs that we consider
to be of greater relevance, since they provide the most
easily visually understandable graphs and since they are a
significant sample of the different types of hyperparameters
that can be configured (such as the thresholds, the number
of features to be selected K, or the maximum number of
features to be selected).

The first one is that of GenericUnivariateSelect with
f regression as score function. Figure 1 shows the evolution
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Fig. 3. Number of features selected and R2 score as a function of the maximum features selected in RFE technique

of the number of features finally selected and average R2

score for this configuration—taking into account the five
models used as estimators during validation—and k best
features to be selected as parameter changes. The k best
parameter varied in a range from 1 to 31—the total number
of features—with an added—i.e., selecting one more feature
in each execution. The figure shows how, by selecting one
feature per output, a value of 3 features is obtained, with
a correlation of almost 0.84. From that point on, correlation
increases up to 26 features—especially when k is adjusted
to a value of 2 features and selected features increase from
3 to 9. This number of features is obtained by a wide range
of k. The figure also shows that the tested models perform
better with this number of features than with the original
31, losing correlation when more features are selected.

Among the filter methods, it is also interesting to high-
light the VarianceThreshold graph (Figure 2), showing vari-
ations as the threshold was changed. After the 0.5 threshold
value, the technique begins to filter features. It is interest-
ing to see how far it filters when the entire spectrum of
threshold values is tested—from 0.0 to 1.0 with a step of
0.1. The figure shows that, after the 0.4 threshold, it starts
to reduce the space of features. In addition, as the threshold
increases, the number of features selected decreases. This is
expected since by increasing the threshold, the variance of
the features that can be selected becomes more restrictive.
When the optimum point is reached, it is subjected to the
objective pursued during the process of Feature Selection.
The 0.0 threshold is obtaining the best correlation but using
all features, while 1.0 is obtaining the worst correlation, but
with fewer features. Even a middle point, such as the 0.7
threshold—selecting a set of 27 features that provides an
increase in correlation with respect to that offered by the
26 or 28 features set offered by other thresholds— can be
considered as an optimum point.

Finally, it is also interesting to discuss the graphs corre-
sponding to the embedded RFE method—those that filter
out more features. Specifically, Figure 3 shows the evolution
of this technique when an Extra Tree Regression model is
used as estimator and the maximum number of features to

be selected per output is adjusted. In this case, the number of
features to be selected is more progressive than in the other
techniques. For the first values, the result obtained is very
similar to that already yielded by the GenericUnivariateSe-
lect technique in Figure 1. It can also be observed that the
optimal correlation point corresponds to 26 features. This
number of features is obtained when a maximum number
of 8-10 features per output are selected. For any selection
higher than 16 features per output the original 31 features
are selected—except in the case of 22 features per output
when 30 variables are selected. In this case, the R2 score
plot shows that this change slightly improves the precision.

To conclude, it can be argued that the embedded meth-
ods select a smaller group of features than the filters,
achieving even better correlation on average—at the cost of
some of these techniques requiring slightly higher execution
times. Almost all embedded techniques filter more features
than the best-performing filter method. The most restric-
tive embedded technique manages to reduce the number
of variables to 50% while maintaining correlation above
that of some of the filter techniques, such as the variance
threshold at 0.8. This last technique only obtains a reduction
of approximately 12% and a correlation of 0.92. It is also
interesting to indicate that, for filter techniques, the func-
tion score mutual info regression notably increases the time,
without improving correlation.

5 IMPROVING FUNCTIONAL PROFILE ASSESS-
MENTS

Taking as a starting point the results obtained in the com-
parison above, two models have been developed using the
features selected by one of the analyzed Feature Selection
methods as shown in Figure 4. These models predict the
five functional profile scores of the patients considered: one
model with higher accuracy—but using more data—, and
the other with slightly less accuracy—but using a smaller
amount of data.

The creation of two models illustrates the dual potential
of Feature Selection techniques. Figure 4 shows the process
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followed for the creation of the two models and the use for
which each model is developed. On the one hand, Model 1
filters out a smaller number of features while offering better
precision. This could be used to measure the functional
profile based on the new questionnaires to be fulfilled by
health professionals—now with 25 questions instead of 31.
This model offers health professionals measurements of the
different scores of the functional profile of their aging pa-
tients with almost as much precision as the original model,
but with fewer questions. On the other hand, Model 2 filters
out a larger number of features (from 31 features to 14),
offering slightly less precision. This model could be used
by informal caregivers or by the patients themselves to
perform periodic self-assessments, thus providing a more
constant flow of information on their functional profile. If
any irregularities were to be observed whilst applying this
model, health professionals could get involved and start
using Model 1 to obtain more accurate measurements.

For the creation of both models, several of the analyzed
Feature Selection methods were used rather than just one.
First, because each of these models was generated using
different methods. Besides, as suggested by researchers such
as Chen et al. [26] our models combined filtering and
embedded methods. As illustrated in Figure 4, the feature
selection phase before the creation of the Machine Learning
model has performed in two stages: first a filtering method
then an embedded method is applied per model in both
stages. This procedure yields better results since the filtering
methods applied only filter out the most irrelevant features
and the embedded methods used subsequently complete
the elimination of features based on the result offered by
the first ones.

The filter method used in both models was the Gener-
icUnivariateSelect with an f regression function score and
a percentile of 50—since this technique and configuration
removes a few features while maintaining the precision of
the original set. As an embedded method, in the case of
Model 1 we used the SelectFromModel with the default
configuration and RidgeRegression as an estimator. In the
comparison, this reduced the feature set to 25 features with
an average correlation of 0.992—the highest score of all
the tested Machine Learning models. For Model 2 we used

SelectFromModel again with the default configuration but
changed the estimator to the Extra Tree Regressor since, in
the comparison, it was the one that eliminated the highest
number of features.

Finally, as a Machine Learning model for the creation
of the prediction model, we applied in both cases Linear
Regression—the one offering the best prediction among the
five analyzed. As in the comparison, a Linear Regression
model was needed for each output. Therefore Scikit-learn’s
MultiOutputRegressor was used to encapsulate the creation
of these five models in a single one. The results obtained in
terms of correlation between inputs and outputs and predic-
tion error, using the same dataset as during the comparison,
are shown in Table 5.

Metric Model 1 Model 2
Coefficient of determination (R2) 0.999661 0.981238
Mean Square Error (MSE) 0.111246 5.772708
Mean Absolute Error (MAE) 0.178976 1.552575

TABLE 5
Results yielded by different models proposed

The results show both models achieve good correlation
measured with the R2 score. However, the error in the
predictions, measured with the Mean Square Error (MSE)
and Mean Absolute Error (MAE), is higher in the model
with fewer features, as expected. The closeness between
MSE and MAE values indicates that errors in Model 1 are of
small magnitude—since the MSE tends to give more weight
to large errors and to increase its value concerning the MAE
when there are many large errors. Moreover, in this case,
the MSE has a small value, indicating errors in the order of
less than one unit. The MAE value also shows that the mean
difference between the actual value of the functional profile
scores and the estimator in Model 1 is very small. Seeing
this value and that the functional profile scores oscillate in a
range of values between 0 and 100, the error introduced by
the model is minimal. This, together with its high precision,
confirms the validity of the model to predict the functional
profile of aging patients with confidence. On the other hand,
Model 2’s MAE shows an error of around 1.55 units on
average. However, the MSE does show that, in this case,
there are situations where the value of the score oscillates

Fig. 4. Proposal for improving functional profile assessments with Feature Selection and Machine Learning
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more, producing more significant errors, which penalize this
metric compared to that of the MAE. However, the results
are positive in both models and adapted to the needs of each
one.

Applying a 5-step cross-validation on these models, a
mean value of R2 score of 0.99964 has been obtained for
Model 1, with a deviation between the R2 score obtained in
each step of 7.62360x10−5, which shows that the results of
the model are reliable, being close to those obtained in the
validation with the test set. For Model 2, the results were a
mean R2 score of 0.98166, with a deviation of 4.61616x10−3.
This shows that this model is a little less reliable, but still
gives very good results to be used as a preventive model.

6 DISCUSSION

We presented a comparison of the different Feature Selection
techniques applied to regression problems and showed how
the results were applied to the creation of two Machine
Learning models for the prediction of the functional profile
of older adults. We discuss a few important aspects of our
work in this section.

First of all, it is important to note that all the work
presented in this paper could be extrapolated to other case
studies (within the health or other domains) which require
applying Feature Selection on regression problems—i.e.,
new case studies or other types of health assessments, such
as older adults’ dementia or loneliness assessments.

Regarding the comparison of the different Feature Selec-
tion techniques on regression problems, it has been shown
that these techniques are more efficient to reduce the fea-
tures within a dataset such as the older adults’ functional
profile. Some techniques can reduce the initial feature set
containing 31 features to 25 or even 14—which is partic-
ularly relevant since all these features are currently being
used in well-validated clinical procedures for the assess-
ment of functional profiles. This stresses the great potential
of these techniques for regression problems.

We have also found that the performance of the filter and
embedded methods presented theoretically and practically
in previous studies for classification problems is maintained
when these techniques are applied to regression problems.
In general, filter methods achieved less sifting than embed-
ded methods, but with a much better performance in terms
of computational time. Execution time was not a challenge
for the present case study where all the results, except
those of the Yellowbrick RFECV technique, were obtained
in the range of tenths/hundredths of seconds for Scikit
Learn methods or a few seconds for the case of Yellowbrick
methods—due to the fact of being wrapping Scikit Learn
methods. Even more considering the reduced capabilities
of the computer where the test has been executed. This,
however, could be different in other case studies where
execution time may be a potential challenge.

Regarding the filtering percentage, the results obtained
could act as a reference for the application of Feature Selec-
tion techniques on other regression problems. Our compari-
son could be used to analyze the performance gaps between
the different Feature Selection techniques tested. However,
it is important to note that we do not recommend extrap-
olating the filtering percentage as an exact percentage to

other case studies [8]. For each case, the filtering percentage
will depend on the quality of the initial data set—i.e., the
number of irrelevant features or the number of correlated
features—of the new case study.

Another important issue to discuss is whether the fea-
tures that have been retained in the two models are over-
lapping. That is, whether all the features of the 14-feature
model are included as entries in the 25-feature model. In
this regard, it has been verified that this is the case. To be
more precise about which items of the original 31 have been
retained, the 25-feature model has retained 6 of the 10 body
functions items, 16 of the 17 body structure items, and 3
of the 4 environmental factors items. The 14-feature model
has retained 4, 7 and 3 items from each group, respectively.
As can be seen, the first model filters mostly body function
items, so these may be the ones with more overlapping
information. The second model continues the path filtering
a bit more of these items, but mostly filtering body struc-
ture items. The least filtered are the environmental factors,
filtering only 1 item for both cases.

On the clinical impact implications of eliminating the
number of features we eliminated, we have evaluated the
amount of time that can be saved on each functional profile
assessment with our proposal. Originally, with the 31 items,
it took an average of 20 minutes to assess a patient (an
average of 38.70 s per item) when the diagnosis was made
by an experienced caregiver. The same caregiver now needs
an average of 15 minutes for the same diagnosis, through the
new version with only 25 questions (improving the average
per item to 36 s). As can be seen, from the caregiver’s point
of view, their process has been optimized by 25%. As for
the self-diagnosis by the elder, we have determined that the
elders aged 65 to 80 years need 10 minutes on average to
fill in the reduced form of 14 questions (an average of 42
s per item) and that the elders aged more than 80 years
need 15 minutes (an average of 64 s per item). For that,
a reformulation of the question to make them more user-
friendly to the elders is needed.

This improvement is due to the fact that the form used
by the caregivers has been reduced by almost 20%, from 31
items to 25 items. However, such filtering does not always
have to be achieved, and there may be situations where only
a small part of the items can be filtered..

Regarding the impact of filtering few features, from the
sanitary point of view we can consider two interesting situ-
ations. First, if it is more convenient to keep all the features
because the time optimization to be achieved is very small
and it is better to keep all the information than to obtain
that optimization. Second, if it is better to eliminate those
few features because they help to optimize the assessment
times (even if only a little). What is best in each case is highly
subjective, and depends largely on the interpretation of the
health professional in charge and the results obtained in the
particular case study. In this case, any filtering obtained is
interesting, even if it is small. It does not matter too much
to lose certain information, since it is not a case study in
which a disease that requires great precision in its diagnosis
is being detected.

It is also relevant to discuss the application of these
Feature Selection techniques to the assessment of functional
profiles. Two Machine Learning models were created to
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establish the functional profile scores using fewer data. Both
the model that selected a smaller number of features and
the model that selected a larger number yielded correlation
between inputs and outputs close to 100%. For Model 1,
the error included was so slight that it could be considered
negligible. Therefore, the values yielded by this model are
as accurate as those provided by the original features set.
For the Model 2, the error is still not very significant: 1.55
units on average, with some cases where it is slightly more
pronounced. As suggested above, this could be used as a
preventive model used by informal caregivers to quickly
obtain more frequent, approximate functional scores. In case
the scores suggest a possible problem, health professionals
could then apply the more accurate model.

Our results suggest novel possibilities for the assessment
of the functional profile of older adults—one of the most
costly issues in terms of human healthcare resources, given
that loss of functionality is an inherent consequence of
aging. With this proposal, informal caregivers can contin-
uously measure their patients’ functional profiles changes,
with two advantages: on the one hand, health professionals
have to perform fewer assessments while their patients’
functional profiles can be continuously monitored. In ad-
dition, the assessments performed by health professionals
would be faster and more efficient, since fewer parameters
would be assessed to obtain the same results. This would
benefit healthcare systems, by freeing up time that could
be devoted to providing better care. Therefore, the objective
of this paper has been achieved and it can be considered
a declaration that Feature Selection on regression problems
can be employed as the technological tool that can improve
the assessment of health pathologies and conditions.

7 RELATED WORK

Dimensionality Reduction (DR) techniques have become
very important in Data Science due to the huge amount
of data generated every day in the so-called Big Data era
[19]—with more and more works applying these techniques
to different domains.

Health care is one of the fields where the use of these
techniques is imperative. Feature dimension is one of the
main challenges in the analysis of healthcare data [9], [12],
[32]. Medical tests often generate significant amounts of
data [33]—input variables or features—which are difficult
to analyze directly by using Data Mining techniques such as
Machine Learning or Deep Learning. Thus, proposals such
as that of Lee et al. [12] suggested the use of DR techniques
to analyze Electronic Medical Records (EMR). They argued
that these records were usually composed of hundreds to
thousands of medical variables, causing a problem of data
high-dimensionality—the so-called curse of dimensionality
[21].

Within DR techniques, two types of approaches can
be established [12]: Feature Extraction and Feature Selec-
tion. Both approaches are not mutually exclusive and are
often used together [34]. Feature Extraction methods aim
to extract a series of new features from existing features
in a dataset. These new features will be more expressive
than the original ones, thus allowing a better analysis of
the data. This is the approach followed by proposals such

as one of Nuñez-Godoy et al. [35], who employ Feature
Extraction’s Principal Component Analysis (PCA) algorithm
to reduce the high-dimensionality of sensor-gathered data
to detect patterns in human-sitting-poses. The application
of these techniques helps improve the results yielded by
the initial prediction models, using the original feature set,
while reducing the computational cost. However, the use of
these techniques still implies collecting the same number of
input variables, so they do not provide a solution—or, at
least, not by themselves—to the problem addressed in this
paper.

On the other hand, Feature Selection techniques aim
to directly reduce the set of features to be collected as
input. This way, not only do they improve the performance
of prediction models [8]—both in terms of accuracy and
computational costs—they also help analyze the features
that are collected. Their analytical potential results in several
advantages, such as a better understanding of the problem.
The Feature Selection process helps eliminate features that
are redundant or have no real relation to the output—even
if, a priori, healthcare professionals believe that they do.

For these reasons, these types of techniques have been
widely used for years. Neumann et al. [36] presented some
continuous Feature Selection approaches, measuring their
performance in different health datasets. Wei and Billings
[37] developed a new unsupervised forward orthogonal
search (FOS) for Feature Selection and applied it to different
health datasets from the UCI Machine Learning Repository.
Maldonado et al. [38] proposed a wrapper method based on
the use of kernel functions with Support Vector Machines
for classification problems. They compared their method
with other existing ones using different datasets, including
the Colorectal Microarray (CRMA) and the Wisconsin Breast
Cancer (WBC) datasets. Huang et al. [2] applied a filter-
based method to an antidepressant medication utilization
study, discussing the advantages of this method with respect
to a wrapper method on logistic regression. Genuer et al.
[39] proposed the use of random forests in wrapper Fea-
ture Selection techniques, applying them on four different
classification datasets, corresponding to Colon, Leukemia,
Lymphoma, and Prostate diseases, and providing some
experimental metrics. Jeanneret et al. [40] performed a
chemistry-driven Feature Selection in order to analyze urine
samples corresponding to dioxin intoxication. Javed et al.
[41] demonstrate the performance of filter methods on three
different datasets belonging to binary classification (two-
class) problems, among them a drug discovery and a heart
disease classification dataset. Cateni et al. [42] proposed
the combination of different Feature Selection techniques
in a two-phase procedure: first using filter methods and
then an exhaustive search. This proposal was validated on
several UCI datasets, among others. Bodur and Douglas [14]
developed and tested a filter algorithm for Feature Selection
in healthcare datasets. Uphade et al. [43] make use of these
techniques also in classification problems to try to detect
which factors should be taken into account in covid patients
to try to place them in a range of days necessary for their
recovery. Bommert et al. [44] compare the use of different
filter methods to select the most relevant features in gene
expression within bioinformatics. They focus on this type
of methods because they are more computationally efficient
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than wrappers, being a better choice for high-dimensional
data such as the 14 datasets used for the comparison. Out-
side of the health domain, Guo et al. [45] proposed a method
to perform regression feature selection with noised data —or
data with outliers— when the distribution of representation
error is unknown. Degeest et al. [46] discuss the importance
of Feature Selection as a preprocessing step in Machine
Learning, highlighting the relevance of filter methods and
centering in the context of regression problems.

While some proposals offer new Feature Selection algo-
rithms, others delve into the existing ones and their use
in the health domain. Remeseiro and Bolon-Canedo [47]
reviewed the Feature Selection techniques in medical appli-
cations. Suresh et al. [13] defined a full process, beginning
with data cleansing and outlier detection, following with
dimension reduction using SVM-RFE, and ending with the
evaluation of results on the RFS-SVM algorithm and other
traditional classifiers. They applied this process on a Prima
Indian diabetes dataset. Chen et al. [26] proposed the use
of ensemble methods for Feature Selection on health data,
consisting of the use of filter, wrapper, and embedded
methods together. Chicco and Oneto [16] showed in their
research that machine learning could be used to predict
sepsis shock, as well as demonstrating that Feature Selection
could be employed to identify unexpected symptoms and
relevant clinical components of septic shock. Xu et al. [48]
proposed a general framework that, using global redun-
dancy minimization in orthogonal regression, emphasized
the importance of the correlation between features in the
Feature Selection processes. Ali et al. [49] use this type
of techniques to enable the creation of Machine Learning
models capable of predicting drug response according to
omics profiles in precision oncology applications.

In addition, proposals such as that of Arowolo et al. [34]
employed these techniques to select the most relevant fea-
tures within a dataset, before employing Feature Extraction
techniques to improve the accuracy of prediction models.
This approach was used to analyze in a more efficient
way data from the Malaria Vector Gene Expression. Other
proposals such as that of Murthy [50] employed the two
techniques in a reverse process: first new features were
generated with Feature Extraction and then the original fea-
tures plus the new ones were filtered with Feature Selection.
The framework they defined for this is called Minimum
Projection error Minimum Redundancy (MPeMR).

However, most applications of Feature Selection are
linked to classification problems—aiming to predict to
which discrete class from within a dataset a sample belongs,
based on a set of inputs. When the expected output is a con-
tinuous value—i.e., a regression problem—the number of
proposals available in the literature is much smaller. Of the
above-mentioned papers, only that of Chicco and Oneto [16]
uses Feature Selection on regression problems with health
data—ignoring previously published methods, such as that
of Huang et al. [2]. Outside the health domain, examples are
scarce. Javidi et al. [17] proposed a new Feature Selection
technique on regression problems based on the use of the
Biology Migration Algorithm (BMA) for Feature Selection
and game theory for feature clustering. To test its efficiency,
its authors evaluated it on several datasets from different
domains belonging to regression problems.

Furthermore, as far as the authors know, no works have
reviewed Feature Selection techniques applied to regression
problems and compared their performance on a specific
case study. For example, Chandrashekar [8] reviews Feature
Selection techniques applied to classification problems, of-
fering a comparison of their performance on different health
datasets. El Aboudi et al. [25] also provide an overview
of different Feature Selection techniques on classification
problems, focusing on wrapper methods. Finally, Remeseiro
et al. [47] discuss the importance of Feature Selection on
medical applications, highlighting the high number of re-
gression problems existing in this domain. However, their
techniques’ comparison only covers classification problems’
datasets.

Finally, our work includes also Machine Learning and
Deep Learning tasks. Since there are many Machine Learn-
ing algorithms for the definition of prediction models in
regression problems, the existing literature was reviewed.
Following the recommendations of Jolly et al. [30], tests
were conducted on the most common algorithms—linear
regression, logistic regression, support vector machines,
and tree-based algorithms. Despite using Deep Learning, a
Multi-Layer Perceptron Network (MLP) was chosen. Our
choice of the most suitable neural network is based on
the study by Bhavya and Pillai [10], which discusses the
suitability of several neural network types for the analysis
of healthcare data.

8 CONCLUSIONS AND FUTURE WORK

This paper aimed to reduce the number of parameters that
health professionals must consider to assess an older adult.
Feature Selection techniques were used to reduce an initial
set of features into a smaller subset containing the relevant
information from the initial set while eliminating redundant
features.

We created two different Machine Learning models us-
ing reduced sets of features to predict functional profile
scores: one using fewer features that lose some reliability;
and another using more features but with higher reliability.
Both models could be used together—one as a preventive
model so that the patient can be constantly monitored, and
the other to be used only by health professionals. The input
features used in each model were obtained by using Feature
Selection. For this purpose, an initial comparison of different
techniques and configurations was carried out, taking into
account the computational time taken in selection, the num-
ber of features selected, and the level of correlation between
inputs and outputs achieved.

We argue that the use of Feature Selection techniques
in the healthcare domain is feasible when working on a
regression problem since it can improve the results and help
health professionals in performing assessments. We also
argue that they can be used in situations where accuracy is
very high—close to 100%—but it is necessary to reduce the
number of collected variables. This paper does not aim to
demonstrate that better predictions are obtained with fewer
variables after using Feature Selection. Rather, it shows
that predictions of the same quality can be obtained with
fewer variables. This should help improve the sustainability
of healthcare systems—saving resources and time, which
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can be then spent on more pressing tasks. Additionally,
the comparison provided serves as a starting point for
future work seeking to employ these techniques through
implementations already available in the most widely used
Data Science tools.

The data employed in this paper was taken from the
MIAPe platform which collects assessment data of older
adults living in assisted living facilities and nursing homes,
including functional profile data.

As future work, one important topic is to include wrap-
pers methods into the evaluation, since space constraints
have not allowed us to include them in this study. As well,
we will aim to create a framework that allows health profes-
sionals to interact with the algorithms or feature selection
techniques to filter and reduce the features. In this way,
they will be able to eliminate features manually based on
recommendations, checking how the accuracy of the models
is altered. This would allow the model to adapt better to the
real needs of healthcare professionals. It would also help to
resolve the uncertainties left by the automatic application of
Feature Selection. To do this, we could include in the Feature
Selection process those techniques tested in the comparison
that generated visual results to show correlations, mutual
information, and other issues of interest to the users when
they filter features.

The need for a flexible and interactive framework such
as the one mentioned above is clear since the automatic
techniques do not integrate critical domain knowledge or
take into account how complicated it can be to establish the
value of a specific feature. For instance, they do not consider
the relationship that might exist between two features when
collecting their values—i.e., the value of two features can
be obtained jointly, and it might be interesting to keep
both despite one of them providing little information about
what is being diagnosed. They do not consider either the
importance that a specific feature might have to link the
diagnosis of a disease with another one. All these issues
could be avoided if users were in the loop of the Feature
Selection process.
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Great knowledge gives rise to great doubts

Aristotle

This chapter concludes the dissertation. Section 8.1 presents a discus-
sion of the results obtained and presented in Chapter 2. These results are
linked to the objectives of the dissertation presented in Chapter 1, indicating
whether they have been fulfilled or not. In Section 8.2 the limitations found
in this dissertation are presented after their analysis for discussion. Section
8.3 presents the general conclusions of the Ph.D. Finally, Section 8.4 intro-
duces some future lines of work with which to continue advancing in the line
of research presented in this dissertation.
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8.1 Discussion

Once all the results obtained throughout this dissertation and the work done
has been presented, a brief discussion of them is pending. With this, it is
intended to check if the objectives set in this dissertation have been achieved
and if the hypotheses have been validated or if any of them should be refuted.

In the area of the inclusion of IoT and IoMT devices as part of the
Personal Health Trajectory, different proposals have been defined that have
allowed these devices to be used by users who are not very familiar with them,
such as aging adults. In addition, these proposals have also been applied to
rural environments, and proposals have even been developed to collect health
data that was not previously possible to collect, such as medication intake. All
this information is ready to be integrated into the raw Personal Health Tra-
jectory, but also to generate new information through process mining, which
can be even more useful for the Personal Health Trajectory than the raw infor-
mation from the devices. With all this, the general objective GO3 (Integrate
data flow from IoMT/IoT devices with healthcare information systems) can
be considered as completed, as well as the specific objective SO6 (Apply pro-
cess mining algorithms to filter information from the constant data stream of
IoT/IoMT devices).

Regarding the implementation of these proposals in real environments,
there are different aspects that may affect them. For example, in the case of
proposals to automate interactions with IoT devices, these proposals are sub-
ject to the success of previous proposals in the literature on the interoperability
of heterogeneous IoT devices. If these proposals are ultimately unsuccessful,
the automation proposals would limit their use to creating models that could
only take into account, for example, devices from the same manufacturer using
the same communication protocol. Likewise, the implementation of the pro-
posal to create Smart Nursing Homes could be problematic in several ways,
including the maintenance of the architecture in an environment where there
are no specialists in intelligent devices that can maintain the entire infrastruc-
ture in case of failure. Also, the type of devices that may exist in a nursing
home could create interference that could affect the smart devices, affecting
the operation of the proposal.

The health data integration proposals have achieved the specific objec-
tives GO1 (Provide a framework, with an associated development methodology,
for accessing the health trajectory data of an individual) and GO2 (Unify health
information systems to achieve PHT for patients), as well as the specific ob-
jectives SO1 (Implement an interface or API to provide access to the data in
our framework), SO4 (Standardize proprietary information system technology
data, through the use of interfaces, such as REST ) and SO5 (Use blockchain,
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and specifically the concept of blockchain federation, to achieve integration of a
user’s health data). For this purpose, a couple of proposals have been mainly
used: the proposal of interoperability of distributed data through the con-
cept of blockchains’ federation and the proposal of Personal Health Trajectory
Traceability. Moreover, it can be considered that the indicated objectives
have been achieved with only the first proposal, being the results of the sec-
ond proposal an addition that contributes to improving the overall result of
the dissertation beyond the limits set at the beginning.

These proposals mainly face the problem that their implementation
may be controversial in terms of patient data privacy. These proposals need
for sharing patient data across health systems. People’s willingness to share
their health data depends largely on how useful they see this in improving
public health, as well as the nature of the data being shared. This can greatly
condition people’s acceptance of sharing their data. However, our proposal
allows determining which data is going to be shared in the Personal Health
Trajectory and which is not, making it easier to limit their application to
another type of information. As well, patients must understand that this
generates benefits for them and for society in general and that this is safe
since nothing will be shared that they do not accept.

As long as data protection regulations are complied with and the pa-
tient’s approval is obtained, the sharing of her data will be done in benefit to
her. In addition to the fact that the data sharing will be done in a controlled
environment, with the parties having access to the shared data being known
and the patient being aware of it. Likewise, if a patient does not wish to share
her data, it will be sufficient not to have her blockchain generating her Per-
sonal Health Trajectory. The rest of the patients who do want to share their
data will still be able to have their blockchains and receive the benefits of the
proposal.

Needless to say, these proposals could be applied to generate trajecto-
ries for users with not only health data, but any type of data. Even trajectories
where the center is not a user, but another type of actor, such as an organiza-
tion, institution, or service. This would allow any institution to have its data
interoperable. Examples of this could be the integration of banking data, in
banks operating in different countries, or even of users operating with different
banks; or the integration of the data of a user who uses different cloud storage
systems to manage their files.

Finally, the proposals for enriching and improving the interpretability of
the data have enabled us to cover the rest of the objectives that remained to be
completed. Specifically, these objectives are the general objective GO4 (Enrich
and interpret patient data after integrating it from different sources) and the
specific objectives SO2 (Apply data mining algorithms to enrich the knowledge
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provided by a patient’s health trajectory data) and SO3 (Apply feature selection
algorithms to determine which data are most relevant to a diagnosis from the
entire integrated data). Of the latter, the proposal to test the feasibility of
using the Personal Health Trajectory for forecasting patient evolution covers
SO2, while the Feature Selection proposals cover SO3. The proposals for the
use of quantum computing as services are outside these two specific objectives,
but they do contribute to improving the results obtained as part of the general
objective GO4.

The use of data mining techniques in the Personal Health Trajectory
is so broad that it is difficult to define the number of proposals that could
arise along these lines. The work carried out has served to demonstrate that
new types of analysis are possible thanks to the Personal Health Trajectory
and to encourage new authors to continue working on this. Likewise, the case
study to which Feature Selection techniques have been applied has helped to
demonstrate that the use of these techniques is viable in health problems and
that they can respond to new objectives, such as optimizing data collection
in health processes (beyond the optimization of prediction models, which is
what is usually pursued by the application of Feature Selection). However, it
is unthinkable to try to limit all the cases of study to which this proposal can
be applied. For this reason, a methodology is defined and offered so that any
researcher can apply it to his or her case studies. For their part, the quantum
computing proposals open the way to the creation of quantum services of any
kind, and not only for the analysis of health data. This will contribute in the
future to creating more efficient computing ecosystems, where both models of
computing coexist, each performing the tasks for which each type of computing
offers the best performance.

Finally, it should be noted that, in addition to what is discussed here,
all the articles where each of the results of this dissertation have been presented
have a discussion section where aspects related to each of the proposals are
discussed in more detail.

Figure 8.1 shows the actual implementation of the architecture pre-
sented in Figure 1.3 of Chapter 1. As can be seen, the different proposals
that have been made during this dissertation have been placed in the part of
the architecture they covered. In the inclusion of data from devices, proposals
have been created to automate the actions and extract relevant information
from them. As shown in the figure, these proposals can be used independently
or together. Whether these proposals are used or not, data from devices end
up integrated with data from healthcare institutions through the blockchains’
federation proposal. On top of this, the proposals of data mining to forecast
the future of the patient and feature selection to select the determinants of
each pathology are applied. All this data, together with the raw data inte-
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grated into the blockchain. In addition, you can see how the Personal Health
Trajectory API layer has ended up being more complex than expected. In
addition to the FedBlocks Connector API that provided coverage for that API
to be developed, the Personal Health Trajectory Traceability layer has been
developed on top of it. This PHT Traceability makes use of the FedBlocks
Connector API to obtain traceability and provides a new API on top of it to
replace it. This API includes everything from the previous one in addition to
new health traceability functionalities. Quantum computing proposals are left
out of this architecture because it does not add functionality to the Personal
Health Trajectory architecture, but offer an alternative form of computing for
the proposals in the Layer III. Personal Health Trajectory.

Figure 8.1: Architecture implemented for the Personal Health Trajectory
Framework

Regarding the validation or refutation of the hypotheses, we can say
that the first of the hypotheses ”H1. The incorporation of the concept of Per-
sonal Health Trajectory in the field of eHealth is going to allow building better
health systems” is being validated through the implementation of the solutions
of this dissertation in a platform named above and used by 50 sociosanitary
institutions from which the data for the case studies of many of the investi-
gations carried out have been taken: MIAPe. The second hypothesis is ”H2.
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The integration of data from IoT/IoMT devices along with EHRs in healthcare
systems is going to enable a more accurate understanding of a person’s health
over time”. It has been validated through the proposals of health data inte-
gration and the review of different literature sources that confirm this. The
third and last hypothesis ”H3. The enrichment and improvement of the inter-
pretability of integrated data from different sources will make it possible to find
relationships between data that were not previously contemplated” has been
demonstrated with the proposals of patient evolution forecasting and Feature
Selection proposals.

8.2 Limitations

Talking about the principal limitations of our thesis

All of these proposals are not free of discussion and, although they have
achieved their objectives, each of them has its own limitations. Some of these
limitations are specific to each proposal, and have already been mentioned in
the discussion section (Section 8.1). Others are more general and affect the
overall outcome of the dissertation:

• Connection between heterogeneous IoT devices. The automation propos-
als [4, 5, 87] are subject to being able to interconnect heterogeneous IoT
devices, from different manufacturers, that follow different communica-
tion protocols. Although this problem is already being solved by other
existing proposals in the literature [84], the success of the proposals in
this dissertation depends on the success of those other IoT device inter-
operability proposals.

• Definition of queries in Federated Process Mining. Healthcare profession-
als must know how to model as a business process fragment the behavior
that defines the user group of interest for a given clinical condition in
the Federated Process Mining proposals [6, 89, 7, 88]. While this may be
straightforward when the behavior being sought is related to interactions
with IoT devices or ADL activities, in other use cases it may not be as
straightforward to model such behavior as a process.

• Adaptation of data integration to different health data standards. The
implemented Personal Health Trajectory allows the integration of dis-
tributed health data [8, 91, 9]. However, it remains to be studied to
which health data standards such as integration could be applied with-
out breaking the rules to which they are subject. If the Personal Health
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Trajectory is not adapted to these standards, its use will not be accepted
by certain healthcare institutions.

• Adaptation of data integration to different data models. The Personal
Health Trajectory offered is ready to integrate data regardless of the
technological support and format on which they are stored (as long as
they are referencable from the blockchain in some way) [8, 91]. How-
ever, the data is integrated into the Personal Health Trajectory without
adapting its various data models that a health record may present. This
complicates the automatic analysis of the data if mechanisms are not
implemented to interpret the data from the different health institutions
and devices, in order to extract the relevant information in a common
format, and facilitate their analysis.

• Machine Learning in quantum computing. With the proposals devel-
oped in quantum services, it is possible to use quantum computing in
data analysis within classical computing environments. However, there
are still not many proposals of Machine Learning and Deep Learning al-
gorithms and technologies ready to be executed in quantum computing.
Despite this, their use is beginning to be studied by other researchers
[119, 120], so it is a matter of time before this type of algorithms and
technologies arrive, solving this limitation.

8.3 Conclusions

In this dissertation, the concept of Personal Health Trajectory has been pre-
sented as a way to achieve the transition from the current institution-centered
health systems towards new patient-centered health systems by means of soft-
ware engineering. For this purpose, this dissertation has been supported by
the use of several technologies, each of them employed in a novel way in or-
der to solve the limitations presented by their conventional use to solve the
problem of patient-centered health systems. An example of this is the use of
blockchain technology through the concept of blockchains’ federation. With
this, integration of distributed health data is achieved that does not present the
limitations that are self-imposed by other solutions that use classic blockchain
architectures to perform the same integration. In addition to this technology,
novel technologies such as Feature Selection, Data Mining, and Process Min-
ing have been used. All of them as part of architectures that break with the
use that is usually attributed to these technologies, but that manage to enrich
and provide higher quality to the Personal Health Trajectory than the mere
integration of data through blockchain.
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In addition, procedures and APIs have also been defined that make it
possible to offer this Personal Health Trajectory as a framework with which
software developers can consume patient health trajectory data. This not only
makes it possible to offer this trajectory as isolated information to health pro-
fessionals in healthcare institutions but also to develop healthcare software
applications and systems that consume data from the Personal Health Trajec-
tory.

As a result of all this, we can say that all the proposals developed in
this dissertation fit together, work as a whole, and offer a complete, useful,
and functional Personal Health Trajectory.

8.4 Future Work

Although a complete, useful and functional Personal Health Trajectory has
been achieved throughout the dissertation, there is still work in the general
line of the dissertation that can be lines of work for future Ph.D. students.
Some of it is drawn from the limitations presented in Section 8.2, while other
work is drawn from the state of the research line of this dissertation at the
time of writing:

• Data model standardization. Although the current Personal Health Tra-
jectory is independent of the format and technological support in which
the integrated health records are stored, it must be capable of analyz-
ing their content and extracting the relevant information. Regardless of
the data model used to represent the information. This will open the
door to being able to analyze data automatically, even if they come from
institutions that use different formats to represent the information. As
result, a homogeneous Personal Health Trajectory will be achieved, as
well as a more useful and functional one.

• Implementation of the Personal Health Trajectory in different health
standards. If the Personal Health Trajectory proposal offered in this dis-
sertation is going to be applied to the creation of new patient-centered
health systems, it is necessary that this proposal complies with the dif-
ferent health standards currently used by health institutions. If the data
management procedures and security levels, among others, used by the
Personal Health Trajectory do not meet the standards of the institu-
tions, this proposal will never be adopted by them. Furthermore, it is
necessary to study the different existing standards and seek to adapt the
Personal Health Trajectory to as many of them as possible, so that data
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from a greater number of institutions can be integrated. This could lead
to a completely new line of research resulting in a new Ph.D.

• Survey in patient-centered health systems. From the time this Ph.D. was
started until the time of writing this document, a couple of years have
gone by. The definition of the objectives that were made at the beginning
was guided by the software proposals for the creation of patient-centered
health systems at that time. Taking into account that the interest in this
topic has grown in recent years, for various reasons such as the global-
ization of health and the covid-19 pandemic, new research has probably
emerged that reveals new needs for this type of software solutions. It
becomes necessary to review and update the requirements in search of a
tentative new version of the Personal Health Trajectory, contemplating
also these new requirements.

In addition to these future works, it is also pending the publication
of those dissertation results that at the time of writing this document has
not yet been published. Mainly, the Feature Selection-based Decision Support
Systems framework and the continuation of the Personal Health Trajectory
Traceability proposal, as well as the latest version of the blockchains’ federation
architecture for health data integration. The latter proposal is under review in
a very relevant journal at the time of writing. Specifically in IEEE Transactions
on Services Computing (2021 JCR Q1, IF: 11.019). Feature Selection-based
Decision Support Systems proposal is to be submitted to an indexed journal
of medical informatics. The Personal Health Trajectory Traceability proposal
is going to be submitted to an international conference, in order to obtain
feedback that allows us to publish a more complete and validated version in
an indexed journal.
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Abstract. Nowadays, the European population is dealing with a serious
ageing increment. It is estimated that almost half the population will be
over 65 in the next decades, involving society into a vital challenge. This
context is specially impacting on the healthcare industry which is facing
a significant increase in service and medicine petitions. Elders daily cope
with multiple medicine doses, a complex scenario due to the difficult
management of drugs and affected by other factors such as solitude or
neglect. In this paper a solution is introduced: a voice assistant that
reminds the daily pharmacologic dosage using an autonomous system
that operates without internet connection.

Keywords: Elder healthcare · Medicine disposal · Ambient assisted
living · Voice assistant

1 Introduction

The ageing of European population is an existing fact. Only in Spain, the current
percentage of people who is over 65 involve a 20% of the total population, becom-
ing more than 50% in the next decades [1]. Rural areas are the most affected by
these circumstances where more than 30% of the population are already senior
and aspects like solitude get intensified [2]. The increment of third age individ-
uals implies several challenges to society, specially for the healthcare industry.
During the last years, health services and medicine requirements have experi-
enced a severe increase [3]. Almost 50% of health resources expenditure have
been intended to third age people eliciting a 30% of all medicine doses and a
75% of chronic treatments.

Elders have the defiance of managing medicine takes, meeting a conflicting
scenario due to difficult administration of medication. Around a 15% of elderly
population are polimedicated patients [4]. It means that there is a big percentage
of third age people who takes five or more medicines for a period of six months or
more. This problematic context is specially favoured by the absence of assistance
and the age-related cognitive issues. Statistically, this background has an strong
impact in society: around 5% of emergencies related to elderly are due to bad
medicine management and almost a half of chronic patients at third age does not
c© Springer Nature Switzerland AG 2020
J. Garćıa-Alonso and C. Fonseca (Eds.): IWoG 2019, CCIS 1185, pp. 123–133, 2020.
https://doi.org/10.1007/978-3-030-41494-8_12
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follow properly prescriptions. This set of conducive circumstances are favourable
to the use of technology.

Recent technological advances have been specially influenced by new inter-
action ways. Voice assistants have been one of the most disruptive tendencies at
human-computer interaction [5] and has teared down many constraining barriers.
Taking advantage of this new paradigm, elders can easily engage with devices
which could help them in day-to-day situations.

Taking this into account, voice assistants can be a very suitable technology
to remind the elders their daily medicine doses. However, there are some impor-
tant restrictions derived from the own context that limit possible options. In
this paper a possible solution is explained as well the main factors that have
been taken into account in the implementation of the project: a voice assistant
that helps elders at rural areas reminding the daily medicine takes and clinical
appointments. In the following chapters, the platform performance is expose as
well as the future possibilities.

2 Overview

The idea of this research project involves a set of challenges that implicate envi-
ronmental and human factors. There are some important restrictions derived
from the own context that limit possible options at development: (1) voice assis-
tant at rural areas and (2) appropriate speech with elders.

1. Voice assistant at rural areas. Population in rural areas is generally the
most aged [2]. This fact induces that the main targets are those elders who live
at rural areas where, widely, homes do not count with an Internet connection.
This limitation discards the use of the most popular voice assistant devices
such as Alexa from Amazon or Google Home since they require a constant
Cloud connection [5].

2. Appropriate speech with elders. Since the target users are elders, it is
necessary to take into account this fact at speech composition, specially when
it references medicines and doses. Usually, third age people do not identify
medications through the name or trademark. Physical descriptions or even
personal specifications [6] such as position inside a storage rack, are more
common. This way, the voice assistant has to allow high customizable options.

On the basis of these two main limitations, the project has been implemented
over Snips [7], an open source voice assistant which operates autonomously with-
out Internet connection. Thus, the device has been adapted and integrated into
a platform that helps elderly to remind medicine doses and takes. Through this
system, medical personnel are able to configure the voice assistant and add pre-
scriptions and appointments (Fig. 1).

The platform follows a simple working scheme that tries to diminish con-
figuration processes and user intervention. The data synchronisation is the
most relevant process. It is based on three main steps: (1) Elderly information
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configuration, (2) Snips synchronisation and (3) Snips operation. This procedure
has to be done every time a change is made in the prescriptions or appointments
(step 1).

Fig. 1. System overview.

(1) Elderly information configuration. The first step is to specify the
elderly information in the smartphone application. Since prescriptions and
appointments are clinical data, the medical personnel are in charge of com-
pleting this information. Initially, personal data is provided in order to create
a new patient profile, once this task is completed, prescriptions and medical
appointment can be made. These specs implicate several details:

Prescription. Prescriptions are one key piece in the application and in the
full system. This concept associates the elderly with the medication prescribed
by the doctor. This way, a medicine can be specified as well as the doses. Since
drugs can be consumed at several takes, days of the week and hours are selected,
stating the set of reminders that will be lately announced. It is quite important
to take into account that the project targets are older adults, therefore, the way
medicines are identified has to be taken into consideration. It is usual third age
people identify medication following a physical description or even a more per-
sonal denomination. This way, the application provides the option of specifying
a custom overview to solve this matter.

Appointment. Clinical appointments are really common on elders routine.
The variety of motives, places, dates and hours at appointments can turn out
to be confusing to elders. In order to solve this, the application integrates a
personal user calendar that allow appointments specification. Thus, it includes
the involved medical specialist, the place where the meeting will be and the full
date.
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Once the full information is provided, the application is ready to synchronise
with the Snips device.

(2) Snips synchronisation. In contrast to most popular voice assistants,
Snips platform is designed to operate in an autonomous way. This means that
internet connection is optional, being capable of performing interactions without
any Cloud processing. On this basis, an Snips Skill has been develop in order to
program schedule reminders using the information from the application. Once
all data has been provided in the app, the synchronisation is simply made by
Bluetooth, selecting the Snips device as destination. The full step is invisible to
user and does not demand any effort. Once this quick step is made, the device
is ready to announce the elder’s appointments and medical prescriptions.

(3) Snips operation. As a result of the previous tasks, Snips is able to work
autonomously and remind elderly about the appointments and medicine takes.
This way, the device will announce the medicine that should be taken followed
by the custom description at the corresponding daytime. Also, within few days
before, medical appointments will be reminded.

The system functioning is really easy and involve just three simple steps.
Each component of the platform works independently and they are implemented
involving several technologies. In the next chapter, technical architecture details
are drawn.

3 Architecture

The platform has been developed into several components that conform the
full system. Each element evolves a concrete function to the architecture and
can be clearly differentiated through the defined working steps: (1) Smartphone
application used to fulfil elderly information and (2) the skill developed over
Snips platform.

(1) Smartphone Application. As an starting point, the platform needs infor-
mation input and requires a way of synchronising Snips devices with that infor-
mation. Taking into account that one of the premises is the absence of Internet
connection at Snips devices, the most suitable idea is using an smartphone appli-
cation. Thus, data can be easily kept and managed while the physical indepen-
dence of the phone allows carrying this information into voice assistants installed
at elders home.

The smartphone application has been developed using Kotlin. This program-
ming language has motivated the agile development of the platform and has
allowed the multiple management of the resources at phone. Through a tab-based
navigation model, a fluid browsing has been reached, enabling an easy use and
interaction of patient, appointment and prescription information (Fig. 3). Once
the application keeps all valid information, synchronisation process is made via
Bluetooth (Fig. 2).
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Fig. 2. Voice assistant architecture.

2) Snips skill. Snips device is a voice assistant which main feature is the
autonomous working and the independence from Internet connection. This plat-
form integrates a NLP (Natural Language Processor) component that allows
the programmer identifying key words and sentences in order to perform tasks.
When the key words are recognised, the instructions to execute are specified using
Python language. Internally, Background Scheduler library is used to program
reminds. Then, Snips internal functionalities are invoked in order to allow the
device to speak.

Another relevant factor is the capability of integrating functions that com-
mercial platforms disable such as proactivity or device internal settings modifi-
cation.

Once the full patient information is completed in the smartphone application,
Snips can be synchronised. In order to perform this communication, the system
follows a quick dialog process: firstly, the application creates a JSON format
file (Fig. 4) with the full information of the patient, then, this archive is sent
by Bluetooth to Snips and, at last, the device reads this data and programs
reminders. Next, this process is explained detailed.

1. File generation. When the sync option is selected in the application, it gen-
erates a file with the full information of the patient, including appointments
and medicine prescriptions. The content is specified in JSON format, enabling
an easy interpretation of data.

2. Bluetooth sending. Once the application generates the file, it is sent via
Bluetooth to Snips.
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Fig. 3. Application screenshot.

3. Snips processing. When Snips receives the file, it identifies the content
and new appointments and prescriptions. This way, once information is inter-
preted, the device launches the reminders and speeches coordinators. As a
result of this last step, Snips will remind elderly the medicine doses and takes
while announces clinical appointments.

As a result of the development process, Snips is able to recognise the detailed
information about prescriptions and appointments. When the corresponding tak-
ing hour is reached, the device will announce the medicine name joined the cus-
tom description. Furthermore, clinical appointments are notified few days before
they take place. All this functions conform the current working of the platform,
opening a work line full of possibilities and options to the voice assistant and
assuming a very significant improve in elders’ life.
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Fig. 4. Json file format.

4 Related Work

Technology is a discipline closely linked with health. The possibilities and
advances at digital healthcare are quite relevant and they are becoming a very
significant branch in research. Elders are the target users of many projects and
the literature offers many ideas to improve their day-to-day activities. In this
Section, several projects related to medicine prescriptions reminders are col-
lected, exploring the working and studying the possible impact. This way, related
articles are classified into two main clusters: (1) medicine takes reminders and
(2) elderly healthcare assistants. This two working groups explore the two main
lines of this project.

(1) Medicine takes reminders. Several projects and patents about medicine
takes reminders can be found in the literature. The main objective is helping
elderly or dementia patients at daily drugs ingestion. Thus, some of the most
relevant works are: Medicine Reminder and Monitoring System for Secure Health
Using IoT [8], Feasibility study of a robotic medication assistant for the elderly [9]
and Multimodal and adaptable medication assistant for the elderly: A prototype
for interaction and usability in smartphones [10].

Medicine Reminder and Monitoring System for Secure Health Using IoT [8]
specifies the working and architecture pattern that medicine reminders imple-
ment. In order to identify the functioning core of these ideas, the article assembles
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Fig. 5. Synchronization process.

several projects and previous work, drawing a performance schema and analysing
the useful use of IoT devices (Fig. 5).

Feasibility study of a robotic medication assistant for the elderly [9] brings
the mixed concept of robotic assistant and medication reminders. This way, using
a robot equipped with a touchscreen, the device reminds the elderly the drugs
that should take, checking if the doses has been taken.

Multimodal and adaptable medication assistant for the elderly: A proto-
type for interaction and usability in smartphones [10] proposes a solution based
on mobile devices that reminds elderly the daily medication. One of the main
strengths of the platform is the capability of adaptation to the context, adjusting
information output to the user’s situation: distance from user’s face and screen
is calculated thus, icons and fonts are scaled while ambient noise is checked in
order to establish a right notifications volume level in each case.

(2) Elderly healthcare assistants. The developed skill in Snips platform
opens up a full future work line where options like deep speech responses and
proactive care of the elderly can be finely integrated. This way, elderly assistants
can be a very powerful tool in order to provide wellness to the user. Literature
offers several relevant ideas that match with this premise: iCare: A Mobile Health
Monitoring System for the Elderly [11], Pearl: A Mobile Robotic Assistant for the
Elderly [12] and Tele-medicine system based on a personal robotic assistant [13].

iCare: A Mobile Health Monitoring System for the Elderly [11] is a healthcare
platform based on smartphone and wearable that monitors elderly vitals. More-
over, the system can identify possible emergencies and provides multiple informa-
tion about the user, allowing relatives, friends and health personnel know about
the progression. Furthermore, iCare also includes functions about reminders and
medical guidance.

Pearl: A Mobile Robotic Assistant for the Elderly [12] is a platform based
on a robot that helps elders at day-to-day tasks. The device works as a personal
assistant with two main functions: reminding elderly about tasks like taking
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medicines or drinking; and guiding people through environments. The robot is
based on a well-defined action scheme which includes the possible programmed
actions like informing, moving or reminding.

Tele-medicine system based on a personal robotic assistant [13] introduces an
elderly tele-assistance system implemented on a robot assistant. In this manner,
the system is able to communicate and interact with the elderly on a natural and
intuitive way. One of the main functions of the project is remote telemedicine
which is mainly based on a video-conference system that allows medical person-
nel to keep a visual and telematic diagnosis.

All this works are perfect examples of the encouraging work line this project
follows. The possibilities new advances provide to the research bring the oppor-
tunity of improving notably the elder’s life through technology.

5 Conclusions and Future Works

Many older adults daily face with multiple medicine doses. The difficult of man-
aging several medicine brands with various doses and different takes becomes a
hard situation for ageing people. Technology can be a suitable option to improve
this daily routine, specially voice assistant devices. The purpose this paper
describes has the main objective of reminding elderly of the daily medicine takes
and the clinical appointments. This way, a voice assistant is a matching solu-
tion to the polymedical problem at third age, working successfully at helping
in medicine management. Nevertheless, not all voice assistant platforms adapt
to the context of the problem. Popular devices such as Alexa or Google Home
require a constant Cloud connection. Therefore, deployment is not possible in
areas where there is not Internet connection. Moreover, these voice assistants
provide a very restricted development environment. Thus, the Skills operations
are limited and functions like proactivity are not possible. On the other hand,
Snips Platform is a voice assistant that operates without Internet connection.
The working of the device allows the developer to operate with internal options
of the voice assistant. This way, it is the best option to the purpose. The custom
capability of the platform assures that user understands the device indications,
improving elderly-machine interaction. Since Snips Platform is used to define
the assistant, deployments are immediate in every context. The Internet inde-
pendence enables the use of the device in rural and isolated areas, assuming one
of the most disruptive concepts of the project.

The voice assistant has been tested in several lab contexts. During these tests,
researchers and students have been using the platform in order to detect possi-
ble functional errors. It is quite relevant to guarantee a successful working in
the prototype before next versions since it is planned to involve real users in
next tests. Moreover, results have been favourable. The voice assistant device has
successfully stored and reminded all prescriptions and appointments. Thus, next
versions will be tested with final users in a real context.

The implementation of the prototype adjusts elder’s need and allow interac-
tion based on natural language and without any learning curve. However, this is
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the first step in a very relevant work line thanks to the possibilities of autonomous
connection and programming faculties. There are pendent interesting tasks that
will notably increase platform possibilities like a deep speech implementation or
proactive care of the elderly. Next, some of this ideas will be detailed.

A deep speech implementation will be specially useful at user-device inter-
action. The potential of these functions translates the usage into a better experi-
ence that improves medicine management, allowing consults about prescriptions
details. Therefore, the elderly will be able to interact with the voice assistant, ask-
ing about the next medicine takes or precising details about future appointments.
It will be a substantial feature since it provides an easy interaction between the
user and the system. This communication will play a key role in future develop-
ments since it can be extended in order to provide fluid speeches with the elderly.
This way, the conception of the voice assistant will change into a companion
device.

Proactive care is also a keystone on the future work line. The opportunity of
using context information and elderly health reports brings the option of proac-
tive care. This way, the system asks the user about his wellness and medicine
effects, giving advices about prescriptions, health and physical care. It is also a
key part at healthcare. The voice assistant device will be able to ask the elderly
about issues related to medication. Moreover, a deep study of prescription symp-
toms can be developed. Since the elderly will answer about doses effects, the
voice assistant device will store the reply. When the next synchronisation process
is made, the device will provide the information to the medical personnel. This
feedback can be essential to successfully adjust the dosage.

System interconnection is a technical challenge that improves system effec-
tiveness. The possibility of connecting the assistant into several wearables and
devices assure medicine notifications will be received. Appliances like vibrating
bands and smartphones are examples of devices that would notably increment
the platform presence.

This paper brings an idea that notably improves elder’s day-to-day. The
project is a solid approach to solve polymedical derived problems and provides an
easy reference to drugs management and recognition. Future works are evidences
of the disrupting ideas the system brings.
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Abstract—The number of Internet of Things (IoT) devices
is growing at an unstoppable pace. In most cases, the proper
functioning of these devices requires human intervention. Due
to this growth, people will have to configure more and more
devices leading to the investment of a considerable effort and
time. Nowadays, some works try to automate the user actions
with IoT devices by using machine learning algorithms based
on the relationships among devices or the previous human
behaviour. However, these proposals do not make use of contex-
tual information obtained from the devices themselves or they
employ complex sets of prediction models. This paper proposes a
neural network-based solution to predict the devices behaviour by
using previous interactions and contextual information as input
variables. Thanks to this, device interactions can be predicted and
automated, even without having previous records, by knowing
behaviours of devices of the same type in similar environment.

Index Terms—IoT Device interactions, Context-awareness, ma-
chine learning, neural networks.

I. INTRODUCTION

IoT devices make people’s lives easier by offering them
improvements in their daily routines [1]. This is one of the
reasons why these devices have a high penetration in many
environments such us smart homes, smart cities or smart
offices, for instance. However, although in so many cases these
devices simplify people’s lives, nowadays, they usually require
a direct command from the user each time a person needs to
perform an action or to change the defined configuration.

This supposes an effort that increases when the number of
devices in the environment raises, to the point that the per-
ceived benefit of applying the IoT paradigm is not the expected
one. To manually change a single configuration is not hard but,
when the number of devices and the interactions among them
increase, the required effort increases overwhelmingly. Based
on some predictions [2], in 2025 will be 75 billion IoT devices,
which means an average of 9 devices per person, and even
more in the developed countries. Therefore, managing these
devices and their interactions will require a great effort [3].

In order to reduce this effort, different approaches have been
proposed for automating some of these tasks. For instance,
by analyzing the relationships between devices [4] [5] or by
defining custom operating models for each device [6], but
again each time an interaction changes, the models have to
be reconfigured. Other works are based on machine learning
algorithms that are able to predict and adapt future interactions
with the devices based on the previous interactions [7] [8].

Nevertheless, these proposals make use of complex systems
that combine different techniques and employ each one de-
pending on the environment and the number of the devices,
reducing the responsiveness and increasing the computational
load.

Therefore, in this paper we propose a neural network-based
solution for predicting the interactions among IoT devices
that can be used in almost any environment. To that end, it
makes use of contextual information provided by the devices
themselves such as its kind, how they interact, the status of the
environment, etc. From this information, the neural network
is able to predict actions and the interaction among devices
when the contextual information changes (users, time, devices,
specific values, etc.).

One of the advantages of this solution is that the predictions
can be made with a small amount of information and, every
day, the model can be refitted with new records. Thanks to
this, the system can re-adapt the predictions to the changes and
user’s needs. The solution has been tested with semi-synthetic
data and in a real environment for three weeks obtaining a
probability of success of 85.34%, highly reducing the effort
required to interact and reconfigure these devices when the
user’s needs change.

The rest of the document is structured as follows. Section
II shows the motivations of this work and some related works.
Then, Section III describes the proposed neural network-
based solution. Section IV details the validation performed
to evaluate the proposed solution. Finally, in Section V the
conclusions of this work are exposed.

II. MOTIVATIONS AND RELATED WORKS

IoT devices allow users to automate their daily tasks. There
are IoT devices for a wide range of tasks. However, when the
number of IoT devices with which the user must interact grows
a lot, the number of actions and configurations to be performed
also grows, being difficult to manage all these devices. To
better understand this problem, an example is proposed below:

Suppose an user named Peter, who is an enthusiastic of
technology and interacts with IoT devices in their common
environments. Every time Peter arrives home, he turns on
the light and the television in the kitchen. Peter feels the
need for these devices to recognize that he arrived home and
automatically do these tasks for him. He tried to program
their actions at a certain time, but since his work schedule
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is flexible, he does not always arrive home at the same time,
which means that the devices are turned on before or after the
appropriate time. After dinner, he usually goes to his living
room, where he has a bulb with a dim light and turns on the
television to watch his favourite program. However, during the
last few weeks he is starting to read, so that every day he has
to manually turn the television off and increase the luminosity
(or change the configuration). These manual interactions make
Peter to start thinking that the deployment of these intelligent
devices does not provide any advantage.

As shown above, there is a need for approaches learning
from the user behaviour and from the contextual information
in order to automate these actions without the need for the
user to configure and reconfigure them whenever her/his needs
change. Thus, the user can focus on performing actions that are
not usual or do not follow a pattern of behaviour over time.
This would reduce the number of actions done by the user,
something important in environments with a growing number
of IoT devices [2]. Therefore, technological alternatives for
predicting future actions of the user, based on their previously
registered behaviour and the contextual information, should be
developed.

During the last few years, for the device interactions pre-
diction, different techniques and methodologies have been
proposed. This is an important topic in researches linked
with IoT, especially in Ambient Assisted Living (AAL) [9],
a paradigm oriented to improve people quality of life using
Information and Communication Technologies (ICT). In this
sense, Machado et al. [4] propose a solution using ontologies
for establishing relationships between devices of the same
environment. Ciocarlie et al. [5] also propose a solution for
predicting behaviours using action links between devices in
the same environment. In addition, Paternò et al. [6] pro-
pose the definition of customizable rules that can be used
in trigger-action programming paradigms. These rules can
be customized by any user and they will be triggered by
a machine learning system to recommend future rules for
the device. Other proposals are focused on the prediction of
device interactions by using context-awareness information
instead of the relationship between devices. Alhafidh et al.
[7] [8] propose some comparisons about different machine
learning classification models, by using them in an isolated
way or assembling them. However, chaining different models
require for these proposals to find a balance between the
system responsiveness and the accuracy of prediction. Both
dimensions are crucial for IoT applications [10].

The work presented in this paper is focused on the use of
contextual information to predict the interactions that will be
performed among IoT devices; using a single model. Besides,
the proposed solution has been evaluated in five real scenarios
obtaining very good accuracy in all of them.

III. PREDICTING THE INTERACTIONS

The proposed solution is divided into four sections: a) first,
the synthetic data were generated to evaluate the technological
alternatives to make the predictions; b) then, each alternative

was evaluated with the generated data in order to know which
one provides the best results in a simulated environment; c)
next, the best technique was selected and adapted in order to
get the best predictions regarding the responsiveness and the
accuracy; and d) finally, the developed prototype was evaluated
in five real scenarios.

A. Generation of the synthetic data

To measure the available algorithms and techniques, it is
required a dataset to train the models and evaluate them.
Currently, in the moment of developing this work, there is
no available dataset with the contextual characteristics that
this proposal requires for automating the IoT interactions
(users present, type of devices, connection type, environment
status, etc.). So that, it is necessary to generate our own
data. Generating synthetic data is the quickest method to start
collecting data that serve us to identify the technique or the
set of techniques more appropriate to solve our problem [11].

Synthetic data was generated to make a first validation
in order to choose the best prediction model. These data
are generated with TheONE Simulator [12]. Initally, The is
aimed to to simulate message routing between nodes with
various Delay-tolerant Networking (DTN) routing algorithms
and sender and receiver types. Nevertheless, although its
objective is different, this tool was chosen because it can
simulate different movement patterns, among which are the
movement patterns of a person in his day-to-day life through
different environments (office, home, car,...). This tool allowed
us to simulate the interaction among IoT devices in different
environments. In order to generate the synthetic data its
core library has been modified to make the simulation more
realistic.

In the TheONE Simulator, a series of environments were
defined (such as the one defined in Section II), in which there
were different types of devices that can be used to perform
different actions. The action to be performed is selected based
on a probability and also is based on the time of day, the
context of the environment and the context of the user.

In a first version of the data generation, a relationship
between the probabilities of performing each action with a
device and the time, was not stipulated –only some contextual
information about the environment and the devices were
considered– (Fig. 1.a). For instance, the probability of turning
on the kitchen oven was the same at mealtime than at 3 in
night. This resulted in a poor generation of synthetic data,
which had to be modified

to obtain more realistic data. In a second step, the time was
considered as another contextual characteristic together with
the device information and the contextual data (Fig. 1.b).

In the data collection, certain data from the environment
have been collected (context-awareness information), such as
the day of the week, the time at which the action is performed
(rounding to the nearest o’clock time) and a timestamp (which
are not used still in the selected model); and device data,
such as its identifier and its device type. Also, the performed
actions were always recorded. In total, we simulated 163.039
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Fig. 1: Synthetic data generation: (a) Without relating actions
and hours; (b) Relating actions and hours.

interactions among IoT devices, in four different environments,
with a total of 14 devices. We simulated the interactions of
an user in his/her everyday environments with devices such as
smart bulbs, speakers or plugs, for example.

B. Machine Learning algorithms

Different machine learning techniques have been analyzed
to predict and automate the device interactions, based on
contextual data and previous human behaviours with the same
devices or devices of the same type.

Before analyzing the different machine learning models, it
is necessary to understand the data pre-processing. Thanks
to this, better performance in predictions can be obtained. In
this process, all fields were serialized, based on their different
values, in binary fields.

Once the data were pre-processed, different techniques were
evaluated to identify their accuracy and responsiveness. To
increase the responsiveness and reduce computation load, we
are focused on using a single model. The evaluated models
and their results can be seen in Table I. Please, note that
these results are with synthetic data. Once they are applied in
real scenarios, the accuracy can be slightly lower since some
actions can be executed without following a predefined pattern.

TABLE I: Table of accuracy per model.

ML Model Accuracy Delay (s)
Logistic Regression 0.5329949 10.92
SVM 0.9999182 8(>600)
Decision Tree 0.6666667 0.0019
Random Forest (80) 0.9999386 22.58
KNN (n=17) 0.9999182 247.60
Neural Network 0.9996013 163.73

As can be seen in Table I, Random Forest, KNN and Neural
Networks provide promising results. For KNN, we evaluated
the optimal number of neighbours (from K=1 to K=30) in
terms of accuracy, obtaining K=17. However, the algorithm

was quite slow (it took 30 minutes to find the optimal number
of neighbours and be trained with the synthetic dataset), with-
out offering so much superior accuracy to other alternatives
studied. Therefore, it was discarded.

Because of the performance and the short time needed to
train the model and make predictions, we decided to use neural
networks. Random Forest also offers good times, however, in
other tests performed, where the number of devices increased
and the relationships were more complex, its accuracy de-
creased with respect to the neural network. The definition
of this neural network will be explained in section III-C.
Combined models will not be used, as proposed by other
solutions, because the performance obtained with this single
model is good enough and it reduces the computational load.

C. Neural Network for predicting interactions

Fig. 2: Neural network definition.

The neural network (Fig. 2) has as many input neurons as
characteristics our data have (after obtaining their dummies
or serializing the attributes to binary fields). The number
of outputs offered by the network was equal to the number
of different actions that exist in the devices. When new
devices are added, the number of outputs also change, and
the network is redefined. The network gives as output the
probability that each action is the action to be performed, after
applying the softmax function, that convert output values to
probability values (softmax output sum of values must be 1,
that indicates that the probability of every outputs is 100%).
A argmax function is applied to that output to obtain the most
probable action. To the rest of the layers, a sigmoid function
as activation function is applied. The sigmoid functions are
more specifically defined as a squashing function. Squashing
functions limit the output to a range between 0 and 1, making
these functions useful in the prediction of probabilities. All
these functions are used, therefore, to be able to predict the
action or the interaction that should be executed among IoT
devices.

The number of hidden layers and the number of neurons for
these layers were decided after testing different combinations,
and trying to reduce the probability of overfitting. Also, it has
been added a bias neuron in each layer, to reduce the bias

Authorized licensed use limited to: Biblioteca de la Universidad de Extremadura. Downloaded on September 21,2022 at 07:49:51 UTC from IEEE Xplore.  Restrictions apply. 



of data. This was determined by using the synthetic dataset
generated.

To train the model, it was decided to divide the data with
a batch size of 100, making 3000 epochs. This number of
iterations is necessary, as it has been stipulated a very low
learning rate (0.000125) for the selected learning algorithm
(AdamOptimizer). This algorithm was used because it is well
suited for problems with large quantity of data and it requires
little memory resources. A sparse softmax cross-entropy with
logits was used for training. This is a method employed
when the prediction is based on a classification problem with
probabilities. The value of the coefficient has been set based
on the graph of the loss coefficient generated with the loss
value of each epoch [13].

To do the implementation of this neural network the tech-
nology used was TensorFlow. This is due to the generated
models are compatible with their execution in mobile devices
with TersorFlow Lite [14].

D. Prototype

A prototype has been developed that allows us to validate
the predictions performed by the selected model to automate
the device interactions. In this sense, a client-server archi-
tecture has been chosen for the prototype, consisting of an
Android client and a Python server. A server in the cloud
is used to define and train the model. The trained model is
downloaded by the Android application to be able to predict
the interaction of that device with the rest of IoT devices in
the environment. This allows us to predict and automate the
interaction of the owner of the mobile device.

(a) (b)

Fig. 3: App views: (a) IoT devices of each environment; (b)
Simulation of device interactions predictions.

In this sense, a specific model is created for each
user/mobile device. The generated model is linked to the user
using her/his Google Advertising ID.

The developed application can execute the defined model
and simulate the interactions with IoT devices. Currently, it
can simulate different environments with different not-real IoT
devices (Fig. 3a). With these devices, the different actions can

be performed manually and saved in a registry. This registry is
used for refitting the model every day. Then, the model is used
to automate the interactions with the devices. If an interaction
is incorrectly predicted, the user can correct it (Fig. 3b). This
information is used to provide feedback to the model in order
to improve future predictions. All the information generated by
the application is stored in a log (such as the context of the
prediction, the predicted action, if the action was corrected,
the correct action, etc.). That log was used to evaluate the
performance of the selected techniques.

IV. VALIDATION

To validate the system, the developed application has been
used by five users in their daily routine. Five different sce-
narios and IoT devices were defined where each user had to
use the application in those devices depending on their usual
behaviour.

A. Scenarios definition

Each of the defined scenarios was used to generate metrics
separately. On the one hand, three of the five scenarios were
used to record information on tasks that are performed when
the user arrives at a specific environment (Scenarios 1 to 3). On
the other hand, the other two scenarios were used to record
all the actions that the user performs when s/he already is
in a specific situation (Scenarios 4 and 5). The scenarios are
defined as follows:

• Scenario 1: A scenario that represents the behavior of a
person who works from Monday to Friday morning. In
the afternoon, s/he is usually at home watching TV.

• Scenario 2: A scenario that represents the behavior of a
person who works from Monday to Friday (morning and
afternoon). On Saturday s/he is at home and on Sunday
s/he goes to her/his parents’ home.

• Scenario 3: A scenario that represents the behavior of a
person who works from Monday to Friday morning. In
the afternoon, s/he does not follow a pattern of behavior.

• Scenario 4: A scenario that represents the behavior of
a person who works from Monday to Friday, morning
and afternoon (except Fridays). On weekends s/he goes
to her/his parents’ home.

• Scenario 5: A scenario that represents the behavior of a
person who works from Monday to Friday morning. In
the afternoon, s/he goes to her/his parents’ home by car.

The validation lasted three weeks. The two first weeks
were used for training the model with information about the
different actions that the users performed with the present
devices in each environment. And the last week was used for
the testing phase in order to get prediction and evaluate them.
Some predictions were also made during the two weeks of
training, to check how much data were needed for the system
to start learning new behaviours and how the predictions
improved with new records. However, this depended a lot on
how frequent the behaviour is.
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B. Results

First, regarding the responsiveness, it is interesting to in-
dicate that on average 11.05 seconds are required to refit the
neural network with the inputs of each user every day and 1.35
milliseconds on average are required to make a prediction.
As can be seen, the responsiveness is very good for almost
any IoT application. Other similar proposals [8], are getting
prediction times of 896.1 milliseconds (when the number of
devices is small) and 1.21 seconds (when the number of
devices is higher). Training times are not included in these
proposals.

Second, regarding the accuracy, the results obtained for each
scenario can be seen in Table II. In this table, the number of
predictions, the correct and the incorrect ones are detailed.
This table also shows the total row that represents the joint
results for every scenario.

TABLE II: Table of predictions.

Scenario Predictions Correct Failed Accuracy
Scenario 1 109 83 26 0,76
Scenario 2 245 212 33 0,86
Scenario 3 69 64 5 0,92
Scenario 4 78 67 11 0,85
Scenario 5 72 63 9 0,87
Total 573 489 84 0,85

By analyzing the joint results for every scenario, we have to
notice that 84 predictions were not correct. According to this,
we detected that 76 were produced by trying to predict actions
that do not have a specific behaviour pattern, since there were
records of different actions for the same device in the same
context, and for the same user. For example, imagine a person
who sets a different television channel every day when arriving
at home. If the system tries to predict which channel the person
will choose, the probability of getting a correct prediction is
low. For the other 8 incorrect predictions, the model was not
able to learn the action. Therefore, it can be said that only 8
out of the 573 predictions were not correct.

Fig. 4: Probability of predictions per environment.

Besides, if it is assumed that the number of failures is
mainly due to actions that cannot be predicted, it can be
observed in which environments (Fig. 4) and for what types
of devices (Fig. 5) the behaviour is more changing and our
model can obtain worse results. As can be seen in Fig. 4 and
Fig. 5, the environment with a higher probability of failure
is the ”Car” and the type of device with the most failures

Fig. 5: Probability of predictions per type of device.

is the ”Speaker”. Evaluating the obtained logs, we identified
that this is because the users make short trips by car and the
speaker is turned on and off in a short time and because they
do not listen to the same type of music on the same route. In
these situations, the presented system is more likely to fail.

TABLE III: Table of measures over probabilities.

Measure Correct predictions Failed predictions
Min. value 0.3266 0.2347
Max. value 0.9970 0.9667
Average 0.7762 0.5817
Typical Deviation 0.1763 0.1563

In addition, we also evaluated the probability of success for
every prediction in order to identify a threshold that allows us
to know when a predicted action should be performed or not.
In Table III can be appreciated the average, the maximum and
the minimum value and standard deviation for the probability
of the correct and the failed actions.

(a) (b)

Fig. 6: Univariate distribution of probabilities: (a) for correct
predictions; (b) for failed predictions.

TABLE IV: Table of measures over threshold.

Threshold False neg. False pos. Correct % Success
0.40 41 55 477 0.832461
0.42 54 44 475 0.828970
0.44 67 42 464 0.809773
0.46 76 41 456 0.795812
0.48 84 36 453 0.790576
0.50 99 34 440 0.767888

Finally, to determine the threshold, an univariate distribu-
tion has been created with the value of the probability of
success of the correct (Fig. 6a) and failed (Fig. 6b) predictions.
Thanks to these data, and reducing the number of false
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positives even if the accuracy is reduced, it can be determined
that the best threshold is over 0.4 and 0.5. Besides, in Table IV
it can be observed that a threshold of 0.42 is better, because
a lower threshold include more false positives.

In conclusion, it can be stated that the algorithm has been
able to correctly predict 85% of the interactions, failing only
in 1% of the predictions or when the performed actions do not
follow a pattern.

V. DISCUSSION AND CONCLUSIONS

In this paper, a system that allows us to predict interactions
with the IoT devices in an environment has been proposed.
This approach makes use of contextual information from the
environment, previous interactions and the devices’ informa-
tion. To do this, a neural network was used after evaluating
the performance in accuracy and prediction time.

These solutions are required in order to be able to implement
a true IoT paradigm in which devices are used to automate
tasks instead of leading the user to be constantly interacting
and re-configuring the different devices depending on people’
needs. In addition, the presented system is able to learn and
adapt the prediction to the new needs.

We are currently working on integrating the defined model
with real and heterogeneous devices. To that end, we are com-
bining the presented model with a framework already defined
to improve the interactions among heterogeneous devices by
means of semantic web [15]. It is also intended to be able to
define and to train the model in the final device, without the
need for a server to train the model and send it to the device
to make the predictions.

Finally, we are also working on deploying this model in
social environments, in which the behaviour is not the same
depending on whether a person is accompanied or not, who
accompanies them and what are the needs of each one.

For this experiment, the model is executed in the user’s
mobile device, which will be the only one performing the
interactions with the real IoT devices. However, this solution
will not work in social environments, where we will need a
network of mobile devices that communicate with each other
or a master device to which all IoT devices and smartphones
are connected.

RESOURCES

• Full validation document [16].
• Dataset of synthetic data [17].
• Datasets of actions performed by each person in valida-

tion phase [18].
• Logs of results of predictions in validation phase [19].
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Abstract. Each person interacts with multiple health institution’s sys-
tems along their life. These systems are usually developed to fulfill the
specific needs of sanitary organizations or Web of Medical Things man-
ufacturers. However, most of the times these information systems aren’t
interconnected, making it very difficult to put in common the information
of a patient scattered in various systems. Thus, it’s necessary to develop
solutions that allow health information systems developers to consult
all the information of an user across the multiple health’s information
systems it is scattered and to offer this information organized as the
Personal Health Trajectory of the user (a succession of Personal Health
Records ordered by time). This paper proposes a solution for the inte-
gration of heterogeneous health information systems, the processing of
their data and its provisioning in a health trajectory perspective through
an API. Thus, software developers of healthcare solutions can leverage
this API to develop a new generation of person-oriented solutions.

Keywords: Personal Health Record · eHealth · Personal Health
Trajectory · APIs

1 Introduction

Technological advances in the field of health information systems are making
it possible to improve the services provided to patients. Specifically, the use
of smart connected devices from the Web of Medical Things (WoMT) [10] in
combination with traditional medical data is used to provide advanced solutions.

Nevertheless, most of these solutions work on data from a single information
system. In a globalized society, like the present one, a person will surely interact
with several health systems along their life. Not to mention the pervasive pres-
ence of WoMT devices, which generate data outside these institutions. Each of
these systems keeps its data separate, which could mean that crucial information
for the person’s health could be not available when needed [13]. All these data
are useful, but they take on added value when put together.

To better exemplify the problems this entails we present Paula’s case. Paula
is a Spanish women who suffers from diabetes. On one of her trips to China,
c© Springer Nature Switzerland AG 2020
M. Bielikova et al. (Eds.): ICWE 2020, LNCS 12128, pp. 519–524, 2020.
https://doi.org/10.1007/978-3-030-50578-3_37
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Paula suffers a fainting spell due to hypoglycemia. She is treated in a health
center in China, where she is measured for blood glucose. However, when Paula
returns to Spain, she cannot give the data of those measurements to her usual
doctor, because they have been registered in the Chinese health system. Something
similar happens with her smart glucometer. Only a few of the measurements she
takes at home are transcribed to her health record. If Paula has another fainting
spell, her doctor cannot access Paula’s latest blood glucose measurements.

Providing a way to combine a person’s health data and offering it in a way
that can track the health of a person over time could be a solution to the previous
problem and an advance in what is known as Precision medicine, moving from
Electronic Health Records (EHR) to Personal Health Records (PHR) [11]. EHRs
are computer records created and managed in healthcare systems by physicians,
while PHRs are records that can be generated by physicians, patients, hospitals,
pharmacies, and other sources and are managed by the patient.

The creation of health systems that are aware of a patient’s health trajectory
has been demanded by the fields of medicine and nursing for years [5]. Works
like [7] [12] start to address this problem. However, as far as the authors know,
there are no technical proposals that combines all the data from the different
health related systems and processes it to provide it to software developers in
an unified API.

In this paper, we propose a Personal Health Trajectory API (PHT API).
With this API, healthcare application developers will be able to access a patient’s
health trajectory data and create applications with more complete and higher
quality data, following the data-driven medicine approach. This approach argues
that the use of the latest analytical techniques can lead to better health outcomes
and help many more people.

To detail this proposal, the rest of the paper is structured as follows. In
Sect. 2, the related works are described. In Sect. 3, the aims, objectives and
research methodology of this work are detailed. Section 4 presents the current
state of the work. And finally, Sect. 5 discusses the future work plan, alongside
the conclusions.

2 Related Works

Looking at a patient complete health trajectory is not a new idea. For years,
solutions to the above-mentioned problems have been demanded [5].

Due to this demand, some proposals have attempted to address this situation.
In [7], H. La propose a framework for the collection of data from the user’s
own WoMT wearable devices and the use of that information to predict the
probability of suffering certain diseases. A specific device is also proposed to
integrate the different sensors needed to collect all the necessary data from the
user. Simillarly, in [8], Moguel et al. propose to collect information about the
adherence to pharmacological treatments by using their own WoMT device.

However, these works are focused on the incorporation of WoMT devices in
diagnostics and forget the problem of information dismissal between different
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health systems. For this reason, in [12] Shameer et al. study the components
and information that should be included in a system that tries to offer solutions
oriented to people and not solutions oriented to health institutions.

Finally, the authors of this paper have been working in making systems
aware of their users needs and preferences. Starting from the People as a Service
paradigm [4], different frameworks and solutions have been proposed to simplify
the interoperability between smart things and humans (like Situational-Context
[2]). The authors have already taken advantage of these concepts in the devel-
opment of health related solutions [9], and the work presented here is the next
step in developing a virtual representation of the personal health trajectory of a
user.

3 Research Aims, Objetives and Methodology

To implement our proposal, a number of issues will have to be addressed. The
main objective will be to develop an API that provides access to the health
trajectory of users. In order to achieve this, concerns like the interoperability
of WoMT devices or the integration of data from different sources should be
addressed. There are works in the literature that can help us address these con-
cerns. In the area of data integration, works like [6] propose the use of blockchain
technology to integrate the electronic health records of the user among differ-
ent healthcare systems and WoMT devices; and [11] implements a PHR model
that integrates distributed health records using blockchain technology and the
openEHR 1 interoperability standard. To integrate the data from WoMT devices,
Flores et al. propose a semantic web-based solution [3].

Starting from these works, the main scientific contributions of this proposal
are focused on:

– Distributed data integration. This problem is not new in the field of
information technology and there are different approaches to solving it [1].
In recent years the use of blockchain to store EHR [6] is expanding, so our
solution should allow the integration of data from different blockchains and
the interaction between them, creating a “blockchain federation”.

– WoMT device data flows. The devices provide a continuous flow of data
that can sometimes be interesting, but in other cases provide too much infor-
mation. Process mining techniques will be used to filter and interpret this
information collected from user devices.

– Data enrichment. Once integrated, patient data can be used to infer addi-
tional information that separately they did not give before. Data mining
processes will be used to give greater expressiveness to the integrated “raw”
data from different sources.

– Personal Health Trajectory. Orient the approach of the medical data to
follow the health of a person along their life and offer this data through an
API.

1 https://www.openehr.org/.
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To achieve the proposed objective, we are following the Design Science
methodology, where researchers see an artifact as something that should sup-
port people in practice. The development of this work passes through different
stages: (1) reviewing the state of the art of proposals for health systems oriented
to the trajectory of people; (2) developing an architecture that allows us to offer
an API to access a person’s health data along their life; and (3) developing the
API, which will allow to offer the advantages of the Personal Health Trajectory.

4 Preliminary Key Results or Contributions

Figure 1 shows the proposed architecture that would allow software developers
to consult the integrated data through a single access point.

Fig. 1. Proposed architecture

This architecture is composed by software layers added over the current medi-
cal and WoMT devices information systems. An alternative solution, storing the
information from the different system in a centralized repository, following a
common ontology for data representation, could be explored. However, it would
imply a greater compromise by healthcare institutions and manufacturers of
WoMT devices, which can be difficult to achieve.

In general terms, the mission of each of the four main layers of the architecture
is as follows:

– Layer I: Information Systems. Maintainer of patient data. It is composed
by the current information systems.

– Layer II: IS Standarization & Integration. Responsible, firstly, for stan-
dardizing the information stored in the previous layer, including the use of
different technologies and different data models; and secondly, for unifying
the data of each information system. In the case of WoMT devices, it will
also be responsible for their interoperability and the processing of the stored
data streams.
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– Layer III: Personal Health Trajectory . Responsible for providing health
trajectory data for a person. This data may be provided “raw” (unprocessed)
or with greater expressiveness, after applying Data Mining techniques on
them.

– Layer IV: Personal Health Trajectory API . Responsible for providing
a point of access to a person’s health trajectory data to all those who want
to develop software on Personal Health Trajectory.

5 Conclusions and Work Plan

Current health systems maintain patient records separately between their differ-
ent information systems. The same applies to the user’s WoMT devices. If a user
or healthcare system wants to access all medical information along the patient’s
life, they do not have a way to find all this information together in a contrasted
and organised manner.

To solve this problem, this paper proposes a Personal Health Trajectory API,
which integrates the EHRs of the healthcare systems that the patient has visited
and the data from their WoMT devices and offers them through a single access
point.

The future work associated with this doctoral work is shown in Fig. 2 where
some of the most important tasks are detailed. The initial version of the archi-
tecture has been done for the development of this paper.

Fig. 2. Gantt chart
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Abstract. There are many pathologies and capacity losses that progress
with a similar evolution profile in certain groups of people. Health pro-
fessionals are becoming increasingly knowledgeable in anticipating the
development of these pathologies through preventive medicine. However,
the increasing amount of data, coming from the collection of informa-
tion from a larger number of patients, makes it difficult to analyse it
manually. In the case of gerontology, it is difficult to classify in groups
the evolution of the elderly for common pathologies in that age group.
To be able to do this would make it possible to know in advance how a
pathology or capacity loss will progress in an ageing person and to apply
the corresponding preventive procedures. There are already works that
try to improve the results of preventive medicine, but these are focused
on analysing the current state of the patient and not their foreseeable
future. In this article, time series forecasting by means of recurrent neu-
ral networks is used to analyse the evolution of the functional profile of
ageing people as a time series. Based on the patterns contained in the
patient’s time series and in the training of a model with data from previ-
ous patients, it is possible to determine the future evolution in patients
with a similar history. To do this, functional profile data collected on an
assessment platform developed by the authors of this article is used.

Keywords: Preventive medicine · Medical informatics · Recurrent
neural networks · LSTM · Time series forecasting

1 Introduction

With the increase of age, many patients develop pathologies and capacity losses
common in the ageing population. Many of these pathologies and losses are
progressive and show a similar evolution in people with similar characteristics
[1]. Examples of these are dementia [2] or the deterioration of the functional
profile of elders with time [3]. In particular, the latter is something that affects
most of the ageing population.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
J. Garćıa-Alonso and C. Fonseca (Eds.): IWoG 2020, LNBE, pp. 11–22, 2021.
https://doi.org/10.1007/978-3-030-72567-9_2
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These capacity losses present, in many cases, common patterns of evolution
in patients with similar characteristics [1]. This makes it possible for health
professionals to anticipate the progression of the capacity loss and combat it as
soon as possible. However, to classify each patient case manually is sometimes
difficult (or even impossible). Specially, in environments where many patients are
treated and there is a need to distinguish between different types of evolution
for a given condition. Therefore, in many cases it is complex to anticipate how
a patient will evolve and to apply preventive procedures.

To solve this problem, there are proposals that provide software for health
professionals to process patient data in order to help with their diagnostics. In the
field of preventive medicine, there are proposals that allow, based on a patient’s
health measurements at a specific moment, to determine if the person suffers
from any illness [4,5]. For this purpose, Machine Learning and Deep Learning
techniques are applied. However, these proposals use the patient’s current state.
They do not allow to infer how the patient’s condition will evolve in the future
to determine if they will suffer from the disease or capacity loss in question or
how it will progress. Other proposals analyse, on a theoretical level, the use of
deep learning to be able to analyse patient data like a time series and predict
future values [6].

This article implements a deep learning model that, based on training with
data of the already known evolution of patients as time series, allows the pre-
diction of the future evolution of other patients in the use case of the dete-
rioration of the functional profile of the elderly. The information provided by
the development of the Multidimensional Integrated Assessment Platform for
elderly (MIAPe) [7] is also used as background. From this platform we use the
data of the deterioration of the functional profile of the ageing people and their
evolution.

Thanks to this proposal it will be possible to determine the future functional
profile’s evolution of patients with similar conditions. This will allow the creation
of personalized treatments for each patient at an earlier stage.

To develop this proposal, the rest of the article is structured as follows.
Section 2 shows the works that motivate this proposal. Section 3, details the
proposal indicating the data processing performed, alongside the model devel-
oped to determine the evolution of a patient based on previous data. Section 4
describes the case study and the results of the validation. In Sect. 5 future work
is introduced to increase the scope of this project. Finally, Sect. 6 gives some
brief conclusions.

2 Motivations and Related Works

Preventive medicine has a very important place in the field of healthcare. Health
researchers are increasingly stressing the importance of augmenting the number
of educational resources in this field [8,9]. However, the great variety of diseases
(new or not) and the wide range of symptoms that each patient may present for
the same disease, makes it difficult for health professionals to detect them at an
early stage.
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To help health professionals, there are many proposals that try to offer soft-
ware that facilitate their work and complement their medical assessments. An
example of this type is the proposal of Yu et al. [4] that uses supervised and
unsupervised Machine Learning tools to generate predictive models. Thanks to
these models, online health assessments are offered to patients and physicians. In
this way, personalized and preventive care can be offered through telemedicine.
Another type of proposal is that of Sabra et al. in [5], where they are focused on
the importance for preventive medicine of analysing and classifying the medical
characteristics of patients before offering this data to systems that make predic-
tions. Furthermore, it proposes the use of a hybrid architecture, which makes
use of these classified characteristics on various Machine and Deep Learning
classifiers, offering stronger predictions.

However, although these and other solutions help to generate diagnoses that
allow the detection of diseases that would be complex to detect by a physician
without the help of the system, they are limited to work with the patient’s health
data collected until that moment. Therefore, they do not allow to anticipate the
development of a condition, checking out how a condition will progress from
that point ahead. Many conditions show a similar evolution in certain groups of
patients. Therefore, it could be determined how patients are going to progress
according to the evolution of previous patients who presented a similar condition
[1]. To make this type of analysis on the evolution of a patient, time series can
be used [10]. In this way, the evolution of the disease in a patient can be treated
as a time series.

Among the time series analysis techniques, Time Series forecasting is used
to predict future values based on previously observed values, with which a pre-
diction model is trained. Examples of the use of this type of technique are the
prediction of Meteorological Weather [11] or the prediction of the evolution of
cases in pandemics [12]. In the field of health, Hirschfeld pointed out many years
ago in [13] that analysing the time series generated by regular observations of
patient’s health would help in the management of chronic and progressive dis-
eases or capacity losses. To do this, he proposed the use of forecasting techniques
on the automated systems of his time. It is not a coincidence that authors such
as Bhavya et al. have continued to work on proposals of this type, analysing in
[6] the use of different Deep Learning techniques for the generation of prediction
models in healthcare. Thanks to this analysis, they have concluded that the use
of Recurrent Neural Networks (RNNs) and, specifically, the Long Short-Term
Memory (LSTM) RNN, is the best way to analyse time-series medical data.

The solution proposed in this paper uses Time Series forecasting to predict
the future values of the functional profile of the elderly based on the previously
observed values. For this purpose, time series are generated with the parameters
that measure the functional profile of the elderly and are analysed with RNNs,
offering an automated analysis tool. The data collected by caregivers and nurses
in MIAPe for the functional profile of different ageing people are employed as
the starting point.



14 J. Rojo et al.

MIAPe is a platform for monitoring and grouping information about the
health of the ageing population. For this purpose, the platform employs the
concept of virtual profiles and the integration of health data from IoT devices
[7]. Solutions to automate the interaction with these devices [14] are also being
worked on. Thanks to the integration of the health data of an ageing person in
this platform, it is possible to generate their Personal Health Trajectory [15].

3 Predicting Evolution Using Deep Learning

The solution presented in this paper is divided into two different parts. First,
the acquisition and preparation of the data needed to train the deep learning
model. Next, the definition of the deep learning model, using a LSTM RNN, for
the time series forecasting.

3.1 Data Acquisition and Processing

The first step, before starting to define the model with which the time series
forecasting will be performed, is to prepare the data to be used. To do this,
the data that compose the functional profile of an ageing person has been col-
lected, according to the functional profile evaluation method used in the MIAPe
platform.

According to MIAPe, the functional profile of an elderly person is composed
of five measures: (1) overall score of functionality, (2) self-care, (3) learning
and memory functions, (4) communication and (5) relationship with friends and
caregivers. The values of these measures are calculated with the value obtained
for the three aspects evaluated in the Elderly Nursing Core Set (ENCS) [16] form:
body functions, body structure and ambiental factors. So, knowing the numerical
value obtained in each of these three aspects, the functional profile of the ageing
person at any given time can be calculated.

Having the data of these three parameters for the evaluations that have been
done until that moment, a time series is generated with the evolution of each
parameter for each elder. This way, the evolution of the functional profile of
an elderly is represented by three time series: one for each parameter. So, the
aim is to predict the value that will be obtained in the next evaluation for each
parameter, taking into account that the time between evaluations is equidistant.

In order to generate the time series of each parameter, it is necessary to
collect the ordered values that have been obtained in the successive evaluations
of an elderly person and store them in a structure that maintains this order.
For the given implementation, the values have been stored in an array, so that
each elder has a vector for each of their parameters (see Fig. 1). The values of
these vectors are those given to the prediction model for training. At the time
of forecasting with the trained model, the values of the three time series (one
per parameter) of the new elder must be provided as input to the model in the
same format.
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Fig. 1. Dataframe that store the time series of the functional profiles.

3.2 LSTM’s Model for Time Series Forecasting

The model used to make the type of predictions proposed in this paper (time
series forecasting) is a Recurrent Neural Networks (RNNs) model. A neural net-
work of this type is employed because of its ability to maintain data memory.
This means that its neurons have feedback, taking the outputs obtained with
previous inputs as new inputs. Thanks to this, long data sequences can be anal-
ysed step by step. In particular, between the different types of RNNs, the use
of the Long Short-Term Memory (LSTM) is chosen. This type of RNN has a
better long-term memory than classic RNNs.

After selecting the type of model to be used, each of the sub-sections that
had to be considered for the definition of the model are discussed below.

Type of Forecasting. When a model for this type of analysis is defined, it is
also important to define what type of time series forecasting is being done. Specif-
ically, it is carried out a type of forecasting known as Multivariate Forecasting,
due to the fact that, for a specific time mark in the evolution of the data, there
are more than one observation (one for each of the three parameters/time series
used). Specifically, within Multivariate Forecasting, this is a Multiple Parallel
Series problem because, at the moment of predicting it is necessary to calculate
a new value for each of the parameters/time series that are used as input. So,
there are as many outputs as inputs.

Inputs and Outputs. It is also essential to define which are the inputs and
outputs of the model. In the case of outputs, the model must predict three
numerical values (one per parameter of the functional profile). This is a regression
problem (not a classification one, as it is often the case with neural networks),
so the output values will be continuous values (not discrete).

As input, the three time series representing the evolution of the patient’s
functional will be taken. However, there is no type of RNN that supports a time
series (coded as a vector, for example) of variable size as input. The input that
is given to the model must be of a fixed size. As not all the elders have the same
amount of evaluations and this number is changing (increasing) over time, the
solution is to send to the model a fixed amount of the last samples of the time
series. This amount must be defined and this data is the one used to calculate
the output of the model. In this case, because there are few elderly people with
many evaluations in the dataset, only the last two samples of each time series
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that make up the evolution of the elderly person are taken as inputs. This number
of samples is small but enough for the proposal presented in this paper. For the
application of this proposal in a real environment, a greater number of samples
would be required.

In this way, to be able to analyse the full evolution of an elderly person, each
of their time series will be fragmented into overlapping fragments of three values,
for training (two input and one output), and of two values, for predictions (two
input). For example, a person with 6 evaluations will generate 4 such fragments
for training and one fragment with the two last values to predict the next value
with the model.

Predictions. To predict new values, for each time series delivered as input to
the model, an array with two (ordered) values from this time series must be given
to it. With these values and the learning obtained, the model gives as output
a new value for each of the time series to which the values belong. In this way,
the model is offering the next value of each time series or, what is the same, the
predicted value of each parameter in the next evaluation of the elder.

Fig. 2. Structure of the LSTM’s model

Structure of the Neural Network. After defining the type of network used
and its inputs and outputs, Fig. 2 shows the structure of the implemented neural
network. This network is composed by only two layers: an LSTM layer as input
and a simple perceptron layer as output.

The LSTM layer is the one that makes this model a RNN. When the problem
to resolve is not too complex, the use of only one LSTM layer is the best option
[17]. In this case, it is a stateless LSTM layer, which does not hold memory from
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one batch to another. This type of LSTM’s configuration is chosen because in
the training dataset the fragments of the time series of all the elderly people are
combined, in order to improve the generalization of the model, to predict the
evolution of an elderly person based on the evolution of others. If it were a stateful
LSTM, the neurons of this layer would keep in memory the results obtained with
the previous training fragments. This gives very good results when the training
is based on only one time series (in this case, if only the three time series of
one elder were used to train the model). This layer is composed of 50 neurons
with relu activation. The number of neurons has been adjusted based on the
validation data. The activation function used has been selected because it offers
better results in terms of learning, but it has the problem that it can flatten the
volatility of the time series. In this case, by using few values as input, flattening
the volatility is not a problem. Finally, this network takes 6 parameters as inputs
(two measurements of each of the three time series of evolution).

The next layer is a simple perceptron layer, as used in MLP neural networks.
This layer is used to transform the output of the 50 LSTM neurons of the
previous layer into the 3 numerical values to be predicted. As activation, a linear
function f(x) = x is used, so that it returns as output the value obtained directly
by each neuron. This is a regression problem, where it is necessary to calculate
continuous values and not to classify them into discrete values.

Training Parameters. To train the model, it is necessary to define another set
of parameters. First, the loss function to evaluate if the model is learning and the
degree of it. In this case, the Mean Square Error (MSE) function has been used,
one of the most used loss function for regression problems. The optimization
function is another of the parameters to be defined. It has been evaluated the
choice of Adam or RMSprop, two of the most used ones. Although both are based
on Stochastic Gradient Descent, the Adam function is better than RMSprop in
terms of performance. Therefore, Adam will be used, together with a learning
rate of 0.0002, adjusted based on the loss and accuracy function. And, finally,
the number of epochs to train, which has been fixed at 400. The reason behind
choosing these values of learning rate and number of epochs will be discussed in
Sect. 4.

To conclude this section, it is important to mention that the value of some of
the parameters discussed have been adjusted according to the data employed to
the validation. The use of a different dataset would imply that parameters such
as the number of layers and neurons should be adjusted. The learning rate and
the epochs would also have to be adjusted again if data changes.

4 Validation

In order to validate the solution presented in this article, a validation phase has
been carried out. Data about the accuracy of the system and the quality of the
training has been collected using a dataset from the MIAPe platform.
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Fig. 3. Graphic related to the number of evaluations per elderly

4.1 Case Study

The case study used for the validation is the same introduced along this paper.
The data of the elderly’s functional profile collected by the MIAPe platform
have been used. This functional profile is composed by five indicators, calculated
from three measures that are evaluated by the elderly carers through the Elderly
Nursing Core Set (ENCS) form.

In total, MIAPe stores the data of approximately 1300 patients. Of these,
647 have at least one functional profile assessment. There are 720 functional
profile assessments belonging to these 647 different elderlies. Therefore, it can
be deduced that most of the elderly have only one assessment, so their data
will not be optimal to the proposal of this paper. To check this, the distribution
of the number of assessments per elderly can be seen in Fig. 3. Only 22 ageing
people have 3 or more evaluations (minimum number of evaluations required for
their evolution to be used on the training of the proposed system).

4.2 Results and Discussion

With the data collected from the case study, the model developed in the proposal
has been evaluated. For this purpose, the accuracy obtained (Fig. 4a) and the
format of the loss function (Fig. 4b), which evaluates the learning of the model,
have been measured. This way, with the data represented on the two charts of
Fig. 4, a series of conclusions can be extracted.

Thanks to the accuracy chart, it can be seen that the model is trained without
overfitting, except in the last few epochs. If the loss chart is looked for those last
epochs, it can be seen that this overfitting occurs at the moment the model
starts to learn the training data “by memory”, achieving lower losses than with
the validation set (as opposed to before the overfitting). Having a model with
too many epochs can lead to such a situation. Especially in cases where there
are problems with the data. In this case, they are insufficient.

In order to situate the magnitude of the above statement, it is necessary
to indicate that the dataset only contains data from 22 elderly people, which
with their data allow the generation of 35 records from three evaluations.
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Fig. 4. Results of training with case study’s data for (a) accuracy and for (b) loss.

Of these 35 records, 23 are used for training and 12 for validation. Any model
of Machine Learning needs more data to be able to train correctly. In particu-
lar, Deep Learning models, such as this neural network, need even more data to
train.

In addition to testing the final combination that gave the results shown in
the figure above, other configurations were also tested, which allowed the explo-
ration of how the results varied according to the number of layers, the activation
function and other parameters that are commented on below.

First, it has been tried to modify the structure of the model. The first thing
that has been adjusted is the number of LSTM layers. A configuration with
two layers has been tested. However, it increased the complexity of the model,
reaching an overfitting situation earlier and causing a worse training. In the
LSTM RNN it is common to use one LSTM layer for simpler problems and two
LSTM layers for more complex problems [17]. Configurations with more LSTM
layers are not usually common, so they were discarded. As next step, the number
of neurons in the LSTM layer has been adjusted. Different configurations have
been tested. From 20 neurons per layer to 100. Finally, 50 neurons were chosen, as
the results did not change much. Furthermore, the use of 100 neurons generates
a model with unnecessary complexity (at least with the current amount of data)
and therefore more susceptible to overfitting.

With regard to the learning rate, an effort has been made to adjust it based
on the accuracy and loss function through the epochs. Although the value chosen
is the one that gave the best results, a learning rate totally optimal and that
generate a correct learning has never been achieved. This is clearly due to the
amount of data because, by looking at the Fig. 4b, it can be seen that the loss
function starts with a very small decrease (as if the learning rate was low) and
in the subsequent epochs it decreases suddenly (as if the learning rate was high).
Thanks to this, it is known that, with the current data, it will never be possible
to obtain a learning rate that leads to correct learning.

Focusing now on the number of epochs, it has not been possible to determine
an appropriate number because of insufficient data. A high number has been set
to show the oscillation that occurs in the accuracy of successive epochs and how
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the loss function decreases. For the batch size, the default value of keras (32
samples) has been left, because, for the amount of data available, adjusting the
batch size will not bring any benefit. When the amount of data will be greater,
the batch size should be adjusted on the basis that if it is very low there will
be noise in the loss function (depending on the bias of the data also) and if it is
very high the model will not learn correctly.

As discussed in the process of adjusting the most training parameters, there
are several indicators that show that the amount of data is small. Another indi-
cator that has been found is that, although the training and validation sets are
always split in the same way, the results that are obtained if the model is trained
several times vary for each of these trainings.

It is also important to remember that the actual model is trying to deter-
mine the next evaluation based on only 2 evaluations. Therefore, obtaining a
high probability of success is difficult (and even less if there are more different
patients). If there would be enough data to be able to train a model that predicts
based on more assessments, the accuracy would probably increase.

5 Future Works

Having defined everything that has been done so far, it is easy to see that the
main future work is to obtain sufficient data to validate the proposal set out in
this article.

However, by the time this happens, two lines of research have already been
identified for continue working and improving the current proposal.

Determining Using Groups of Patients with Similar Evolution. When
the number of different patients with evaluations increase, integrate the data of
very different patients, with very different evolution, would make the model need
a lot of data to learn correctly and could still decrease its performance. To solve
this, the development of a system that, by applying other patient characteristics
(e.g. age, weight or gender), allows the generation of groups with similar evolu-
tion is proposed. In this way, patients would be classified in these groups and an
independent model would be generated for each group.

Automatic Model Adjustment and Learning. The proposed prediction
model is used in a dynamic environment, where the amount of data is constantly
growing (new patients and new assessments). Because of this there will be certain
situations when the network parameters will have to be adjusted to adapt the
model to the new complexity of the problem. Being able to automate this process
would help to always maintain a model that offers high-quality predictions.

6 Conclusions

This paper proposes the development of a deep learning model that, by using
time series forecasting, allows the analysis of the evolution of the functional
profile of ageing people. In this way, automated predictions will be offered of how
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the functional profile of an elderly person will advance in the near future, based
on their evolution to date and that of patients with a similar more advanced
evolution.

This solution brings benefits to the proactivity of preventive medicine, help-
ing health professionals to create diagnoses for patients by having a vision of how
expect the patient will evolve in the near future. In addition to the functional
profile of the elderly, a solution of this type can be extended to the analysis of
any progressive capacity losses or pathology, which can be analysed using the
evolution presented by the patient.

In order to validate the proposed model, it has been used the data of the func-
tional profile of the elderly stored in the Multidimensional Integrated Assessment
Platform for elderly (MIAPe), developed by members of the research team to
which the authors of this article belong. However, the amount of data available
is still too small to affirm with complete certainty the validity of the proposed
model.

In this way, a series of future improvements have been proposed which would
improve the results obtained by the proposal, when sufficient data are available
to evaluate it.
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Abstract—Today’s world is a globalized and connected one,
where people are increasingly moving around and interacting
with a greater number of services and devices of all kinds,
including those that allow them to monitor their health. However,
each company, institution or health system usually store its
patients’ data in an isolated way. Although this approach can
have some benefits related with privacy, security, etc., it also
implies that each one of them generates different, incomplete
and possibly contradictory views of a patient’s health data, losing
part of the value that this information could bring to the patient.
That is the reason why researchers from all over the world
are determined to replace the current institution-centered health
systems with new patient-centered ones. In these new systems,
all the health information of a patient is integrated into a unique
global vision. However, some questions are still unanswered.
Specifically, who should store and maintain the information of a
given patient and how should this information be made available
for other systems. To address this situation, this work proposes
a new solution towards making the Personal Health Trajectory
of patients available for both, the patients themselves and health
institutions. By using the concept of blockchains’ federation and
web services access to the global vision of a person health can
be granted to existing and new solutions. To demonstrate the
viability of the proposal, an implementation is provided alongside
the obtained results in a potential scenario.

Index Terms—Data integration, health data, Blockchain, per-
missioned blockchain, Web Services

I. INTRODUCTION

The digitalization of health information systems is a reality
that has been present for years. Different health institutions
have been digitizing their patients’ health records and offering
them as Electronic Health Records (EHRs) [1]. Over the years,
and with the undeniable penetration that Internet of Medical
Things (IoMT) [2], [3] devices have had among users, these
EHRs have been enhanced with information coming from
these devices. In recent years, this has resulted in an evolution
from the term EHR to the broader term Personal Health
Record (PHR) [4], which includes any patient’s health data;
not just those generated and managed in healthcare systems
by physicians.

All this digitalization has helped institutions to keep their
patients’ data organized and presenting a great value for the
institution and for the patients themselves. However, due to
the globalization of society and the growing number of health
solutions, there are more and more institutions and services
with which a patient interacts throughout their life [5].

With the current institution-centered health information
systems, this is a problem. The data of a single patient is
scattered among the different services of the IoMT devices
and health institutions with which they interacts throughout
their life. Although this is positive for the institutions, since
they have control over the health information they generate, at
the same time it implies that there are different representations
of a patient’s health reality potentially inconsistent between
them. In other words, the benefit that these systems generated
before for the patient is now mitigated, since the different
representations of the same reality make it impossible to have
a single global representation of their health: their Personal
Health Trajectory [6]. The creation of health systems that are
aware of a patient’s health trajectory has been demanded by
the fields of medicine and nursing for years [7].

To try to solve this problem, an increasing number of studies
are trying to give an alternative to the current institution-
centered methods of storing patient data. These solutions are
patient-centered and try to store each patient’s information in
a single data structure, with which all institutions and services
that treat the patient will interact [8]–[11]. For the implemen-
tation of this structure, technologies such as blockchain [12]–
[14] are commonly chosen. Blockchain is shown as the most
promising technology, due to its distributed nature, as well
as its guarantees on data security and privacy [15]. However,
these proposals are still far from being adopted by the different
health institutions, due to the fact that there are unresolved
issues, such as the definition of who should keep this data
structure alive and who is in charge of granting access to it
[15]. In addition to these issues, with today’s solutions, it is not
easy to develop patient-centered health applications because
the unique, global health reality is not accessible, limiting
innovation and harming patients.

This paper offers a new patient-centered solution that not
only provides the advantages of current solutions, but also
addresses their weaknesses. For this purpose blockchain tech-
nology is used, similarly to existing proposals. However, a
more complex architecture has been defined over the concept
of one blockchain per patient, which involves the use of
blockchains’ federation and web services.

Thanks to this proposal, and as demonstrated through the
implementation and validation shown in this paper, the integra-
tion of patient data is achieved without compromising access to
the single global representation of their health by institutions
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and services, facilitating the development of Patient Health
Trajectory-aware software and making the transition from
actual institution-oriented systems to the new patient-oriented
systems closer. In conclusion, the work carried out throughout
this paper allows us to offer the Personal Health Trajectory of
a patient and makes it useful for both patients and the health
professionals who care for them.

In order to present the work done, the rest of the document
is structured as follows. Section II shows the motivations of
this work and related work. Then, Section III describes the
proposed solution based on blockchains’ federation and the use
of web services. Section IV details the validation performed
to evaluate the proposed solution. Section V brings a brief
discussion over the results obtained until now. Finally, in
Section VI the conclusions of this work and some future lines
of research are exposed.

II. MOTIVATIONS AND RELATED WORK

In the way health systems are conceived today, each health
system maintains its patients’ data stored in its own informa-
tion system. When a new patient arrives at a health system,
they are registered in the information system and any data
produced by the successive interactions they have with that
health system will be added. This data is not conditioned
by or aware of the data stored by other health systems
of their interactions with the same patient. In this way, an
isolated representation of each patient in each health system
is maintained.

These partial representations of the patient are a problem to
be able to offer the best treatment for a patient, since diagnoses
are never being offered on the total reality of their health. The
problem grows at the same time as the number of services that
are generating health data for a patient grows.

To better exemplify the problems this entails, the scenario of
Paula is presented. Paula is a Spanish women who suffers from
diabetes. She is also a travel enthusiast. On one of her trips
to China, Paula suffers a fainting spell due to hypoglycemia.
She is treated in a health center in China, where her blood
glucose levels are measured. However, when Paula returns
to Spain, she cannot give the data of those measurements to
her usual doctor, because they have been registered in the
Chinese health system. Something similar happens with her
smart glucometer. Only a few of the measurements she takes
at home are transcribed to her health record. If Paula has
another fainting spell, her doctor cannot access Paula’s latest
blood glucose measurements nor the ones from the previous
episode.

Providing a way to integrate a patient’s health data and
offering it in a way that can track the health of a patient
over time can be a solution to the previous problem. This
integration can be done by physically integrating the data on
the same storage media or by providing a single access point
for distributed data that makes it interoperable. In either case,
a single, universal vision of the entire health reality of the
patient is obtained.

In the first type of solution, there are proposals such as
that of Spil et al. [8] or that of Kyazze et al. [9], which
propose the use of a client-server architecture to store and
to consult patients’ health data. For this purpose, the first one
make use of the Microsoft HealthVault platform, while the
second one implement its own architecture called healthTicket.
The problem with this type of proposals is that they are
very intrusive for health institutions, since they require all
institutions to migrate their data to a single repository. In
addition to the security and privacy problems that can arise
from having all the data in the same repository.

In order to offer less intrusive solutions, researchers such
as Zhang et al. propose a client-server architecture [11], but
this time using data from distributed repositories managed by
different health institutions and services. Its architecture offers
unique access to all this distributed data thanks to the use of
a data collection layer and a data management layer, which
integrate user data and make them interoperable. Thanks to
this, integration is achieved without the need for institutions
to migrate their data, although the security problems of the
previous proposals remain. There is a single central repository,
which makes it a unique point of fault and a point of interest
for malicious attacks.

However, if instead of using a client-server architecture
to generate the access point, a distributed technology such
as blockchain is used, the problems previously mentioned
are solved. That is why this technology is used in multiple
proposals, such as of Roehrs et al., that propose the use of a
blockchain per patient [12], which stores references to their
different PHRs, stored in the institutions and services that
generate it. Another proposal of this type is that of Cichosz et
al. [13], although focused on the integration of diabetes data.
At the same time, MedBlocks [14] by Fan et al. proposes
a solution similar to the previous one, but also addressing
the lack of a standard data management and sharing policy
presented by Electronic Medical Records (EMRs), a more
primitive representation than the EHRs or PHRs on which
the rest of the proposals are focused.

As can be seen in the previous proposals, the use of
blockchain is a step forward in the integration of distributed
health data. However, this type of proposal is not free of
discussion either. The most important problem is having to
manage who owns the structure that maintains this global
vision. Normally, the patient holds this role, since data belongs
to them. This implies that institutions that want to make use
of that global vision of their health will need that the patient
gives them permissions to use it. In the case of having to
attend a patient in an emergency situation, the patient may
not be able to give access to the healthcare professional who
is treating them. This limits the effectiveness of the treatment,
since the healthcare professional does not have access to data.
At the same time, and also due to the fact that access to the
global vision of a patient’s health is not easy for institutions
and services, the development of software that consumes
this global vision is complex in many cases. The existing
solutions do not offer in many cases a simple way to develop
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applications and systems that consume the integrated data of
a patient.

The proposal of this paper solves these problems, thanks
to the concept of blockchains’ federation and the use of web
services. A single access point for distributed data is proposed,
since the data remains stored in the institutions that generate
it, but is organized through a structure that allows access and
ensures the interoperability of distributed data.

The blockchains’ federation concept is related to proposals
such as multi-chain [16] where the use of a router blockchain
to make interoperable a series of lower-level blockchains is
proposed. However, these proposals are focused on inter-
blockchain communication and increasing the throughput of
operations over a single blockchain and provides no im-
provement for duplications or inconsistencies in the users
information. In this case, in the patients information.

III. BLOCKCHAINS’ FEDERATION AND ITS APPLICATION
TO PATIENT-CENTERED HEALTH SYSTEMS

The solution proposed in this paper offers unified access to
distributed data grouped by patient. For this, an architecture
based on blockchains’ federation and web services is imple-
mented. This architecture allows the connection with external
health applications, which will consume the data through a
REST API or a connector. This facilitates the development of
health applications that use the Personal Health Trajectory of
the patients.

As this solution is mainly based on blockchain, it is impor-
tant that the reader knows at least some previous blockchain
concepts, such as block and node. In blockchain, data is
stored in an immutable chain of blocks, where blocks are in
charge of store the information —being the chain of blocks
the complete set of information—. Each user access this
blockchain throughout a node. The nodes are inter-connected
between them using a peer-to-peer network. Each of them
maintains an complete copy of the blockchain, identical and
shared by all the nodes in the network.

A. Blockchains’ federation

The concept of blockchains’ federation, as shown in Fig-
ure 1, refers to the interconnection of several lower-level
blockchains (patients’ blockchains) using another blockchain
at the top (main blockchain) which is in charge of nesting
them and providing access to all lower-level blockchains.

The patients’ blockchains are in charge of saving the
information in the system. Each patients’s blockchain is self-
contained and can be considered and employed as a data struc-
ture independent of the federation. The key of the blockchains’
federation concept is that each of these blockchains stores the
information of one patient. In the case of this proposal, each
patient has all their health information, their Personal Health
Trajectory, organized in a blockchain. Patients can interact
directly with their Personal Health Trajectory through their
blockchain.

To ensure that there are not several partial versions of a
patient information in the different institutions and services,

Fig. 1. Blockchains’ federation

each patient must have only one blockchain. In addition, it is
necessary to have a mechanism to allow the institutions and
services that operated with the data to locate the blockchain
of the patient for whom they want to read or write new data.
The easiest way to achieve all this is to have a structure
that indicates where the blockchain of each existing patient is
located. This structure must be shared by all institutions and
services. If each of them has its own independent structure to
locate the patients’ blockchains, the problem is still to ensure
that all of them have the same location for the blockchain of
one particular patient.

In blockchains’ federation, this routing structure is imple-
mented with another blockchain: the main blockchain. Each
block in this blockchain stores the location of a patient’s
blockchain, as well as the information needed to identify the
patient to which it belongs. Each institution has one node of
the main blockchain, so that any change in the patients or in
the location of their blockchains is noted by all institutions
and services in the system.

While patients are not aware of the main blockchain and do
not interact with it, the institutions and services that produce
or consume data for these patients always access the patients’
blockchains through it.

B. Architecture

Using the concept of blockchains’ federation presented and
web services, the architecture shown in Figure 2 is proposed.
This architecture addresses the problem of distributed health
data integration discussed above, solving the principal limita-
tions of single blockchain proposals while maintaining their
advantages. This is mainly thanks to the use of the federation
and its main blockchain, which allows the location and access
to the patients’ data —stored in the patients’ blockchains— to
the institutions and services authorized to use it. In this way,
even if a patient is treated urgently and cannot give access to
their data, health professionals are able to access them through
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Fig. 2. Proposed architecture

the main blockchain, as long as their institution belongs to
those that integrate their patients’ data.

One of the main components of the architecture is the
patients’ blockchains. The information they store is private
which should only be read and can be created by authorized
entities. That’s why these blockchains will be permissioned
blockchains.

One of the problems noted in previous proposals about the
use of blockchain to integrate patient health data was defining
who was in charge of keeping a patient’s blockchain alive
and accessible. In this proposal, the main health institution
to which a patient belongs at a given time is in charge of
maintaining at least one node of the patient’s blockchain. If the
patient changes of main health institution, the new one must
deploy a new node of the patient’s blockchain. The old one
can delete its node at that moment. Additionally, the proposal
allows users to have a node of their own blockchain in one
of their devices at any time, empowering them with greater
control of their Personal Health Trajectory and allowing them
to extract additional value from it.

As with the other proposals that do not physically inte-
grate the patients’ health data, but make them interoperable
through a mechanism of references to where the information
is actually stored, these patients’ blockchains do not directly
store the patients’ health information. Instead, each block
of these blockchains stores a reference to where the health
information representing that block is stored. To facilitate this
referral system, a Resources APIs is defined. Each healthcare

institution and service, in its information system (labeled IS
in the figure) deploys a Resources API, as a web service. This
Resources API store health data generated at that institution
or by IoMT devices using that service, for any patient in the
system. Each time a new health record is added, a URL and
key to access it is generated. This URL and key is stored
in the blockchain of the patient to which the added health
record belongs. This proposed storage system can be easily
replaced by any other one, including the current ones in use
by most health information systems, as long as they allow to
reference the information in a similar way as it is done with
the Resources API.

The last component that is involved in this architecture is
the main blockchain. In this architecture, the main blockchain
is used to locate the blockchain of each patient by the different
institutions and services with which they interact. For this pur-
pose, this main blockchain is shared by all of them. Each one
of them must have a node of the main blockchain deployed,
with which the health professionals of the institutions or the
IoMT devices that use the service in question will interact.
This blockchain is the component that unifies and ensures that,
instead of having several partial views of a patient’s health
trajectory, there is a single Personal Health Trajectory with all
the data of that patient. For its implementation, a permissioned
blockchain will be used, such as for patients’ blockchains.
Only entities with enough permissions should be able to access
the blockchain to locate the address of the Personal Health
Trajectory of the different patients.
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Figure 2 shows the steps that members of the institutions
and the services that integrate the data must take to interact
with the Personal Health Trajectory of a patient. When they
want to add or read data from a patient that belongs to the same
institution, (1) they employ the main blockchain node of their
IS to locate where the patient’s blockchain is deployed, and,
after locating it, (2) read or write to it. These operation can
be similarly performed when the patient does not belong to
the same institution. When this happens, instead of creating a
new profile or blockchain for the patient with the problems of
duplication and inconsistencies already mentioned, they will
(3) locate the patient existing blockchain through the main
blockchain node of their institution’s IS and operate with it.

In the case of being the patients who want to interact
with their Personal Health Trajectory directly, the process is
considerably simplified. Patients are not aware of the existence
of the main blockchain, since they will interact directly with
their blockchain, through the node maintained by their main
institution or through another node they can maintain on one
of their devices.

C. Implementation

The implementation of the proposed architecture depends on
the employed blockchain technology, in this case Hyperledger
Iroha1. Hyperledger [17] is a project that offers some industrial
implementations for permissioned blockchains. Iroha is one
of these implementations. Its principal difference with the
rest of the Hyperledger’s implementations is that it includes
a service that allows working with the blockchains without
needing a local copy (node). This service, called Torii, allows
remote communication with an Iroha’s blockchain node. For
this purpose, Iroha provides a series of APIs for the main
programming languages. In the proposal of this paper, these
APIs are employed to create a Python connector and a REST
API over it that allow the development of Personal Health
Trajectory-aware applications and systems without the need
of having local copies of the blockchains. This makes it easy
to integrate the proposed solution into any kind of device,
without the space or computational load limitations of having
to host a blockchain node.

All components of the architecture are deployed in the
information systems of the institutions and services that in-
tegrate their patients’ data, except for the Python connector
and its REST API. The latter must be deployed along with the
healthcare application that employs them. The implementation
of each of the components is discussed below and is available
in public repositories (see Section VII).

Resources API. This component is responsible for stor-
ing the health information and make it referable from the
blockchain. To do this, it offers a REST API where the
information is sent to be stored and where it can be recovered
later. When the API receives new information to store, it
stores it and establishes a hash identifier and password for that
information, which is returned to the sender. That identifier and

1https://github.com/hyperledger/iroha

key are stored in the patient’s blockchain, to be employed later,
when the information is retrieved. This component supports
multi-model storage, so it can store any type of medical data.
The format in which it return the data is the one in which it
was sent.

Patients’ blockchains. Each patient’s blockchain is imple-
mented as an Iroha blockchain. This blockchain stores one
transaction per block. This transaction represents a change in
the patient’s health data. If that change is to add, modify
or delete information, it is determined by the description
of the transaction, so a registry of changes on the patient’s
information is available for all the involved institutions and
services. The resulting registry considering all the changes is
the Personal Health Trajectory of a patient.

Main blockchain. This blockchain has been also imple-
mented with Iroha. It has at least a transaction for each patient
present in an institution. In the description of this transaction
it is stored where the patient’s blockchain is located, alongside
the patient identifier. The process of adding a transaction to
the main blockchain must be done by the information system
managers, after deploying the patient’s blockchain. If any
patient changes of principal institution and, therefore, their
blockchain changes location, another transaction is generated
in this blockchain to store the new address of the patient’s
blockchain. Therefore, if there are several transactions for the
same patient, the address stored in the latest one is always the
one considered.

Connector. This component allows software developers to
easily develop Personal Health Trajectory-aware applications
(or health systems), using the proposed architecture as data
source. The connector can be integrated into any software
application, similar to a database connector. It allows users
to add and retrieve information from the Personal Health
Trajectory of a given patient. In order to use it, it is needed
to connect to one of the nodes of the main blockchain or to a
blockchain’s node of a patient.

Connector REST API. For those developers who prefer
to deploy the connector as a web service to which all their
applications connect, a REST API is provided that offers the
connector methods via HTTP requests.

D. Enabling development of Personal Health Trajectory-
aware software

Although it has been mentioned that the proposed architec-
ture offers a connector to develop Personal Health Trajectory-
aware software, it has not been discussed yet which are
the steps or considerations to develop this type of software.
Figure 3 shows a basic diagram of the connections that
any Personal Health Trajectory-aware application must have
with the components of the proposed architecture, deployed
alongside the application or in the information systems of the
institutions and services that integrate their patients’ data.

Personal Health Trajectory-aware applications interact with
the architecture through two components.

On the one hand, an application of this type interacts with
the storage system in charge of storing the evidences or records
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Fig. 3. Connections scheme for a Personal Health Trajectory-aware applica-
tion

in the different information systems. By default the Resources
APIs, if no information system has chosen a different storage
method. It interacts with this component to save the records
and generate a URL and key to access them (1) and to retrieve
the records with the URL and key that identifies each one of
them (2). The records can be retrieved from any Resources
API, the URL will indicate exactly where it is stored, but
the process of adding an evidence can only be performed on
the Resources API of the information system to which the
application has granted access. For example, in the case of a
doctor’s application, the records are added in the Resources
API of the institution to which the doctor belongs. In this
way, the records remain stored in the institution or service
that generates them.

On the other hand, the application also interacts with the
Connector. This interaction can be done by directly including
the Connector within the application or by deploying it as
a web service to be used by the application, as in Figure
3. The Connector allows storing the references generated by
the interactions with the Resources API (1) in the blockchain
of the patient to which the record belongs (3). The patient’s
identifier must be attached to this information, in case the
Connector has been configured to use the main blockchain
(4a) in order to interact with the Personal Health Trajectory
of any patient. In this case, the Connector must have been
previously configured with the address and private key of the
main blockchain node with which it will operate, normally
that of the information systems of the institution or service to
which the application belongs. In the case of being configured
to work only with the Personal Health Trajectory of a patient,
it is not necessary to send the patient’s identifier to which the
record to be added belongs, but it is necessary to previously
configure the Connector with the address and the private key of
the patient’s blockchain node with which it will operate. This
way, the Connector will connect directly to this blockchain
(4b), without going through the main blockchain.

The Connector also allows the retrieval of the set of refer-
ences to records that make up the Personal Health Trajectory

of a patient (5). To do this, it connects again with the patient’s
blockchain node, directly (4b) or through the main blockchain
(4a), in the same way as explained for the process of adding
new references.

If an entity develop several Personal Health Trajectory-
aware applications or systems that interact with the architec-
ture across the same node of the main or patient’s blockchain,
the more interesting option is to deploy the Connector as a
web service and employ this Connector REST API with all
the applications.

IV. VALIDATION

In order to evaluate the technical suitability of the proposal
—discarding social and organizational issues—, an initial
validation of the proposal has been performed. For this, the
proposed architecture has been deployed in the information
systems of a series of simulated healthcare institutions. A
web application has also been developed using Angular and
Bootstrap. It uses the Connector REST API to allow doctors
to operate with the Personal Health Trajectory of the patients
of these organizations.

The developed application allows doctors from different
institutions to access the data and add new evidences to
patients of any of the deployed institution. In this application,
the evidences stored are always documents, of any format,
since this is enough to check the viability of the proposal.
The results obtained with documents can be extrapolated to
any type of information —stored as JSON, YAML,...—, due to
the fact that information stored in blockchains —references—
and the Resources APIs’s web services are independent of the
evidences format. The implementation of the application is
also available in a public repository (see Section VII).

Fig. 4. Scenario where the proposal is employed to integrate information of
a patient since two institutions.

The scenario —Figure 4— on which this validation is
focused is the one of Paula, discussed in Section II. Therefore,
the proposed architecture is used to simulate the integration of
patient data from the Spanish and Chinese health systems. In
this way, when Paula is treated by the Chinese health system
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doctor, the evidence of this intervention will be added to her
Personal Health Trajectory. When she returns to Spain, her
usual doctor can check the data from the intervention that
Paula suffered in China and continue working on them.

The main hypothesis that leads to this validation is to
check that the integration of the data is being done correctly
and is accessible by the different institutions without patient
interaction. In addition, it is checked which are the delays
in the doctor’s use experience due to the fact that all the
mentioned architecture is behind generating the integration
of the data. These delays are measured in terms of the time
needed to add new data for a patient and to recover it from
their Personal Health Trajectory.

The deployment of the architecture has been carried out in
the following environment:

• Information Systems: Two EC2 instances from Amazon
Web Services with Ubuntu 18.04 LTS, 1 virtual core at
2.5GHz and 1GB of memory.

• Doctors computer: a laptop with Windows 10, 16GB
of RAM and an Intel Core i7-8550U processor at
1.8GHz base frequency and 4.0GHz turbo frequency. It
is equipped with NVMe SSD technology for storage.

A. Results

A series of numerical and non-numerical results have been
obtained from the validation of the proposal of this paper.

The first of these results has been to confirm the main
hypothesis that guided this validation. Paula’s health data have
been correctly integrated and the doctors of both institutions
have been able to work on a unique, global and complete
version of her health reality.

The second part of the results includes the evaluation of the
times that the architecture has taken to perform the different
operations that have been carried out. The value of these times
has been measured using 20 execution of the operations. The
average value for each of them can be seen in Table I.

TABLE I
VALIDATION RESULTS

Time measurement Value (s)
Locate patient’s blockchain 0.079

Save evidence’s resource 0.21
Add evidence to patient’s blockchain 4.784

Retrieve evidence’s resource 0.209
Recover evidences from patient’s blockchain 0.128

From the table above, it can be seen that the most expensive
operation is to add a change in the Personal Health Trajectory
of the patient (Add evidence to patient’s blockchain), due to the
fact that a new block must be created in their blockchain for
recording the change in their health information. Because the
main blockchain is not altered in the process of adding changes
to patient data, this cost is independent of the number of
institutions and services that maintain a main blockchain node.
Once a patient is added to the system, this main blockchain
is only used to search where their blockchain is located.

However, the number of nodes in the patient’s blockchain
can already influence the execution times for adding new
information, due to the need of consensus between nodes. The
data collected in Table I shows the execution time when there
is only one node of the patient’s blockchain.

As for the times to locate a patient in the main blockchain
(Locate patient’s blockchain) and to retrieve the list of changes
stored in their blockchain (Recover evidences from patient’s
blockchain), it has been considered that they do not negatively
impact the use experience of the doctor’s application, being its
values of the order of a few milliseconds. This operation is
not affected by the number of nodes of the main blockchain
or the patient’s blockchain, because in the reading operations
it is not necessary a consensus between the different nodes of
a blockchain.

The times for recovering and adding files through the Re-
sources API (Save evidence’s resource and Retrieve evidence’s
resource) depend only on the size of the file and the bandwidth
of the internet connection, so they are not discussed.

V. DISCUSSION

After validating the proposal and commenting on the results,
this section discusses if the proposal makes a really useful
contribution to the world of distributed health data integration.
We assume that the results obtained were those expected and
that the main hypothesis of the validation has been fulfilled.

The first thing to indicate is that the main contribution of
the proposed architecture is not the use of a blockchain to
store references to all the health data of a patient. This is
already done by other proposals, where the suitability of this
technology is already sufficiently proven. On the opposite,
it should be considered that the main contribution that this
proposal makes to this area of research is the use of the
blockchains’ federation to promote easier access to integrated
patient information by the institutions and to keep alive the
structure that holds the data of each patient integrated. In
this sense, this proposal has solved the problems discussed
in the introduction —without renouncing the benefits already
offered by current proposals— by which the use of blockchain
as a method to develop patient-centered health systems still
generates some doubts. The institutions and services will
continue to keep the data they generate in their systems, but
now they have a structure that allows them to operate with a
global vision of patient health, and not with the fragmented
visions with which they operated until now. This is a benefit
both for them and for the patients.

In addition, the proposal facilitates the transition to patient-
centered health systems by offering a Connector that sim-
plifies the development of health applications and systems
that consume the Personal Health Trajectory data of patients.
Thanks to this Connector and a well-defined procedure for
the development of Personal Health Trajectory-aware appli-
cations, the proposed architecture is really useful for health
software developers. In this way, it encourages health software
developers to start using this proposal as data source for their
developments.
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Furthermore, with the proposal presented in this paper, the
suitability of blockchain to develop patient-centered health
systems has only been reaffirmed. In the first place, and as
already indicated in previous works, blockchain has shown
itself to be adequate due to its qualities of decentralization,
sharing and openness guaranteeing traceability and security
in the data as well. All this obtained by means of the ledger
abstraction which model the shared unique record of the trans-
actions between different systems. In second place, because the
different advantages that have been indicated throughout the
proposal and that have been possible thanks to blockchain. For
example, federating the different patients’ blockchains with
another blockchain allows all institutions and services to be
aware of the changes in patients’ blockchain locations at the
same time and to work with the same blockchain for one
patient. The fact that the structure that maintains the Personal
Health Trajectory of a patient is another blockchain, empowers
the patient with their data, allowing them to have a node of
it on their devices and ensuring that no one malicious can
generate changes in their data. Therefore, with all this, the
suitability of blockchain for this proposal is more than clear.

In any case, the proposal of this paper is not free of
debate either. The proposed architecture has tried to be as
less intrusive as possible for the institutions and services,
providing Resources APIs and Connector, even allowing them
to maintain their storage system if it allows referencing the
information from the blockchain. However, institutions and
services, even if they do not replace their information systems,
need to include a series of components in them.

VI. FUTURE WORKS AND CONCLUSIONS

The proposal of this paper offers a method to build patient-
centered health systems, by integrating patient data, which is
distributed among the different institutions and services that
generate it, in a unique and global vision: its Personal Health
Trajectory. Thus, institutions and the patients themselves can
operate on a complete version of patients’ health information.

To do this, the concept of blockchains’ federation is de-
fined and applied in a proposed architecture. This architec-
ture defines a series of components that software developers
can use to create applications or systems that consume the
architecture’s data. These types of applications —Personal
Health Trajectory-aware applications— and the procedure for
connecting them to the proposed architecture has been defined.

As future steps in the proposal, a more complex valida-
tion of the architecture is expected, with better performance
measures, scalability tests —with more blocks and more
nodes, both for patients and main blockchain—, stress tests
and formal comparison with other type of solutions, like a
traditional database or single blockchain proposals.

VII. DATA AVAILABILITY

The software developed is available in Zenodo:
• IS components: 10.5281/zenodo.4588545
• Connector (and its API): 10.5281/zenodo.4588534
• Doctor app: 10.5281/zenodo.4588555
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Abstract
Quantum computing holds great promise to solve problems where classical computers cannot reach. To
the point where it already arouses the interest of both scientific and industrial communities. Thus, it
is expected that hybrid systems will start to appear where quantum software interacts with classical
systems. Such coexistence can be fostered by service computing. Unfortunately, how quantum code can
be offered as a service still misses out on many of the potential benefits of service computing. This paper
takes the traveling salesman problem and tackles the challenge of giving it an implementation in the
form of a quantum microservice. Then it is used to detect which of the benefits of service computing are
lost in the process. The conclusions help to measure the distance between the current state of technology
and the state that would be desirable to have a real quantum service engineering.

1. Introduction

Quantum computing has been a relevant research field for more than 20 years, bringing together
classical information theory, computer science, and quantum physics [1]. More recently, the
development of quantum computers has brought us to the Noisy Intermediate-Scale Quantum
(NISQ) era [2], where quantum computers with more than 50 qubits, although limited by the
noise in quantum gates, are starting to perform tasks that may surpass the capabilities of classic
computers.

Alongside this scientific development, quantum computing is also experiencing a significant
commercial growth [3]. Several major computing corporations have built their own quantum
computers and are offering them to users, mostly in a pay-per-use model. Engineers have
designed and implemented dozens of quantum programming languages, simulators, and toolkits.
All of this is paving the way for the development of quantum software and services.

Nevertheless, for the time being, classical and quantum services must not only coexist but
interact with each other [4]. This coexistence has been called by some researchers hybrid
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classical-quantum systems [5, 6]. A natural way to approach such collaborative coexistence is
by following the principles of service engineering and service computing.
Already, companies and researchers are leaning towards the use of quantum infrastructure

and quantum software as a service, as they are used to do with classical computing resources.
Offerings like IBM Quantum Computing1 or Amazon Braket2 allow them to use the still very
expensive to own and operate quantum computers with moderated costs. This model also fits
very well with the needs of hybrid systems where both classical and quantum software will be
executed on hardware on the cloud regardless of the type of computer needed.

Such deployment architectures are also perfectly aligned with the microservices architectural
pattern [7]. Following this architecture, a complex system is conceived as a set of distributed
microservices, where each microservice is a cohesive, independent process that interacts with
the rest of the system through messages. Bringing microservices to hybrid systems, we have
solutions where both classical and quantum services coexist to solve complex problems.
To achieve these hybrid microservices architectures, the first step is to convert a quantum

piece of software into a microservice. Conceptually, there is no difference between a classical
and a quantummicroservice, an independent process that can interact with the rest of the system
through messages. Furthermore, from a service engineering point of view the specific hardware
in which a microservice is executed, classical or quantum, should be irrelevant. However, the
current state of quantum services is very different from classical services and requires specific
approaches to create working hybrid microservices architectures.
Running a quantum algorithm as a microservice is possible. The quantum algorithm can

be wrapped by a classical service and integrated into the complex architecture. However, the
current technological state of the available quantum platforms imposes some limitations. First,
they make quantum services invocation and execution to be closely coupled with the quantum
processor in which they will be executed. Also, the different quantum computers provide
the results of the executed process in different ways thus making even stronger coupling. In
addition, due to the existing noise in quantum computers, results are subject to errors and
these errors are also usually dependent on each specific quantum computer and qbit topology.
This increases, again, the coupling between service and hardware. Finally, due to the quantum
system collapse, is not always possible to obtain intermediate verification of results which
drastically reduces services orchestration possibilities.
For all these reasons, invoking a quantum microservice in an agnostic way is not possible

and violates all the principles of software engineering. These limitations mean that most of
the advantages of service-oriented computing are lost when involving quantum microservices.
Especially, those related to the different software quality x-abilities like composability, main-
tainability, reusability, modularity, etc. To address this situation, techniques of classical service
engineering should be brought to the domain of quantum service engineering [8].
Specifically, in this paper, we focus on the technical aspects needed to create a quantum

microservice. To illustrate the current state of technology, we have developed a quantum
microservice to solve the well-known Traveling Salesman Problem (TSP). We use the Amazon
Braket platform to deploy it and to analyze its characteristics in the different quantum hardware

1https://www.ibm.com/quantum-computing/
2https://aws.amazon.com/braket/
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supported by Amazon. Although a specific algorithm (TSP) and platform (Amazon Braket)
are used, we believe that the problems and limitations found are directly transferable to other
quantum algorithms and platforms. From the results obtained from executing this microservice,
we discuss the current limitations of hybrid microservices architectures and detect which of the
benefits of service computing are lost in the process.
In order to do that, the rest of the paper is organized as follows. Section 2 present the

background of this work. Section 3 details the traveling salesman problem used as the case
study for this work, paying special attention to the quantum implementations of this well-known
problem. Section 4 presents how to offer a quantum algorithm as a microservice using the
Amazon Braket platform. Section 5 lists the main results obtained by executing the quantum
microservices in the different hardware and discusses the current limitations of quantum
microservices. And finally, Section 6 presents the paper conclusion and future works.

2. Background

Microservices in particular, or Service-Oriented Architecture in general, is a software engineer-
ing approach focused on the use of services as the fundamental element to develop software
solutions [9]. Although different definitions and proposals can be found in the literature, there
are some aspects of microservices that are mostly agreed upon.
First, a microservice can be defined as a single-responsibility entity that encapsulates data

and logic. They are exposed remotely and can be deployed, changed, substituted, and scaled
independently of each other [9].

When developingmicroservices solutions, different computing paradigms and storage paradigms
can be used [10]. Different programming languages are used, including a mix of functional and
imperative ones, and databases, including relational and NoSQL ones, to provide solutions to
complex problems.

There is no standard communication mechanism for microservices. Nevertheless, in practice,
REST HTTP and asynchronous message queues are the most commonly used ways to expose
microservices [11].

Similarly, although there is no constraint on where and howmicroservices should be deployed,
in practice most solutions are developed with a strong orientation towards the cloud [12]. The
elasticity and distribution provided by the cloud are features well aligned with the microservices
approach.

Finally, although they are completely independent paradigms that are not exclusively related
to microservices, continuous delivery and DevOps approaches are usually applied during the
development of microservices systems [13].

Having all this into account, we can assume that microservices will be a good fit for a hybrid
classical-quantum solution. In this regard, some of the most recent works on quantum software
development are helping to align both worlds. Especially, from a cloud computing perspective.
Currently, most commercial quantum computers are accessible through the cloud, similar

to the classical Infrastructure as a Service model. Some researchers have called this access
Quantum Computing as a Service (QCaaS) [14]. Through QCaas developers can use some of
the existing quantum computers to execute their own code. However, this access is still very
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dependant of the specific hardware, requiring developers to have a deep understanding of it.
To address some of the QCaaS limitations and increase its abstraction level to create more

complex quantum software, multiple research and commercial efforts are underway. In the
academic world, quantum software engineering is starting to emerge, attracting the attention
of researchers [15, 16]. This discipline seeks to bring the knowledge and expertise of classical
software engineering to the domain of quantum software development. Specifically, some
works are starting to pay attention to aspects of quantum development more closely related
to microservices. For example, in [17] the authors propose the term Quantum application as a
Service (QaaS) to narrow the gap between classical service engineering and quantum software.
Also, [18] proposes an extension to TOSCA, a standard for software deployment on the cloud,
to allow the deployment of quantum services.

From a different point of view, , quantum computers with practical utility and hybrid classical-
quantum algorithms are emerging, such as Quantum Approximate Optimization Algorithm
(QAOA) |[19, 20] or Variational-Quantum-Eigensolver (VQE) [21, 22].

In addition, companies are also trying to create more complex quantum solutions. Amazon,
one of the global leaders in the cloud and computing services domains, has created the Amazon
Braket platform that provides a development environment for quantum software engineers. At
the moment of writing this article, Braket supports hardware from three different vendors (D-
Wave, IonQ, and Rigetti). D-Wave machines fall in the category of adiabatic quantum computers,
while IonQ and Rigetti machines can be classified as circuit-based quantum computing. Having
these two different computational models available increases the tools at the disposal of quantum
software developers, but also increase the complexity of programming quantum services. To
use adiabatic-based machines developers must reformulate the problem they want to solve as a
quantum annealing metaheuristic specification [23]. To use circuit-based machines developers
should know the details of quantum gates and how to adapt the problem they want to solve to
a quantum circuit [24]. This makes it more complicated for developers to create independent,
maintainable, agnostic quantum microservices.
Other companies are creating similar platforms, like the above-mentioned IBM Quantum

or like QPath3. However, as far as the authors know, there is no proposal that has addressed
the problems and limitations of creating quantum microservices for the development of hybrid
solutions.

3. Traveling Salesman Problem

To illustrate the technical limitations of current quantum platforms for the development of
quantum microservices we have chosen a very well-known and studied problem. The traveling
salesman problem is a famous example in the class of NP-Class problems [25]. It can be
categorized as an optimization problem, in which the traveling salesman must visit all cities
inside a route, minimizing the traveled distance. Thus, in the classical definition of the problem
there exist cities, usually described as nodes, roads connecting those cities, that can be considered
as links between these nodes each with a weight indicating the distance. The main drawback
of these kinds of problems lies in the increasing of possible solutions with the increase of the

3https://www.quantumpath.es/
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problem size, i.e. with 5 cities there exist 12 possible routes whereas for 25 cities the number of
routes grows to 3.1 × 1023.

Solving this problem by classical computing methods it is not always optimal. These methods
have been developed for years as replacements to brute force solutions on these optimization
problems, but still have certain limitations. In recent years, due to the expansion of quantum
computing, researchers have begun to develop quantum algorithms that solve these problems:
both for the perspective of adiabatic quantum computing [26] and for the perspective of gate-
based quantum computing [27, 28].

3.1. Formulation of the TSP problem

To formulate the problem we have followed the previous works [29, 30]:
Definition 1. Let 𝐺 = (𝑁 , 𝐴) be a directed graph, where 𝑁 = {0, 1, ..., 𝑛} is the finite set of

nodes, also known as cities, and 𝐴 = 𝑁 × 𝑁 is the set of roads or arcs connecting the cities. For
every pair (𝑢, 𝑣) of cities there exists a road in 𝐴. A tour is defined by the order in which the cities
are visited.
Definition 2. Let city 0 denote the depot and assume that every tour begins and ends at the

depot. Each of the remaining n cities appears exactly once in the tour. We denote a tour as an
ordered list 𝑃 = (𝑝0, 𝑝1, ..., 𝑝𝑛, 𝑝𝑛+1), where 𝑝𝑖 is the index of the city in the i-th position of the tour.
According to our previous assumption 𝑝0 = 𝑝𝑛+1 = 0, which can also be indicated as 𝑝𝑖(𝑚𝑜𝑑(𝑛+1)).

Definition 3. For every pair (𝑢, 𝑣) of cities 𝑢, 𝑣 ∈ 𝑁, there is a cost 𝑐𝑢,𝑣, for traversing the road
(u, v). This cost of traversing the road from u to v generally consists of the travel time from city u
to city v.
Based on the previous definitions, the objective function is to minimize the sum of the arc

traversal costs along the tour, and can be summarized as:

𝑚𝑖𝑛
𝑛+1
∑
𝑖=1

𝑐𝑝−1,𝑝 (1)

In eq. (1), it is assumed that (𝑝0, 𝑝1, ..., 𝑝𝑛, 𝑝𝑛+1) is a feasible tour.

3.2. TSP on Quantum Computing Architectures

The classical formulation of the problem is proposed as an optimization, making it extremely
suitable and straightforward for adiabatic quantum computers. More challenging is the proposal
of solutions tailored for quantum computers based on quantum circuits and gates. In this
subsection, a solution for the TSP on each type of quantum computers is described.

3.2.1. TSP on Adiabatic Quantum Computing

For this type of quantum computer, Amazon Braket provides a proposal of a solution based on
quantum annealing. This proposal employs the Lagrange multipliers and Quadratic Uncon-
strained Binary Optimization (QUBO) problem matrix [31] where the graph of the problem is
encoded such that the evolution of the system through quantum annealing offers the minimum
energy cost, that is to say, the minimum travel cost.
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To do this, the graph is internally converted to the form of an Ising model or Quadratic
Unconstrained Binary Optimization Problem (QUBO), and later on, quantum annealing is
applied.
As input for the algorithm, it is necessary to provide a matrix with the costs of traveling

between cities. An example of this matrix is showed in Figure 1-(a). From it, a graph like the
one on Figure 1-(b) can be generated.

(a) Input costs’ matrix. (b) Generated cities graph.

Figure 1: Input for the annealing-based solution of the TSP.

As output, the Hamiltonian cycle with the lowest cost is returned [32] with 2 considerations:
including revisiting the starting point or not revisiting it, i.e., in Figure 2 it is provided a graphic
representation of the path with less cost, without returning to initial point.

Figure 2: Output of the annealing-based solution of the TSP

3.2.2. TSP on Gate-based Quantum Computing

Solving the TSP in quantum machines programmed via quantum gate-based circuits is much
more complicated. Optimization problems, such as TSP, can be addressed simply in adiabatic
quantum computers by their nature, but to work on gate-based quantummachines a workaround
is needed. This is related to the complexity of defining a circuit that allows finding the solution
to the problem in any situation, obtaining in many cases circuits that only solve the problem
for a specific case.
There are different approaches in the literature to solve the TSP in gate-based quantum

computers, by means of the application of different quantum algorithms and solutions. In this
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work, the circuit proposed by [28] will be used. It is based on the Quantum Phase Estimator (QPE)
algorithm, which calculates a phase for each of the eigenstates considered. These eigenstates
correspond to each of the possible Hamiltonian cycles solutions of the problem. Having obtained
the phase of each eigenstate, they are later checked to select the lowest using other quantum
algorithms such as the minimum finding [33]. Thus, the optimal path is the one for which the
QPE obtains a minimum phase. This quantum algorithm has been implemented in Amazon
Braket.

As opposed to the quantum annealing solution, the circuit obtained is not generic, one circuit
must be generated for each eigenstate and an implemented circuit is associated with a concrete
graph due to the nature of the controlled-U gates and the Unitary matrices obtained. The
included code fragment is tailored for the graph shown in Figure 1. This way, subsequent
experiments, and the obtained results will be easier to compare. Nonetheless, one must have in
mind that if any of the elements of the graph change, the circuit should be changed as well.

After obtaining the result of the quantum part of the algorithm, classical computations must
be applied to determine which eigenstate has as result the phase of smaller value and, knowing
which is that eigenstate, return the associated Hamiltonian cycle.

Analyzing both solutions to the TSP, it is clear that the main complication lies in the case of
quantum gate-based machines. Making generic circuits, which enable to take as input a series
of parameters that condition them —in this case, a circuit for the QPE algorithm that works
with any graph—, is something that has already been studied in proposals like [27, 34] that use
Parameterized Quantum Circuits. Specifically, Matsuo et al. [27] propose a circuit to solve the
TSP for any input graph in gate-based quantum machines, using the VQE algorithm. In this
work solutions of this type have not been used since it has not been considered essential for the
performed experiments. Being able to solve a given TSP is enough to build a microservice and
analyze it.

4. Quantum microservices

From the two solutions to the TSP discussed in the previous section, a microservice with two
endpoints has been implemented as shown in Figure 3. The implementation of this microservice
and the notebooks with the implementations of the TSP in adiabatic and gate-based quantum
computing are available in the following repository4.

The two endpoints allow other microservices of the system to invoke the solution of the TSP
problem, one using the gate-based solution and the other the adiabatic solution. Both endpoints
are implemented in Python, using Flask5. This endpoint is in charge of deploying and executing
the corresponding quantum algorithm.

These algorithms are executed onAmazon Braket and, therefore, different quantum computers
can be chosen. In the case of the algorithm for adiabatic quantum computing, Braket supports
the execution on the quantum computers D-Wave 2000Q and D-Wave Advantage_system. In the
case of gate-based quantum computing, it can be executed on the simulators LocalSimulator,
TN1, and SV1 or on the quantum computers IonQ, Rigetti Aspen-8, and Rigetti Aspen-9. In any

4https://github.com/frojomar/ICWS2021-quantum-classical-microservices
5https://flask.palletsprojects.com/en/1.1.x/
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Figure 3: Deployment architecture of the TSP hybrid microservice

case, the result of the execution of the quantum algorithms is always stored in an Amazon S3
storage (except in the case of LocalSimulator ).
In order to choose over which hardware the microservice’s quantum part is going to be

executed, both endpoints employ a parameter. This parameter is codified as a query param
called device. Taking into account the number of QPUs and simulators available, the query
param device must take one of the following values:

• Adiabatic quantum computing endpoint: dwave_dw2000, and dwave_advantage.
• Gate-based quantum computing endpoint: local, tn1, sv1, ionq, riggeti_aspen8, and
riggeti_aspen9.

Next, implementation details of both endpoints will be provided showing that, despite the
fact that each one of them belongs to a different type of quantum computing, the way of
enclosing the quantum code with a classical computing wrapper, that allows its execution as a
microservice, does not differ.

4.1. Adiabatic quantum computing endpoint

Figure 4 shows the code for the endpoint of the adiabatic solution.
As input, the endpoint needs a .txt file with the weights of the matrix, in addition to the

query param device. As a result, a JSON object is returned including the best route found for
the TSP problem and the distance to cover the route.

4.2. Gate-based quantum computing endpoint

As in the previous endpoint, Figure 5 shows the code for the endpoint of the circuit-based
solution.
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Figure 4: Adiabatic quantum computing endpoint code

Figure 5: Gate-based quantum computing endpoint code.

Depending on whether the TSP is to be executed on a real quantum computer or on a
simulator, the way in which the quantum code is executed changes. Therefore the selected
machine is given as a parameter to the method that makes the quantum call. When the endpoint
is run outside of a local simulator the result is stored in s3 storage, from where it is retrieved.
In particular, if it is run on a quantum computer, the results are always stored in an s3 and, in
addition, they take some undefined time to be available.
When running the code on a quantum computer, a task with an identifier is created. With

this identifier, developers can check the status of the task, which will change from CREATED,
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QUEUED, and RUNNING until it reaches COMPLETED; or CANCELLED or FAILED if something
goes wrong. At this point, the result can be recovered. In any case, it is necessary to define a
poll timeout to prevent the execution from being blocked.
All this is done transparently to the system since, when the microservice is invoked, it is

checked with which device the code is to be executed and, if it is a real quantum computer, the
wait is done internally in the call to the endpoint.

In order to execute this endpoint, it is necessary to send the query param device with the
device where the quantum algorithm is to be executed. In this case, the quantum circuit is not
parameterized, so it does not allow the execution on different networks. That same graph will
be always used as mentioned above. As output, this endpoint returns the optimal path but not
the path cost, as the algorithm does not know the weight of each path.

5. Quantum-Classical Hybrid Microservices System Trial
Evaluation

After developing the described microservice, different metrics were used to evaluate its perfor-
mance and the limitations of including a quantum microservice in a hybrid system.
To proceed with the evaluation, several HTTP requests were made from the API client tool

Postman6, which allows performing petitions to REST APIs and take metrics such as response
time, response size, etc.

The developed microservice was locally deployed during the evaluation. More specifically, it
was deployed on a laptop running Windows 10 with 16 GB of RAM and an Intel Core i7-8550U
processor at 1.8 GHz base frequency and 4.0 GHz turbo frequency, equipped with NVMe SSD
technology for storage.
Taking advantage of the fact that the adiabatic solution implemented for the TSP is generic

and the endpoint allows giving a graph as input, the evaluation for both adiabatic and gate-based
implementations has been carried out using the same graphs as input. Thus, the comparison
between the results obtained with both computation models is comparable.
Table 1 summarizes the launched executions and the corresponding results obtained. The

first 2 lines correspond to the Adiabatic Quantum Endpoint and the rest of the table is related
to the Gate-based Quantum Endpoint.
Number of qubits. One of the main limitations of current quantum computers lies in the

number of qubits available, especially in the case of gate-based systems, and this directly affects
the ability to run the microservice or limits its execution. Table 2 shows the results from
considering the TSP described in Figure 1. As one can see, in the case of Gate-based circuits the
number of qubits amounts to 14 (8 for eigenstates + 6 for phase). In the case of the quantum
annealing solution, the number of qubits necessary is unknown, since the Braket provided
implementation was used. Nevertheless, both D-wave machines available at Braket had enough
qbits to run the algorithm. In any case, even for such a simple problem (3 possible routes
considering the links between 2 nodes as symmetric non-directed), it exceeds the number of
qubits available (11 qubits) to be executed on the IonQ hardware and it is not possible to execute
on this architecture. In the case of the Rigetti hardware, it provides enough qubits.

6https://www.postman.com/product/api-client/
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Architecture # of shots Result obtained

DWAVE 2000Q6 102, 103, 104 [0,3,1,2] (Consistent)
DWAVE ADVANTAGE 102, 103, 104 [0,3,1,2] (Consistent)

LocalSimulator 103, 104, , 105 [0,3,1,2], [0,1,2,3]
TN1 — Error
SV1 103, 104 [0,1,2,3] (Inconsistent)
IonQ — Error

Aspen 8 — Error
Aspen 9 103 Error

Table 1
Executions on each endpoint and shots conducted.

Version # of Qubits # of Classical bits

Gate-based TSP 14 (eigenstates+ phase) 6 (collapsing phase)
Dwave’s solution Unknown Unknown

Table 2
Executions conducted and number of qubits and classical bits

In the case of quantum services, this not only shows the limited power of the current hardware
but also the need that quantum service engineering will have for mechanisms to determine the
number of qubits the execution of service will need. Due to the nature of quantum algorithms
for the different architectures, there is no trivial way to obtain this number. This will be a key
question in developing quantum services execution planners with implications in several other
aspects of the service like if the cost of only the hardware with more qubits can be used or
response time if the waiting time for that hardware is longer.
Number of shots. Due to the problems that arise due to the characteristics of actual quantum

computers, mainly noise in the qubits state, the experiments must be conducted several times
or ”shots” to be statistically consistent.

For a real quantum service technology, the responsibility of performing the different execu-
tions to get a consistent result cannot be delegated to the client nor the customer who only
wants to use technology to get a correct result, at least within a given margin of error, and with
an economic cost known in advance. How the number of shots required is estimated will have
a direct impact on the cost of the service executions. This reveals some issues, related to service
quality and costs, that still have to be addressed by quantum services engineering.
Precision of results. Table 1 shows the discrepancies in the results achieved. In the first

rows, the results obtained by DWave’s machines are shown. Both show consistent results given
the number of shots considered. For the rest of the platforms, different problems have arisen.
First, in some of the architectures, it has been impossible to execute the code, more specifically it
happened in TN1, IonQ, and Rigetti 8. On IonQ the number of qubits available was insufficient to
run the service. On Apen 8, the service was unavailable at the time of running the experiments.
Finally, in Aspen 9, although the code was sent for execution, it was in the state QUEUED
for more than 3 hours, not having executed any of the 1000 shots. In contrast, in the case of
SV1, the code was sent and executed. However, the results obtained were different in different
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executions. Most of the time the result was [0,1,2,3] which does not correspond to the optimal
solution. Similar results were observed when working with the simulated architecture, where
the number of shots must be higher than 100 to obtain the correct solution with acceptable
statistical certainty.
Again, in a real scenario, the responsibility of determining the number of shots and the

precision of the results cannot be delegated to the client service nor the customer. The customer
pays for a service that is expected to provide correct results, within an agreed level. This points
out the need for some kind of logic in service execution planners to determine the number of
shots needed to provide a correct solution. It should also be noted that predictions can affect
the planning, availability, and accuracy of the platforms’ results and all of this will impact
the service qualities that will have been previously negotiated with the customers. These are
therefore issues that, while affecting the technical aspects of future quantum services platforms,
will also affect their financial profitability.

Response times. Other evaluated parameter was response time. The measure corresponds
to the time elapsed between sending the request and receiving the result. This time has
been measured for all the machines where the code has been correctly executed. Specifically,
the SV1 and LocalSimulator gate-based simulators, and the D-wave 2000_Q6 and D-wave
Advantage adiabatic quantum machines. For the first ones, the difference is significant. In the
LocalSimulator, the execution took about 3 seconds with 1000 and 10000 shots, and about 7
seconds with 100000 shots. However, in SV1 it took an average of 27 seconds, with a margin of
up to 10 seconds between the fastest and slowest runs. In the case of adiabatic machines, the
result is similar for both. In the case of D-wave 2000_Q6, the runs exceed 20 seconds, and in the
case of D-wave Advantage 25 seconds.

From this, it can be concluded that the highest cost in terms of time is incurred when sending
the quantum code to execution. Possibly, due to the waiting times in the queue. Nevertheless,
these results give the user a feeling of unreliability when using the platforms which, in real
service engineering, must be avoided. Dealing with this will again require quantum service
platform planners to count on reliable resources and estimates. This highlights how far current
quantum service platforms are from reaching to be acceptable to potential customers of a
quantum services platform.
Economic cost. Lastly, the economic cost of invoking each solution has been considered.

At the moment, Amazon Braket establishes a fixed price per quantum task executed, which is
the same for all the supported hardware. Moreover, an additional cost is paid for each shot and
this cost is different for the different hardware. These costs, while predictable if the hardware
to be used and the number of shots to be executed are known, are far from what is needed to
agnostically implement microservices on hybrid quantum-classic systems. Especially due to
the uncertainty that arises from the unavailability of services, response time, uptime, state of
the quantum system, and so on, parameters are extremely important to be able to assure the
quality and SLAs inherent in services.
Furthermore, from the evaluation performed, some other more abstract questions arise as

well. First and foremost, there is a need for abstractions to define quantum problems in a more
general way. This abstraction could be used as a starting point that can be specialized in terms
of quantum annealing, gate-based circuits, or whatever future technology or new programming
paradigm appears for quantum computing. An initial solution, for the specific case presented in
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this paper, could be to develop a single generic endpoint in charge of unifying the adiabatic
and gate-based solutions. Such an endpoint will have the responsibility of adopting an abstract
representation of the TSP problem to the needs of the specific quantum hardware in which it
will be executed. Even then, the solution will still depend on the service platform, Braket in this
case. This remarks one unresolved question in quantum service engineering. When a service
is invoked, the invoker only cares for the response. The service platform should address the
execution of different architectures and the problem formulation for each of them if there is a
benefit in doing so. Delegating these responsibilities to the client makes it more tightly coupled
with the microservice and reduces the benefits provided by service engineering.

To summarizing, given the above-mentioned problems, current quantum services platforms
pose the following inconveniences for the development of quantummicroservices. First, services
are tightly coupled with the quantum code to be executed. Moreover, services are also tightly
coupled with the hardware in which the quantum code will be executed. Additionally, platforms
do not allow a service implementation to be transparently replaced by another, as can happen
in traditional services as long as the API is maintained. Also, quantum platforms are not able to
decide, on execution time, where and how a service will be executed to optimize answering
petitions based on performance aspects of the different supported hardware. Finally, all the
experiments developed in this paper involve only a single service which is completely unreal.
The most simple example of a real microservices-based system would involve several ones.
However, there is also an absolute lack of mechanisms for quantum services orchestration. All
of these limitations have a significant impact on some of the most relevant aspects of quality
services, like composability, maintainability, reusability, or modularity of quantum services
limiting the current potential of these services. These limitations affect not only researchers or
developers but also the platforms that provide access to quantum hardware. The commercial
success of cloud computing and services is supported by the elasticity provided to developers
and the optimization of hardware usage provided to the hardware owners. Similar levels of
flexibility and optimization should be possible in the quantum domain but additional research
efforts are needed in quantum service engineering.

6. Conclusion and future works

In this paper, we have presented an implementation of a quantum microservice and the problem
that arises from trying to integrate it in a hybrid microservices architecture. We have used
Amazon Braket to test the implemented microservice on quantum hardware from three dif-
ferent vendors and to detect current limitations in the domain of hybrid classical-quantum
microservices.
The performed experiments have allows us to clearly show the limitations of the current

quantum computers platform for the development and exploitation of quantum microservices.
Intense research efforts are still needed to bring the benefits of service-oriented computing and
microservices to the quantum computing domain.
Since quantum software engineering is still a very young discipline, most of the areas that

compose it are just starting to attract the interest of researchers, including hybrid microservices
architectures. However, the change in the computing paradigm that implies quantum computing
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means that we cannot directly translate the techniques and tools of classical microservices and
expect them to work flawlessly in the new environment. Putting a quantum algorithm inside
a microservice is not enough to create a quantum microservices, there needs to be an effort
to generate new knowledge, techniques, methodologies,... that helps bridge the gap between
classical microservices and the advantages of quantum computers.
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Abstract. The development that quantum computing technologies are
achieving is beginning to attract the interest of companies that could
potentially be users of quantum software. Thus, it is perfectly feasi-
ble that during the next few years hybrid systems will start to appear
integrating both the classical software systems of companies and new
quantum ones providing solutions to problems that still remain unman-
ageable today. A natural way to support such integration is Service-
Oriented Computing. While conceptually the invocation of a quantum
software service is similar to that of a classical one, technically there are
many differences. To highlight these differences and the difficulties to
develop quality quantum services, this paper takes a well-known prob-
lem to which a quantum solution can be provided, integer factorization,
and the Amazon Braket quantum service platform. The exercise of try-
ing to provide the factorization as a quantum service is carried out. This
case study is used to show the rough edges that arise in the integration
of classical-quantum hybrid systems using Service-Oriented Computing.
The conclusion of the study allows us to point out directions in which
to focus research efforts in order to achieve effective Quantum Service-
Oriented Computing.

Keywords: Quantum services · Classical services · Quality

1 Introduction

Quantum computing is starting to establish itself as a commercial reality [15].
Several major computing corporations have already built working quantum com-
puters, there are tens of quantum programming languages and simulators, and
real quantum computers can already be used by the general public through the
cloud. All this is motivating software development companies to take the first
steps by launching their own proposals for the integral development of quan-
tum software [2,22,23,25,31]. All of these signals are an urgent call to software
engineers to prepare and enroll to sail the quantum seas.
c© Springer Nature Switzerland AG 2021
A. C. R. Paiva et al. (Eds.): QUATIC 2021, CCIS 1439, pp. 225–238, 2021.
https://doi.org/10.1007/978-3-030-85347-1_17
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It is generally assumed that on the way to a new world in which software
systems are mostly quantum there will be a transition time in which classical
and quantum systems must not only coexist but collaborate by interacting with
each other [27]. This is what has been called classical-quantum hybrid systems
[16,17]. The advances provided by software engineering in the last two decades
allow us to affirm that a natural way to approach such collaborative coexistence
is by following the principles of service engineering and service computing.

Among the reasons for this, two can be highlighted. On the one hand, as
hardware technology matures and achieves more affordable costs, it is reasonable
to think that companies will be inclined to use quantum infrastructure and
quantum software as a service, as they are used to do nowadays with classical
computing resources. On the other hand, it is reasonable to think that, at least
initially, quantum systems will be used to solve only those parts of problems that
cannot be solved by classical architectures, while those parts of problems that
are already efficiently solved by classical architectures will continue to be treated
as before. A natural way to achieve these quantum solutions is by consuming
quantum services.

Conceptually, the invocation of a quantum program is similar to that of a
classical service. A piece of software needs a result to be produced by a quantum
system and to do so it consumes a service. For the sake of service engineering
principles, such an invocation should even be agnostic of whether the service that
will return the result is quantum or not. Technically, however, the invocation of
a quantum service is very different from that of a classical service and still poses
a challenge today. This is due to the inherent nature of quantum computing,
meaning that a quantum service differs from classical services in which it includes
entanglement and superposition of solutions, and will collapse to a single solution
when interacting with external world, leading to having a probability amplitude
associated to the results obtained upon observations of the quantum system.

Servitizing a quantum piece of software, namely converting it in a service
endpoint that can be invoked through a standard service request, is possible
with the existing technology. However, in the current status of quantum soft-
ware it means eliminating most of the advantages that made Service-Oriented
Computing a commercial success. Specially, those related with software quality
like composability, modularity, maintainability, reusability, etc.

The reasons for this are multiple. First and foremost, the specificity of each
architecture makes quantum algorithms and their parameters dependent on the
specific quantum hardware in which they will be executed. But also, the return
of the result of a quantum process is subject to errors or does not support the
intermediate verification of results (due to the system collapse). Thus, different
quantum architectures require very different skillsets. For example, circuit based
quantum programming require developers to know the details of quantum gates
[31], while quantum annealing programming requires to adapt the problem to
that specific metaheuristic [3]. Consequently, invoking a quantum program in an
agnostic way is impossible today and violates all the principles of service engi-
neering. All above highlights the need for the development of Quantum Service
Engineering.
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In this paper we explore the current state of quantum software engineering
from a service-oriented point of view. The integer factorization problem [11,20] is
used to illustrate the different problems that arise when a quantum piece of code
is tried to be used as a service. Amazon Braket1, the quantum computing service
offered by Amazon as part of their AWS suite is used as the services platform.
Amazon is globally recognized as the leader company in services technology and
through Braket they offer access to quantum computers from three different
hardware providers. Using this platform as the basis for quantum services devel-
opment, we identify the problems and limitations of current technology using the
lessons learned from service-oriented computing. The paper provides an explo-
ration of the problems to be addressed pointing out different research directions
for the development of a future Quantum Service Engineering.

In order to do that, the rest of the paper is organized as follows. Section 2
details this work background in both fields service-oriented computing and quan-
tum software development. Section 3 addresses the servitization of quantum soft-
ware using Amazon Braket. Section 4 lists the main limitations found in today
technology that limits the benefits of quantum services. Section 5 details the
most relevant related works. And finally, Sect. 6 presents the paper conclusion
and future works.

2 Background

Service-oriented computing is a paradigm that utilizes services as the fundamen-
tal elements for developing software [21]. One of its pillars is Service Oriented
Architecture (SOA) that proposes the implementation of complex software solu-
tions through the use of a set of services that are composed and choreographed
[7]. The basic composition mechanism is the service call that allows a service to
be invoked from another piece of code (potentially another service) agnostically
with respect to the place, technology or architecture of the invoked service. The
services can thus be maintained, evolved, replaced and reused independently
without affecting the software that invokes them. It is precisely these properties
what makes them especially attractive to create quality software. Over the last
two decades, service-oriented computing and SOA in general, and web services
in particular, have been at the center of intense research [4] leading to monolithic
software being gradually replaced by service-based software run in the cloud.

The success of Service-Oriented Computing has been possible, to a great
extent, thanks to the development of Cloud Computing as a paradigm that aims
to provide reliable and customized dynamic computing environments [29]. Some
of the main reasons behind the success of the cloud includes: the ability for
companies to better control their costs, since they do not have to buy, upgrade
and maintain expensive hardware and only pay for their use; and the flexibility
and scalability provided by cloud vendors that allow companies to instantly
increase or decrease their hardware capabilities according to their needs. These
have made the cloud one of the most successful business models of the last
1 https://aws.amazon.com/braket/.
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decades. Recent estimations calculate that, in the USA only, cloud computing
contributed with approximately 214 billion dollars in value-added to the GDP
and 2.15 million jobs in 2017 [9].

Given these numbers is not a surprise that current quantum computers, which
are still a very expensive hardware to build and operate, are being offered fol-
lowing this model. In its current form, most quantum computers can be accessed
through the cloud in a model called by some researchers Quantum Computing
as a Service (QCaaS) [26]. This model can be compared to the classical Infras-
tructure as a Service (IaaS) model offered in cloud computing. QCaaS allows
developers to access some of the world existing quantum computers, neverthe-
less, this access is very dependent of the specific hardware and developers must
have great proficiency in Quantum Computing to benefit from its advantages.

To increase the abstraction level of QCaaS, there are multiple ongoing
research efforts. From a commercial perspective, platforms like the above men-
tioned Amazon Braket provide a development environment for quantum software
engineers or, like QPath2, an ecosystem that covers a wide range of possible
applications by integrating the software classical and quantum worlds in a quan-
tum development and application life-cycle platform for high-quality quantum
software.

From a more academic perspective, a significant number of works are starting
to appear in the field of quantum software engineering [24,32]. These works focus
on translating the lessons learnt in classical software engineering to improve the
quality of quantum software. However, as far as the authors know, very few
works focus on the perspective of service engineering for quantum and hybrid
software.

However, some works are starting to appear in this domain, like [1] where
Quantum application as a Service (QaaS) is proposed to narrow the gap between
classical service engineering and quantum software. Works like this reveal the
need to focus on a service oriented approach for the development of quantum
services.

3 Quantum Servitization: The Amazon Braket Case

To address the current state of quantum services, in this paper we have decided
to use Amazon Braket. Amazon defines Braket as a fully managed quantum
computing service. Specifically, Braket provides a development environment to
build quantum algorithms, test them on quantum circuit simulators, and run
them on different quantum hardware technologies.

Given that Amazon is currently the global leader regarding cloud computing
and services technologies through AWS, Braket seems a good alternative to
develop quantum services. Nevertheless, since the state of quantum software
development is roughly the same in the different existing platforms, we expect
similar results to the ones presented in this paper if the quantum services were
developed on a different platform.
2 https://www.quantumpath.es/.
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The basic building block of service-oriented computing is a service, defined as
a self-describing, platform-agnostic computational element that support rapid,
low-cost composition of distributed applications [21]. However, Braket is not
directly prepared to offer the developed quantum algorithms as services that
can be invoked through an endpoint to compose a more complex application.

This shortcoming can be addressed by wrapping the quantum algorithm in a
classical service. This implies including a classical computer to run the classical
service that, in turn, invokes the quantum computer. As far as the authors
know, there is currently no way of directly invoking a quantum algorithm as a
service. Figure 1 shows an example of this approach. One of the simplest and
well-known quantum circuits, the one used to create Bell states between two
qubits is wrapped by a Flask3 service. This Flask service can be deployed in a
classical computer and provides a simple way to include quantum algorithms in
a complex service-oriented solution.

Next, we present a more complex quantum algorithm used as a case study to
identify the problems and limitations of current technology from the perspective
of Service-Oriented Computing.

3.1 Integer Factorization Case Study

In order to make the analysis as broad and interdisciplinary as possible, we have
decided to select a problem well-known by the scientific community working in
quantum computing. At the same time, the selected problem is simple enough to
be comprehended by any newcomer. Between the several applications that sat-
isfy both conditions, we have decided to tackle on Integer Factorization, more
precisely with a particular application of the later denoted Prime Factorization.
As we all know, although this fundamental problem in number theory is compu-
tationally hard, it is not believed to belong to the NP-hard class of problems [11].
Nonetheless, it is a problem that has been used as a basic hardness assumption
for cryptographic algorithms, such as the famous RSA algorithm. Thus, integer
factorization and identification of new methods to address this task acquire an
important role in information security.

There are multiple proposals and algorithms for the solution of this prob-
lem, being the most famous Shor’s algorithm [20]. This algorithm is normally
described in terms of quantum gates and circuits, suitable for development and
execution on machines such as IBM’s Q computing chip [8], but when considering
other approaches to quantum computing, such as Adiabatic Quantum Comput-
ing based on concepts such as quantum annealing, it is not possible to implement
Shor’s algorithm directly. Nonetheless, other algorithms have been proposed for
prime factoring, such is the case of the algorithm proposed by Wang et al. in
[28]. Thus, in the studies conducted on this paper these will be the algorithms
proposed for integer factorization: Shor’s algorithms for quantum machines pro-
grammed with quantum circuits and gates, such as Rigetti’s [19] and IonQ’s

3 https://flask.palletsprojects.com/.
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Fig. 1. Quantum algorithm wrapped by a classical service

[12]; and integer factorization based on quantum annealing for adiabatic quan-
tum machines such as D-Wave’s [10].

These algorithms also serve as an illustration of a problem derived of the rel-
ative novelty of quantum computing and its different existing implementations.
Namely, the nonexistence of algorithms with do-it-yourself characteristics. This
is mainly due to the complex nature of the problems addressed by quantum
computing and to the proximity of the algorithms with the underlying hardware
used. This context is producing problems similar to those of the 60’s software
crisis [18], where each algorithm was designed for each particular computing
hardware, many times having to recreate the algorithms for each new machine
or even for each new increment of the problem. A reminiscent of this is found, for
example, when having to generate a new circuit in Shor’s algorithm for primes
to be factorized. Although this is done relatively easy by using algorithms to
generate these circuits automatically, for the great majority of possible users of
quantum computing, the ability of being able to create these types of “meta-
algorithms” is beyond their capabilities, complicating the expansion of quantum
computing usage out of the specialized field. Thus, it is necessary to offer solu-
tions to non-specialized users for the utilization of quantum computing, such as
the case of deployment of quantum services which allow to hide the complexity
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to users, only providing with entry end-points and returning the results of the
execution.

3.2 Integer Factorization in Amazon Braket

To illustrate the actual situation of quantum services that can be developed on
Amazon Braket we have translated the above mentioned integer factorization
algorithms to this platform.

At the moment of writing this paper Braket support three different quantum
computer simulators and real quantum computers from three different hardware
vendors. Specifically, the supported quantum computers include two vendors
whose development is based on quantum circuits, Rigetti and IonQ, and one
vendor based on quantum annealing, D-Wave. The integer factorization algo-
rithms have been tested in all supported quantum machines and simulators.

Since the supported simulators are also based on quantum circuits, Shor’s
algorithm has been used in both, simulators and quantum circuits hardware.
Figure 2 shows a fragment of the quantum period-finding subroutine of Shor’s
algorithm implemented using Amazon Braket. The complete circuit for Shor’s
algorithm can be executed without changes in the three simulators and the two
circuit based computers supported by Braket. Nevertheless, is interesting to note
that the measurement and reinitialization of qubits supported by many other
existing simulators, and that can be therefore found in public implementations
of Shor’s algorithm, are not supported by Braket. In the figure, this part of the
algorithm is left commented as an example. This difference with other existing
solutions causes that the implementation presented here only works on certain
occasions. Shor’s algorithm can be adapted to avoid the use of these operations
which means additional efforts to adapt one of the most well-known algorithms
to the specifics of a given quantum platform.

Although, the quantum circuit would be the same regardless of the quantum
hardware or simulator used, the way in which the algorithm is invoked changes
depending on where it will be run. Figure 3 shows the Braket invocation code for
the three simulators and the two quantum computers supported. As can be seen
in the Figure, using the local simulator is the most straightforward invocation.
To run the algorithms in the other simulators an s3 (Amazon simple storage
system) destination has to be defined, where results will be stored, alongside
a timeout for polling these results (if polling timeout is too short, results may
not be returned within the polling time). Finally, for running the algorithm
on real quantum computers a recovery task has to be defined. The quantum
algorithm execution is an asynchronous operation and the developer is in charge
of consulting the results when ready.

Finally, the code has to change significantly to run integer factorization in
an adiabatic quantum machine, such as D-Wave’s, since they are based on the
adiabatic theorem closely related to quantum annealing. Thus, the mapping
challenge differs from gate-based machines rendering quantum circuits inappro-
priate. Figure 4 shows the Braket code to factorize the number 21 using a D-Wave
quantum machine.
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Fig. 2. Fragment of the quantum circuit needed to run Shor’s algorithm in Amazon
Braket

These examples, although small, are enough to remark the current limitations
of quantum software from the point of view of service-oriented computing.

4 Current Limitation of Quantum Services

The analysis carried out during and after the experiments allows us to conclude
that there is some roughness, limitations and problems that arise when a quan-
tum piece of software is expected to be provided as a service. The mentioned
limitations are not related to the fact that quantum services cannot be built but
to the fact that, by implementing quantum services with current service tech-
nologies, the potential benefits of Service-Oriented Computing are lost. Such
roughness can be classified into three different types depending on their nature.
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Fig. 3. Fragment of the Amazon Braket code to invoke the Shor’s algorithm in different
devices

Fig. 4. Fragment of the Amazon Braket code to run the integer factorization algorithm
in a D-Wave device

First, those related to the impossibility of abstracting the service from the archi-
tecture in which they are executed. Second, those associated with shortcomings
of the actual abstractions to express or conceive architectures of quantum ser-
vices. Finally, a third category related to the lack of support infrastructure for
quantum services execution. The rest of this section delves into each of these
categories.

In the case of the first category, problems related with the impossibility
of abstracting the service from the architecture in which they are executed,
they can be directly connected to vendor locking. This creates many different
complications when generating and deploying services, such as, different types
of parameters depending on the underlying machine to execute the code, as
can be seen in the previous examples (see Figs. 3 and 4). In particular, when
considering quantum annealing, the architecture itself restricts the specification
of the problems. In this particular machine, the specification must be formulated
using a QUBO or Ising form (see Fig. 4), defining it by means of graphs with
valued vertex and valued links between these vertex. Any high order interrelation
such as those found on terms involving 3 or greater number of variables must
be mathematically transformed to simpler 2 variables related terms, a task with
great complexity due to the necessity of ample and profound comprehension of
the problem and dexterity on mathematical knowledge and tools.

Another difficulty of this category lies in the results generated. This is linked
to the underlying physical phenomena that serve as base for the quantum archi-
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tecture, such as the case of ion traps or quantum chips. Thus, apart from the
well-known situation where the algorithms must be run several times to ensure
statistical certainty adding a probability term to the results, depending on the
architecture one must work with a panoply of solutions ranging from energy lev-
els of solutions to “simple” probabilities and cases. This is directly incompatible
with the philosophy of services.

Thus, to tackle these particular problems, the science of quantum services
has to determine ways to abstract the algorithms and their results of the partic-
ularities of the machines.

Continuing with the categories, in the case of problems associated with short-
comings of the actual abstractions to express or conceive architectures of quan-
tum services, this could be related to the misconception of directly using clas-
sical software abstractions for quantum software development. Reality posses
that these abstractions are, in the best case, limited or directly inappropriate
to express quantum services architectures. For example, the transparency and
feature hiding typical of services cannot be achieved, even when working with
solutions thought to serve as a simplification such as Amazon Braket. In other
words, taking as starting point code developed in a well-known quantum pro-
gramming language, almost standard of fact, such as Qiskit [31], the migration
of the code to Amazon bracket’s platform forces a conversion of code to the
particular solution, having to generate new code and not doing a simple change
of gates or functions denomination, along with different forms of invocations
depending on the architecture selected to execute the code. This is a subset of a
bigger drawback of quantum computing algorithms such are defined nowadays,
first, having to accommodate the problems to new formulations to be used on
quantum computing, such as the case of changing from integer factorization to
period finding in the case of Shor’s algorithm. Second, in many cases it is neces-
sary “almost” significant modifications of the algorithm for each significant step
of the problem size, i.e. different circuits for Shor’s algorithm for factoring 15,
143 and so on. In order to work on this and further develop quantum services,
it is necessary to rethink actual software development for quantum computing,
having to abandon easy-to-carry preconceptions and contemplate the possibility
and necessity of new quantum software engineering strategies.

Lastly, the problems related to the lack of general infrastructure for quantum
services execution induces some situations that make it difficult to further imple-
ment and deploy quantum services. Such is the case of not being able to deploy
quantum code on a quantum machine and only being able to execute it through
remote invocations, along with other aspects related on how to manage the busi-
ness side of quantum services, such as uptime, usage, and so on. Thus, quantum
service researchers will have to further explore the transformations needed to
evolve from small number of quantum machines owned by few enterprises to
quantum cloud ecosystems fully available to a more general public.
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5 Related Works

Due to the young nature of the quantum software engineering discipline, there
is still not a lot of works focusing on quantum servitization. Nevertheless, some
researchers are staring to delve in this area.

Works like [13] start to explore the potential of quantum services in the cloud
and the research opportunities of quantum as a service. Some of the research
opportunities presented are similar to the problems detected in this work. Specif-
ically, the different implementations of the same quantum algorithms between
different vendors or the problems to deploy quantum services in quantum com-
puters.

Further exploring the deployment of quantum services, in [30] authors pro-
pose the use of TOSCA for quantum services. TOSCA is a standard for automat-
ing the deployment and orchestration of cloud applications. In this work, the
authors define an extension to allow TOSCA to deploy quantum software. This
proposal is similar to the work presented here in the sense that, since quantum
applications must be newly deployed for each invocation, a classical computer
is needed to host and deploy them. In our case, our wrapping classical service,
as shown in Fig. 1, meets both function, hosting and deploying the quantum
algorithm when invoked, but also converting the quantum algorithm in a service
that can be included in a service-oriented architecture.

From a commercial perspective, along with Amazon Braket, there are other
proposals also related to the simplification and homogenization of quantum
access to machines and services. Such is the case of Azure Quantum [6], the
counterpart of Amazon Braket. Azure Quantum not only includes Microsoft
and IonQ, but also other partners such as Honeywell, Quantum Circuits Inc.,
1Qloud and Toshiba. Azure Quantum provides a quantum development kit that
allows the unification of an heterogeneous set of hardware and software solutions.

Similarly, other companies and software developers are creating high level
development environments, toolkits and APIs to increase the abstraction level
of quantum software. For example, IBM proposes IBM Quantum [5], although it
only allows developers to run quantum algorithms in IBM quantum hardware or
simulators. While other focus on specific domains like quantum machine learning
[10]. However, as far as the authors know they do not provide any advance on
quantum services over Amazon Braket.

Moreover, to be able to offer quality quantum services is not enough to sim-
plify the development and deployment of quantum algorithms. Other aspects of
quality service engineering [14] cannot be overlooked. Specifically, works needs
to be done in the areas of orchestration, testing, security... of quantum services.

6 Conclusion and Future Works

In this paper we have presented an analysis of current quantum software from
the point of view of Service-Oriented Computing. We have used Amazon Braket
to deploy quantum services by wrapping them on a classical service and used
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the integer factorization problem to show the differences of running the same
service on different quantum hardware, even when doing it under the common
umbrella of Braket.

This experiment has allowed us to clearly present the current limitations in
building and using quantum services. We have organized these limitations under
three different categories and argued that intensive research efforts are needed
to bring the benefits of Service-Oriented Computing to the quantum world.

Due to the young nature of quantum software engineering most areas in this
discipline, including Service-Oriented Computing, are still giving their first steps.
Nevertheless, the paradigm change that underlies quantum computing implies
that there cannot be a direct translation of proposals and techniques. Running
quantum algorithms as traditional services is not enough to bring the benefit of
Service-Oriented Computing to the quantum era. There needs to be an effort to
generate new techniques, methodologies and tools that bring all these benefits,
already shown by the cloud and service computing, to quantum software and
services.
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Javier Berrocal1[0000−0002−1007−2134], Juan Hernández1[0000−0002−6343−7395],

Juan M. Murillo1[0000−0003−4961−4030], and Carlos Canal2[0000−0002−8002−0372]

1 University of Extremadura, Cáceres, Spain
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Abstract. La ingente cantidad de información recogida por los dispos-
itivos móviles proporciona una visión de los distintos procesos que un
usuario sigue en su d́ıa a a d́ıa. Estos procesos pueden ser analizados,
con el fin de saber más acerca del usuario como individuo y como parte de
distintos grupos sociales. Sin embargo, analizar eventos que están sujetos
al comportamiento humano, donde el indeterminismo y la variabilidad
prevalecen, no es sencillo. No existen, por lo tanto, técnicas sencillas que
permitan discernir que usuarios pertenecen a un determinado grupo y
cuales no, impidiendo crear Social Workflows solo con la información
de aquellos usuarios que tienen algo en común. En esta demo presen-
tamos Social Events Analyzer (SEA), un toolkit que permite analizar
Social Workflows mediante Federated Process Mining. SEA proporciona
modelos más fieles al comportamiento de los usuarios que conforman un
Social Workflow y abre la puerta al uso de la mineŕıa de procesos como
base para la creación de nuevos procedimientos automáticos adaptados
al comportamiento de los usuarios.

Keywords: Process Mining · Pattern discovery · Social Workflows ·
Federated Process Mining.

1 Introducción

Los smartphones constantemente recopilan las distintas acciones de los usuarios
[7]. Estas pueden modelarse como un proceso, permitiendo el análisis del com-
portamiento del usuario a través de la mineŕıa de procesos [3]. No solo a nivel
individual, sino también considerando al usuario como parte de un grupo en el
que todos sus miembros siguen un proceso o Social Workflow (SOW) común [5].

Sin embargo, las técnicas actuales no están preparadas para analizar Social
Workflows de forma eficiente. Están diseñadas para extraer la realidad basándose
en procesos bien definidos. Sin embargo, el comportamiento humano no suele
ser determinista, sino muy variable [5]. Esto, que ya es un problema a nivel
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individual, es un problema aún mayor a nivel social. Cuando se integran las
trazas de usuarios con comportamientos muy diferentes y se analiza el Social
Workflow resultante, el resultado es un proceso que no aporta conocimiento real
de ningún usuario ni del propio grupo.

Existen técnicas que permiten filtrar la variabilidad en el comportamiento de
cada usuario [2], incluyendo en su proceso sólo los eventos y relaciones más fre-
cuentes, estas técnicas no permiten saber que usuarios tienen comportamientos
en común, filtrarlos y formar un Social Workflow solo con su información.

Estas son las razones que han guiado el desarrollo de SEA y de Federated
Process Mining. SEA ofrece el conjunto de herramientas necesario para realizar
mineŕıa de procesos sobre Social Workflows utilizando Federated Process Mining.
En Federated Process Mining la mineŕıa de procesos se realiza en dos pasos: una
primera fase de mineŕıa de procesos individual en el smartphone de cada usuario
para filtrar qué usuarios forman parte de un Social Workflow y una segunda fase
de mineŕıa de procesos sociales, tras agregar los datos filtrados anteriormente. El
filtrado se realiza en base a una consulta que se env́ıa a cada smartphone, donde
se describe el comportamiento buscado en los usuarios. Para aquellos usuarios
que cumplan con el comportamiento marcado en su modelo individual (el mod-
elo descubierto con sus trazas en la primera fase), se comprueban una a una
sus trazas y se env́ıan al servidor solo aquellas que presentan el comportamiento
buscado —de esta manera no es necesario comprobar todas las trazas si el com-
portamiento no aparece en el modelo. Federated Process Mining se basa en la
premisa de que el comportamiento humano no es errático per se [4]. Por ello,
analizar el comportamiento de cada usuario por separado antes de integrarlo
mejora la representación de cada usuario en el Social Workflow y la del grupo
de usuarios que lo componen en consecuencia. Federated Process Mining busca
ofrecer una solución cuando se conoce el comportamiento de interés a priori
—a diferencia de otras técnicas, como clustering, donde se tratan de descubrir
comportamientos comunes no conocidos a priori.

Los beneficios del Federated Process Mining son varios. Gracias al uso de
smartphones para realizar la primera fase de la mineŕıa, es posible reducir la
cantidad de datos enviados al servidor —con la consiguiente reducción de la
huella energética [1]—, reducir la carga computacional del servidor y preservar
la privacidad de los usuarios. Además, gracias a una primera fase para filtrar qué
usuarios pertenecen al Social Workflow en el que se está interesado, Federated
Process Mining ofrece modelos sociales más compactos, donde sólo se representa
la información que representa a los miembros de ese Social Workflow y que no
pierden calidad respecto a los modelos generados con métodos clásicos de la
mineŕıa de procesos.

SEA simplifica la realización de Federated Process Mining. Tanto manual-
mente, para extraer información de sus usuarios e interpretarla, como para la
creación de sistemas automáticos, que empleen la información por si mismos para
hacer recomendaciones o personalizar los procesos. Complementando a este doc-
umento, se muestra el uso de SEA sobre datos del ámbito de IoT1.

1 https://youtu.be/yJnJbZoefvQ
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2 Social Events Analyzer (SEA)

Fig. 1. Arquitectura del toolkit SEA.

La Figura 1 muestra los diferentes componentes de SEA. En ella se pueden
encontrar los tres componentes principales de Federated Process Mining, que se
dividen en una serie de subcomponentes, cada uno de ellos encargado de realizar
tareas espećıficas dentro del workflow de Federated Process Mining.

Individual Process Mining component.2 Este componente se despliega
en cada uno de los smartphones. En concreto, SEA ofrece el módulo FPM Indi-
vidual Process Mining, que debe ser incluido en la aplicación móvil que genera el
registro de eventos —en formato .XES [6]. Cabe destacas el PM executer, encar-
gado de la primera fase de mineŕıa de procesos individual, aśı como el Pattern
Query Resolver, encargado de recibir las consultas del Social Process Mining y
enviar las trazas que cumplen con el patrón de comportamiento.

Social Process Mining component.3 Este componente se despliega en un
servidor, y se encarga de crear las consultas y generar el modelo social con los
datos de los usuarios. Entre los distintos subcomponentes que lo forman, destaca
la Social Mining API, una API REST a la que terceros pueden conectarse para
emplear los datos del Federated Process Mining. También se ofrece una Web
Application con la que se pueden analizar los datos de forma no automática.

FPM Aggregator. Este componente, implementado como parte de los an-
teriores —resaltado en verde en la Figura 1—, es el que env́ıa las consultas
desde el Social Mining component a los smartphones. También es el que recoge
las trazas de los usuarios y las almacena en el Social Mining component.

2 https://bitbucket.org/spilab/individualpmmodule
3 https://bitbucket.org/spilab/fpmserver/
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3 Conclusiones y trabajos futuros

Social Events Analyzer (SEA) permite la realización de mineŕıa de procesos sobre
Social Workflows, mediante lo que los autores de este trabajo denominan Feder-
ated Process Mining. Para ello, SEA ofrece una serie de componentes (toolkit)
para los smartphones y el servidor donde se realiza la fase de mineŕıa social.

Gracias al uso de SEA y, por tanto, de Federated Process Mining, se con-
siguen optimizar los recursos necesarios para llevar a cabo la mineŕıa de procesos
y se obtienen modelos más fieles a los procesos de un grupo social y de sus in-
tegrantes. Además, el uso de SEA para llevar a cabo mineŕıa de procesos acerca
esta disciplina cada vez más a la creación de sistemas automáticos, con toma de
decisiones o adaptación de sistemas de forma automática en base a la información
de los procesos —como ya se hiciera con la mineŕıa de datos.

Es esto último en lo que se pretende seguir avanzando en el desarrollo de
SEA y, por ende, de Federated Process Mining. También se valora la integración
de los modelos individuales en lugar de las trazas mediante fusión de modelos o
el uso de monitorización predictiva de procesos.
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Summary of the contribution

The rate of world population aging is increasing. This situation directly affects
all countries socially and economically and, increasing their compromise and
effort to improve the living conditions of this sector of society.

In environments with large influxes of elderly people the use of technology
has shown promise in improving their quality of life. The use of smart devices
allows people to automate everyday tasks and learn from them to predict future
actions. Additionally, smartphones capture a wealth of information that allows
to adapt to nearby actuators according to people’s preferences and even detect
anomalies in their behaviour. Current works are proposing new frameworks to
detect these behaviours and act accordingly. However, these works are not fo-
cused on managing multi-device environments where sensors and smartphones
data are considered to automate environments with elderly people or to learn
from them. Also, the most of these works require a permanent Internet connec-
tion, so the full benefit of smart devices is not completely achieved.

In this work, we present an architecture that takes the data from sensors and
smartphones in order to adapt the behaviour of the actuators of the environment.
The architecture is implemented through a use-case based on a nursing home
located in a rural area. Thanks to this work, the quality of life of the elderly is
improved in a simple, affordable and transparent way for them.
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As quantum computers mature, the complexity of quantum software increases. As
we move from the initial standalone quantum algorithms toward complex solutions
combining quantum algorithms with traditional software, new software engineering
methods and abstractions are needed. Nowadays, quantum computers are usually
offered in the cloud, under a pay-per-use model, leading to the adoption of the
service-oriented good practices that dominate the cloud today. However, specific
adaptations are needed to reap the benefits of service-oriented computing while
dealing with quantum hardware limitations. In this article, we propose the Quantum
API Gateway—an adaptation of the API Gateway pattern that takes into account
the fact that quantum services cannot be deployed as traditional services. Instead,
the Quantum API Gateway recommends the best quantum computer to run a
specific quantum service at run time. As proof of concept, we provide an
implementation of the Quantum API Gateway for the Amazon Braket platform.

Quantum computing hardware is rapidly evolv-
ing. Different companies are introducing
new quantum computers, and the number of

qubits keeps increasing.1 At the same time, new quan-
tum algorithms are being discovered, with quantum
software being applied to more domains.

Nevertheless, quantum computers are still costly
to own and operate. To expedite the adoption of the
quantum paradigm and increase the research efforts
in this promising domain, most of the existing quan-
tum computers are offered through the cloud via a
pay-per-use model.2

The irrefutable success of cloud computing over
the past years is demonstrated by recent estima-
tions showing that, in the United States alone,
cloud computing contributed approximately US$214
billion in value-added to the GDP and 2.15 million
jobs in 2017.3 This computing model gives compa-
nies better control over their costs since they do
not have to buy, upgrade, and maintain expensive
hardware—they only have to pay for the services

they use. A similar model is emerging for quantum
computing.

However, quantum software engineering is still in a
very early stage.4 This means that the benefits and
advantages provided by cloud computing, which are
easily exploited by traditional software, are more elu-
sive when quantum software is involved.

At the moment, most quantum software systems
are, indeed, hybrid systems in which quantum software
parts coexist and cooperate with traditional software
ones.5 A natural way to approach such collaborative
coexistence, especially in the cloud, is by following the
principles of software engineering in the services domain
and service-oriented computing. Conceptually, the invo-
cation of a quantum piece of software is similar to that
of a classical service. However, the current limitations of
quantum cloud infrastructure do not allow developers to
benefit from their software engineering expertise.

In this article, we propose, using a Quantum API
Gateway, a software engineering solution, to simplify
the development of hybrid systems that include quan-
tum services. This API Gateway provides a way to treat
quantum services as traditional services, so developers
can easily integrate them into their processes and
tools. At the same time, the Quantum API Gateway
takes advantage of the current status of quantum
cloud infrastructure, which provides unified access to
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quantum computers from different vendors—to offer
some additional benefits to quantum developers. Spe-
cifically, since quantum programs cannot be perma-
nently deployed in a quantum computer—instead, they
have to be deployed each time they are executed—the
Quantum API Gateway offers a heuristic to determine
the best quantum computer in which to deploy the
quantum software at run time. Interestingly, this com-
plexity is hidden from the service client. As proof of con-
cept, this article provides an implementation of the
Quantum API Gateway by using the services offered by
the Amazon Braket Quantumplatform.

QUANTUM SOFTWARE AS A
SERVICE: STATE OF THE ART

As mentioned previously, most of the quantum com-
puters available for researchers and developers are
offered through the cloud in a pay-per-usemodel. Follow-
ing a naming scheme similar to that used for traditional
computing in the cloud, researchers started calling this
modelQuantumComputing as a Service (QCaaS).6

Given the current status of quantum computers,
this access can be best compared with the traditional
Infrastructure as a Service, where users directly inter-
act with the physical resources in the cloud. Users can
develop and execute quantum programs using a quan-
tum programming language supported by the hard-
ware they employ. The execution process involves
sending the program to a scheduler that will, in time,
send the code to the quantum computer whenever
there is a timeslot available.

This has been the starting point for researchers to
try to increase the abstraction level of quantum serv-
ices. However, the early stage of quantum hardware
and quantum software engineering techniques for
quantum programs has to be considered. At the
moment, rapid progress is being made in most areas
of quantum software engineering, although most
efforts have revolved around quantum programming
and quantum programming languages. Additional
efforts are still needed to consolidate the methods,
processes, and techniques that will lead to quality,
reusable quantum software.7

In the specific domain of quantum services, the
Quantum Application as a Service8 proposal is of par-
ticular interest. Its authors recommend wrapping all
quantum application and deployment logic in a tradi-
tional application programming interface (API). This
API can then take care of input data encoding and
launching the quantum software in a QCaaS offering,
thus simplifying the integration of the quantum pro-
gram with traditional applications.

Similarly, Valencia et al.9 proposed wrapping a
quantum program in a classical service. When this ser-
vice is called, the quantum software is deployed in a
QCaaS offering at run time. This process allows devel-
opers to integrate their quantum algorithms into ser-
vice-oriented solutions. This same idea was explored
further in Rojo et al.’s work.10 This work suggested the
creation of quantum microservices with different end-
points for different QCaaS solutions, thus allowing
developers to create complex hybrid solutions in
which classical and quantum microservices coexisted.

All these proposals, however, focused on quantum
software as traditional services, and thus suffered
from a similar drawback. Traditional services can be
deployed once in a server in the cloud and then called
many times by different clients. However, as far as the
authors know, currently there is no quantum com-
puter in which this behavior could be replicated. Every
time a quantum piece of code has to be executed, it
needs to be deployed first. This increases the compu-
tational cost of running the software and disrupts the
usual workflow of service-oriented solutions.

Some proposals are starting to emerge to address
this issue. Wild et al.11 proposed an extension to
TOSCA, a well-known standard for the deployment
and orchestration of cloud applications. This exten-
sion allows developers to create a deployment model
that contains all the information needed to automate
the deployment of quantum software in coordination
with traditional services.

These proposals illustrate the interest in bringing the
benefits of service-oriented computing to quantum soft-
ware. However, the current state of quantum hardware
and quantum software engineering does not support the
abstraction level required to work with quantum soft-
ware as services. Indeed, additional research efforts are
necessary to bring both worlds together. In this work, we
propose an adaptation of one of the better-known pat-
terns in service-oriented computing, the API gateway.
Our implementation brings some of the benefits of serv-
ices to quantum software while also taking advantage of
the current state of quantum hardware to optimize the
deployment of quantum services.

QUANTUM API GATEWAY
An API Gateway is a service composition pattern
developed to allow creating end-user applications
based on the composition of different microservices.
The API Gateway serves as the system’s entry point,
routing requests to the appropriate microservices. It
can also invoke aggregate results, transform proto-
cols, and implement shared logic.12
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Challenges and Problems
In this article, we propose an adaptation of the API
Gateway to address some of the current problems in
quantum services. Namely, since quantum services
cannot be deployed on a quantum computer to be
invoked several times, the Quantum API Gateway
would be in charge of deploying the quantum service
whenever a client requests it. Considering that this
deployment incurs costs with every invocation, the
Quantum API Gateway optimizes the deployment
strategy. Whenever a quantum service is called, the
Quantum API Gateway will decide at run time which
of the available quantum computers is best suited for
that particular execution, thus optimizing the quan-
tum service invocation process.

To make this decision, the Quantum API Gateway
will not only use any information available that is use-
ful in this regard like quantum computers availability,
economic cost of the quantum hardware usage, esti-
mated response time, etc., but also current traits of
quantum computers like qubit topology, error rate, or
fidelity. The availability of this information is depen-
dent on the quantum platform supporting the Quan-
tum API Gateway and, currently, very limited. As
quantum platforms mature, more of this kind of infor-
mation will be provided to users, and therefore, the
capabilities of the Quantum API Gateway will be
increased.

Calling a Quantum Service
Figure 1 exemplifies the process of calling a quantum
service through the proposed Quantum API Gateway,
following the steps detailed in the following.

The process starts when a client needs to call one
of the quantum services available through the Quan-
tum API Gateway. As shown in step 1, the client needs
to specify the service they are invoking, the input
parameters of the service (if necessary), and the exe-
cution optimization parameters.

Considering the optimization parameters provided,
the Quantum API Gateway determines which of the
quantum computers available is best suited to attend
to the current request. For this purpose, the quantum
computer recommender requests all the information
available to the QCaaS Provider (step 2), and this one
sends it the updated status information of the avail-
able quantum hardware (step 3).

Once the best quantum computer to run a given
service invocation is determined, the quantum service
manager requests all the necessary information (step
4) to deploy the service to the selected quantum hard-
ware with the appropriate input parameters (step 5).

Finally, once the service has finished its execution,
the Quantum API Gateway receives the response
offered by the selected quantum computers (step 6).
Only then it sends back the results to the service
client (step 7).

SIDEBAR: COMMERCIAL QUANTUM CLOUD PLATFORMS

From a commercial point of view, several companies

involved in the development of quantum hardware are

also interested in its potential as a cloud computing

offering. Most of the biggest computing companies in

the world are already offering cloud-based quantum

computing solutions. IBM’s Quantum Services,1 Google’s

Quantum Computing Service,2 or Microsoft’s Azure

Quantum3 are the prime examples. These companies

offer their quantum hardware and services through their

own platforms—most of the time alongside access to

quantum hardware and software from other vendors,

unified through their own quantum development

ecosystem.

Amazon follows a slightly different approach. As the

market leader on cloud computing through AWS,

Amazon also offers its own quantum cloud, Amazon

Braket.4 However, Amazon is not developing its own

quantum hardware. Instead, Braket focuses on

providing services over third-party quantum hardware.

A different approach is also followed by smaller

quantum hardware companies like D-Wave.5 These

companies are developing their own quantum

computers and offering their services through their own

cloud platforms. However, at the same time, they are

also integrated in the bigger companies’ cloud

platforms, in order to increase their reach.
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This process allows choosing the most appropriate
quantum computer at run time without significantly
increasing the computational cost—since the quantum
service would have to be deployed for each invocation
anyway. To demonstrate the viability of this proposal,
the following section presents an implementation of the
QuantumAPI Gateway for the Amazon Braket platform.

QUANTUM API GATEWAY FOR
AMAZON BRAKET

This article presents an implementation of the Quan-
tum API Gateway concept for the Amazon Braket
quantum computing platform using Python and Flask.
This platform was selected because it offers an inte-
gral solution for executing quantum code in different
quantum processors. The implementation of the API
Gateway is available here.a

To determine the best quantum computer for each
execution, the Quantum API Gateway takes into
account parameters such as the type of code to be
executed (gate-based or annealing), the number of
qubits required to execute the service, the maximum
economic cost for the execution (considering the
number of shots needed), or the tradeoff between exe-
cution time and cost—to determine whether it is bet-
ter to select the cheaper machine or the one that is
estimated to give the results in the shortest possible
time. These parameters are compared against a series
of static and dynamic information that Braket offers
regarding the quantum computers available to deter-
mine the best-suited one, following the algorithm
detailed in Figure 2. Other traits of current quantum
computers, such as qubit topology or error rate, are
not offered programmatically by Braket; therefore,

these cannot be taken into account. If the platform
offers more information in the future, this could be
integrated into the selection algorithm.

Insights and Key Contributions
By selecting the quantum computer for each execu-
tion, the implementation of the API Gateway provides
the following advantages over the existing support for
quantum services.

First, depending on the type of code to be exe-
cuted, the API Gateway allows developers to choose
at runtime (assuming that both implementations of
the quantum service are available) between gate-
based or annealing machines. In the case of gate-
based machines, the number of qubits required is
used to determine those with enough computing
power. The number of qubits per machine is provided
by Amazon Braket as static data.

The next step is to evaluate the cost per selected
computer. To that end, the number of shots indicated
by the developer, the cost per shot, and the desired
maximum cost threshold are used—considering
“shots” as the number of repetitions required to iden-
tify the solution and, hence, the results of the service
execution.

In particular, the economic cost of the service exe-
cution is calculated as cost per execution+(cost per
shot*N shots). Those computers with a result below
the indicated threshold are selected. The cost per exe-
cution and the cost per shot can be obtained from
Amazon Braket.

Once the machines below the cost threshold have
been selected, the Quantum API Gateway uses
the Amazon Braket API to check the availability of the
quantum computers that meet the requirements.
This step is the most time-consuming step, since it

FIGURE 1. Quantum API Gateway—Service calling process.

ahtt_ps://github.com/frojomar/Quantum_API_Gateway
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requires communicating with Amazon Braket to
establish the actual status of each machine. That is
why, it is performed at this point—once the machines

meeting the developer’s requirements have been
selected. Only those machines with “ONLINE” status
are selected for the next phase, in which the esti-
mated execution time for each machine is calculated.
Then, a tradeoff—priority in Figure 2—between the
cost and the response time is used to select the
machine in which the quantum service will be
executed.

Calculation of the estimated execution time for
each computer is based on the characteristics of the
execution, its context (namely the day of the week
and the time of the start of the execution), and the
actual time taken by past executions performed on
that computer. In addition, another time variable is
added—related to the analysis of the previous execu-
tions as a time series. Thus, the resulting time con-
tains both the waiting time in the machine’s execution
queue and the time required to execute the quantum
service.

In any case, this implementation of the Quantum
API Gateway is modular. Both the static and dynamic
characteristics, as well as those taken into account
when estimating the execution time, can be comple-
mented with different parameters from other pro-
viders. Likewise, the method for analyzing the time
estimation information could be replaced or parame-
terized with different values.

Execution Time ForecastingModel
The model employed to forecast the full execution
time—waiting time plus execution time itself—has
been developed with Keras. It uses the information
available to calculate the execution time, in addition
to the context parameters. The provided implementa-
tion uses two different models: one for gate-based
and one for annealing machines. It has been divided
into two models because each one includes specific
parameters for each kind of machine.

Moreover, the execution time will depend not only
on the characteristics of the specific execution but
also on the task load of the quantum processor. For
this reason, a temporal analysis is carried out on the
last executions performed on each machine. Thus, the
characteristics and the time required for each execu-
tion are taken into account to predict the execution
time. This replaces the temporal analysis of the last
minutes of evolution of the processor’s workload—
since, at the time of writing this article, Amazon
Braket did not provide this parameter.

Deep learning techniques, such as neural net-
works, were used to make these predictions—specifi-
cally recurrent neural networks (RNNs),13 since the

FIGURE 2. Quantum computer selection algorithm for Ama-

zon Braket.
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analysis took into account a temporal dimension.
These neural networks have the ability to maintain
data memory. Long short-term memory, in particular,
was chosen because its long-term memory is better
than that of the classic RNNs. Due to space restric-
tions, no specific metrics of model quality are provided
here. Any other network could be used instead of the
proposed one without affecting the Quantum API
Gateway behavior—it will only impact the time esti-
mations for the execution of a quantum service.

Main Functionalities
To achieve the abovementioned behavior, the Quantum
API Gateway provides two main functionalities imple-
mented as endpoints: one to obtain recommendations
on which quantum machine to run the service, and
another to provide feedback on the time it took to com-
plete an execution to improve the execution time esti-
mationmodel. These endpoints are given as follows.

GET /execute: It executes the Quantum API Gate-
way optimization with the above-described input
parameters and returns the best-suited computer to
execute the code.

POST /feedback: It allows indicating the Quantum
API Gateway the time required to execute the service
in a specific computer, alongside the executed serv-
ice’s description—qubits and shots—and context vari-
ables—day of the week and time of the day—to
improve the execution time estimation model.

Thanks to this, Quantum API Gateway offers devel-
opers a tool that enables their users to enjoy a quan-
tum experience more adapted to their needs. When a
quantum solution with the lowest possible cost is
required, Quantum API Gateway will recommend run-
ning on the machine that offers the appropriate

features with the lowest possible cost. When fast exe-
cution is required, it will recommend the one offering
the shortest execution times. In any of these scenar-
ios, the most adequate machine is always identified
and provided. In addition, by developing Quantum API
Gateway as a REST API, its integration with other ser-
vice deployment tools is enhanced, improving its inte-
gration into current software development tools and
methodologies.

VALIDATION
To demonstrate the feasibility of the Quantum API
Gateway, we have tested its implementation using the
services offered by Amazon Braket platform. The main
goal of this validation was to test the delay caused by
the inclusion of the Quantum API Gateway in the exe-
cution of a quantum service.

To this end, a series of concurrent requests were
sent to the gateway, measuring the time it took for
the gateway to respond. Specifically, up to 60 concur-
rent requests were sent. In this way, it was tested
whether the time it took for the gateway to respond
was stable or worsened as the number of simulta-
neous requests increased. Furthermore, this process
was replicated with different qubit configurations.

Figure 3 shows the results obtained. It is notice-
able that the gateway’s performance was stable,
regardless of the number of concurrent requests. Fur-
thermore, the higher the number of qubits, the less
time it took for the gateway to respond, again regard-
less of the number of concurrent requests. This is due
to the decrease in the number of quantum computers
that could address the petition for those with a suffi-
cient number of qubits. Therefore, there were fewer
computer whose real-time status had to be checked.

As can be seen in Figure 3, a request on the Quan-
tum API Gateway took on average 26.671 s. Of these,
26.668 s (99.98% of the Quantum API Gateway time)
were consumed in querying the real-time status of the
different machines available through the Amazon
Braket API. The execution of the recommendation
algorithm took less than 0.01 s. The querying time
could be significantly reduced by using a cache mech-
anism to check the status of the quantum com-
puters—at the cost, however, of losing precision.
Another possibility could be the platform providing a
real-time API to check this information.

For the sake of brevity, a more detailed description
of the validation process and the data obtained, along-
side a Python3 Jupyter notebook for replication, can
be found at the Quantum API Gateway repository
mentioned previously.

FIGURE 3. Execution time of Quantum API Gateway as a

function of the concurrent petition.
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CONCLUSION
As the complexity of quantum software increases, so
does the need for software engineering methods and
tools that enable developers to deal with such com-
plexity. Since most of the current quantum computers
are offered through the cloud, it is only natural that
software engineers reach for the service-oriented tool-
box that has already proved highly successful in the
cloud. However, the current limitations of quantum
hardware hinder the direct translation of these techni-
ques. Specific adaptations are needed to deal with the
particularities of quantum computers.

In this work, we have proposed an adaptation of
the API Gateway service-oriented pattern. The
Quantum API Gateway addresses the fact that serv-
ices cannot be deployed on a quantum computer to
be executed later. Instead, quantum services have
to be deployed before each execution. The proposed
Quantum API Gateway deals with this inconve-
nience by providing an optimization that allows
developers to determine the best-suited quantum
computer for each execution of a quantum service
at run time.

To demonstrate the viability of the Quantum API
Gateway, an implementation is provided for the Ama-
zon Braket platform. This implementation takes into
account the status of the different quantum com-
puters integrated into the platform, the maximum
cost allotted for the execution, and the estimated
response time, among other parameters, to recom-
mend the best-suited hardware for each service
execution.

The validation performed shows the viability of the
Quantum API Gateway, although better integration is
needed with quantum computing platforms such as
Amazon Braket. As quantum platforms evolve and
more information is provided to developers regarding
the status of the quantum hardware, the Quantum
API Gateway could be adapted to provide better rec-
ommendations. At the same time, more complex heu-
ristics could be developed for quantum hardware
recommendation—taking into account additional
parameters. Similarly, as quantum software evolves,
more responsibilities could be placed on the Quantum
API Gateway—as is the case with the traditional API
Gateway.
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Abstract. The digitalization of health processes is a reality. Each time,
there are more services and institutions generating and interacting with
the health data of a patient. This put in manifest some deficiencies of
actual health systems, such as the need for data no longer revolve around
the institutions that generate them and start to revolve around the users
or patients to whom they belong. Otherwise, patients will end up losing
focus and control of their data, which is distributed among different
information systems. To address this, many researchers around the world
have proposed software solutions that integrate a patient’s data into a
global view, even though it is still stored in a distributed way in the
systems that generate it. However, the mere integration of data does
not allow a patient to have real knowledge of the entire life cycle of her
different records. To this end, data integration solutions must go a step
further and convert the structure that maintains the overall view of a
patient’s health, her Personal Health Trajectory, into a registry ensuring
the traceability of the patient’s health. As a result, patients will have a
real understanding of everything that surrounds their health data and
true patient-centered healthcare systems will be one step closer.

Keywords: Data integration · Data interoperability · eHealth ·
Blockchain · Health traceability

1 Introduction

Today’s society is a digitalized one. All being susceptible of be digitalized is
translated to electronic support that processes and store the attached informa-
tion. In this context, health processes, as well as their input and output data,
are being digitalized [8,21]. Concepts such as Electronic Health Records (EHRs)
[11] and Personal Health Records (PHRs) [16] have arisen in the last few years.
Particularly, the lasts have been widely employed recently to store any kind
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. Garćıa-Alonso and C. Fonseca (Eds.): IWoG 2021, LNBE, pp. 22–33, 2022.
https://doi.org/10.1007/978-3-030-97524-1_3
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of health information about patients—including those generated by intelligent
health devices such as Internet of Medical Things (IoMT) [4,6,19] or Web of
Medical Things (WoMT) devices [15].

The broader capability of each new electronic support to store more diverse
sources’ health information highlights the need to offer mechanisms to patients in
order to collect all their health information provided by different agents [9,18]—
understanding by agents different types of healthcare entities or connected smart
devices generating health data. Moreover, it can even arise data-ownership’s
doubts in the patients, who are not confident about which systems store infor-
mation about their health, as well as each of them does not have full knowledge
about the interactions involving their data [22].

Due to all this, the advantages of digitalizing health processes are mitigated.
Not having a way to access all her health data makes it difficult for a patient to
manage it and apply its ownership’s rights—since she is the real owner of her
health data [18]. Health data can be generated, but they can also be modified in
case there is an error in them and even deleted [12]—if requested by the patient
to whom they belong. For any of these actions, the patient should have a way
to keep track of and be aware of all the changes that occur in her health reality.

The first step to obtain empowers patients and allowing them to be aware
of all concerning their data is to obtain a complete vision of their health trajec-
tory [20]. In this sense, the most promising proposals in the literature are the
ones using blockchain to obtain a data structure referencing where each health
record of the user are stored [1,17]—due to its distributed nature, as well as its
guarantees on data security and privacy [2,12]. Authors of this paper has con-
tributed to it with previous works [18]. However, although these proposals offer
unified access and the integration of each patient’s health data, none of them
take advantage of having a structure per patient to employ it as a registry of
changes in the patient’s health reality, rather than just as a directory to access
their data.

It is clear that having this registry would help the patient to have greater
control over their data, to validate the authenticity of the test data—detecting
addictions, modifications or undue deletions of data—and to have complete
traceability of the patient’s health reality—as is done in other domains, such
as food’s traceability [3]. That is the reason why this paper makes efforts in the
definition of this registry and proposes a theoretical implementation of it.

The obtainment of this registry contributes to the achievement of the Per-
sonal Health Trajectory of patients, proposed by the authors of this paper in
previous works [20]. In addition, having a data structure such as the one pro-
posed in this paper, new patient-centered health systems—instead of current
institution-centered ones—come to a step closer [20].

The rest of the paper is structured as follows: Sect. 2 shows the motivations
of this work and related work. Section 3 presents the concept of Personal Health
Trajectory and its relationship to the health’s registry presented in this paper.
Then, Sect. 4 deeps on how to obtain this registry by means of their implemen-
tation with blockchain. Section 5 brings a brief discussion over the consequences
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and real applications of this registry. Finally, in Sect. 6 the conclusions of this
work and some future lines of research are exposed.

2 Motivations and Related Works

In the current health systems, the data about its patients is stored in an isolated
way. Data stored in the information system of a health system—or in cloud
services from smart devices—for a patient is not aware of data stored in other
health systems’ information systems for the same patient [9]. Therefore, if a
patient interacts with many of these health systems or uses smart devices to
monitor her health, multiple, fragmented representations of her health reality
are generated [18]. Further the duplicity and inconsistencies problems concerning
these multiple, fragmented representations, this also makes difficult for patients
to manage their health reality and be aware of all operations involving it.

As a first step to achieve it, each time more proposals try to integrate the
patients’ health data in a unique, global vision. On the one hand, proposals
such as that of Spil et al. [23] or that of Kyazze et al. [13] advocate for the
integration of health data physically integrating it on the same storage system.
On the other hand, proposals such as that of Zhang et al. [24], advocate for the
interoperability of data stored in a distributed way—reducing the intrusiveness
of the first type of proposals—even using the same technology of the first ones.
In this line, proposals using blockchain as support to enable this interoperability
have arisen—being this one of the main suggested applications of this technology
on health domain in last years[2,12]. Proposals such as that of Roehrs et al. [17]
or that of Chen et al. [1] present the creation of a blockchain-supported data
structure per patient that stores in their blocks references to where it is stored
each of their health records. Jalali et al. [10] propose the Personicle concept, a
chronicle of live events related with health of users. To generate it, they propose
a framework integrate, store, and analyze data from heterogeneous data streams.

Moreover, the authors of this paper had been working on their own proposal
defining the blockchains’ federation concept [18], having a blockchain per patient
with access to all their records and another upper blockchain that allows health
professionals to locate the blockchains of patients sharing their data.

Although all these proposals achieve a solution to the problem of the mul-
tiple, fragmented visions of the health reality of a patient, all of them are only
considering operations of the addition of new records. Some of them even affirm
that health data does not need to be modified or deleted after their addition [1],
so only the addition of data must be registered in the global vision. Despite this,
as some studies on blockchain for eHealth affirm [12], these others operation can
be necessary for some situations. This is solved by proposals that do not integrate
physically records, but they make them interoperable through an additional data
structure. Nevertheless, this has other implications, such as the global vision is
not aware of what is happening in records—i.e., blockchain’s security properties
are applied to the global vision, but not to the records referenced by it.

Proposals generating this global vision could take advantage of having a data
structure with all patient’s health data to offer new mechanisms that empower
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patient with the control on her data—and even that improve the security of
it [14]. This single, global view, in which the all health data of a patient are
integrated, could offer users greater control over what is happening at any given
moment in their medical history: the traceability of their health data.

Achieving this traceability, beyond the simple integration of health data, can
be useful for the patient for multiple reasons. It will give the user complete
control over what happens to his health data: when it is added, when it is
modified, or when it is deleted—as well as where and by whom these actions
are performed. In addition, it also allows verification of the authenticity of the
records. For example, by saving a value computed with the content of a record
at the time of adding or modifying it, it is possible to check whether its content
has been maliciously altered at the time of accessing it. Likewise, it is possible
to check whether a record has been deleted without the patient’s consent or, at
least, without the patient’s knowledge. All this leads to greater empowerment of
the data on the part of the patient and greater security for the records.

The fact of using a blockchain to perform traceability is not new. There are
already many proposals in other fields where blockchain is used as a registry
to ensure the traceability of elements such as food. In the case of alimentary
traceability, public blockchains—where anyone can read—are employed to share
the different stages by which a concrete aliment has passed since it was collected
until it is on the hand of consumer [5]. Even within the health domain, no
proposal talking about health traceability are found, in the field of smart health
and eHealth there are already proposals that talk about the need to offer a
certain grade of security in health data that could be achieved by means of health
traceability [7,25]. Specifically, the works found claims for the need to ensure
personal health data provenance, as well as right confirmation, by means of smart
contracts, and the control of who is performing changes in health information to
prevent malicious activity by means of the control of access keys’ sharing.

Other proposals such as that of Li et al. [14] limit their application only to
the insurance of health data security and not to the complete traceability of it.
From the analysis of these works, it can be concluded that health traceability
required a private approach where only patient to which health data belongs and
their authorized users can access their health data traceability—in contrast to
the public approach followed in alimentary traceability. This analysis reveals also
that none of the proposals found trying to offer a full traceability solution such
as this offered in other domains—e.g., the commented alimentary traceability.
Each proposal faces only concrete parts of this traceability: data provenance,
content validation, malicious accesses, among others.

The authors of this article believe that providing health data traceability
and providing mechanisms for integrating distributed health data are intimately
linked—as they have been trying to illustrate throughout this section. That
is why they want to take advantage of the data structure already generated
by many proposals—including their own—to integrate or make interoperable
distributed data and enable it to perform the tasks of health data traceability.
To this end, it is proposed to refocus the information to be stored, obtaining
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a solution that solves both problems. In this way, the aim is to bring closer
the arrival of patient-centered health systems that are more complete without
complicating their integration into current information systems.

3 Extending Personal Health Trajectory for Traceability

Personal Health Trajectory is a concept that arises in the minds of this paper’s
authors in previous researches [20], when they try to offer a solution to the prob-
lems of actual institution-centered health systems from the patient perspective.
Among others, this concept implies the creation of new patient-centered health
systems, where the information revolves around and in virtue of this, and not
of the institutions—as it has up to now. In order to make this possible, the
need to the creation of a data structure where all the patient’s distributed data
are aggregated into a complete view of the patient’s health throughout her life
arises—see Fig. 1.

Fig. 1. Personal Health Trajectory concept

However, as motivated in the previous section, this structure does not have to
remain just a system of links to patient records. It can take advantage of them
to record all the changes that occur in the patient’s health reality. Following
the scheme of CRUD operations (create, read, update, and delete) that can
be performed on the data, these would be: read (GET), add (POST), modify
(PUT), and delete (DELETE).

Moreover, next to each operation associated with a health record, a value
can even be stored to reflect the status of that record at the time a written
operation—the creation or updating of the record—is recorded in its Personal
Health Trajectory. In this way, it can be guaranteed that, if the state of the
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record is not the same as the one saved the last time this record was referenced
in the Personal Health Trajectory, someone has spoiled it.

On the other hand, all this leads to empowerment of their health data by the
patient. By belonging to the Personal Health Trajectory, the patient can control
who has access to it and who does not. Thanks to traceability mechanisms, such
as the one mentioned above, all those who interact with or generate patient
health records without going through their Personal Health Trajectory can be
considered unidentified users. Therefore, the authenticity and purpose of this
data cannot be verified. Thus, this data may be treated with a different level of
caution than data written by recognized agents—those to whom the patient has
allowed access to the Personal Health Trajectory to write their changes.

4 Blockchain as Physical Support for Personal Health
Trajectory Traceability

One of the most widely used technologies for the creation of the data structure
that integrates patient health data is blockchain. Specifically, this is the main
technology used in the proposal of the authors of this paper to create their
Personal Health Trajectory [18].

Fig. 2. Blockchain-based registry for Personal Health Trajectory

Blockchain as a technology to perform traceability on the Personal Health
Trajectory allows the generation of a blockchain with the changes in the patient’s
health records. In this way, each block is associated with a CRUD operation on
one of the patient’s records—see Fig. 2. So, those records that do not have any
associated block in the chain may be treated as data from untrusted sources, as
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discussed above. For records with blocks that store transactions on them, all the
advantages discussed in the previous section can be applied.

In addition, the fact of using blockchain to obtain traceability over the Per-
sonal Health Trajectory allows not only to obtain the advantages already men-
tioned in the previous section, but also offers another series of extra advantages.
For example, saving in the Personal Health Trajectory the status of a record
when it is referenced from a block is more secure with blockchain. If the status
of a record is obtained by calculating a hash associated with the content of the
record, this hash should be stored in the block of the operation on the record.
This block has the advantages of being stored in a blockchain, such as being
part of an immutable chain, protected by a hash associated with the content of
the block that does not allow anyone to change the content of the block with-
out breaking and invalidating the chain—this is one of the security principles of
blockchain. Therefore, it could be said that the integrity of the content of the
record is guaranteed by the use of a double-hash. If someone were to maliciously
attempt to alter the contents of the record, the hash associated with its contents,
stored in the last block of a write operation on the blockchain record, would have
to be rewritten. If someone tried to do this, it would invalidate the blockchain
chain and the attack would be detected.

On the other hand, blockchain technology already offers advanced mecha-
nisms to secure other aspects such as who accesses a blockchain and the permis-
sions they have over it, among others. Therefore, every interaction that takes
place in the Personal Health Trajectory is recorded by the blockchain technology
itself. In this way, it can be controlled who registers each record—by knowing
who and when generates the block—or who accesses this blockchain to regis-
ter and visualize changes in traceability—even formalizing procedures through
smart contracts.

Figure 3 shows what a base architecture that uses blockchain to integrate
distributed stored data would look like if it is extended to maintain traceability
of records. As can be seen, the records are stored outside the blockchain and
only a reference to them is stored from the blockchain. To perform traceability,
along with the reference to the record—which can be stored with any type of
attribute, as is done in this case with the attributes URL Resource and Key
resource—, new attributes are stored such as the action on the record that is
represented by that block and the hash of the record content—in case of a write
operation, as a create or modify operation.

The data that may be referenced, as in many data integration proposals, is
data generated by healthcare institutions or data generated by IoMT or WoMT
devices.

Similarly, it can be seen how the user’s smartphone maintains a copy of the
blockchain that it integrates and provides traceability over its Personal Health
Trajectory. However, this blockchain can be shared with institutions for them
to read or write to their Personal Health Trajectory, maintaining the integra-
tion and traceability of records at all times. How this sharing is done is more
dependent on the data integration proposal than on this proposal on traceability.
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Fig. 3. Blockchain registry working on records from institutions and IoT services

Some proposals perform this step through the user, who shares a key for institu-
tions to access their blockchain. Other proposals, such as that of the authors of
this paper, seek more complex mechanisms, such as blockchains’ federation [18],
but which allow verified institutions associated with a data-sharing program to
access the data of any of the verified institutions without the user’s explicit con-
sent for each access–something interesting for treating emergency patients, for
example.

To finish, from the above it is intuited that creating such a proposal implies
the use of private blockchains with permissions, where it is controlled who can
read and generate new blocks in the blockchain of each user.

5 Discussion

As it has been manifested during all the manuscripts, the advantages of having
a health registry that maintains the traceability of health records are clear. The
achievement of this registry is closely linked to the existence of health data
integration proposals. Despite this, the usage of other different structures to
obtain this registry could be proposed, having a structure that maintains data
integration and another one that maintains data traceability. However, to have
real traceability of a patient’s health, the need to having a global vision of all
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patient’s health data becomes necessary. If no data integration structure is taken
into account as starting point to access this global vision, the data integration’s
task must be replayed once again by new proposals to obtain the traceability
structure.

Even being convinced that the obtaining of health traceability is an extension
of health data integration proposals, the details about how to obtain it are not
free of discussion, since different topics emerge around it.

The clearest example is about if real traceability can be provided only by
maintaining the last version of records in the health system, or if it is become
necessary to have stored—and referenced in the different blocks about a record—
the different versions of a record across the time—at least until the record is
solicited to be deleted—if done. In the proposal presented, it is known that
various blocks reference the same record because their pointers refer to the same
point. If different versions of a record become to be stored, each of the pointers
referring to the same record will have references to different points. So, the
inclusion of a common identifier to all records being versions of a unique real
record is necessary. Taking as a premise that all the versions of a record are
generated by the same institution—something that has so much sense—makes
easier the task of managing the identifier of records.

In addition, another topic to be discussed is how the patient—being the real
owner of this data structure—grant access to her health registry to institutions
and IoT services to begin writing and/or read on it. In the case of IoT services,
a possible solution is that patient’s smartphone—having a copy of the registry—
perform the writing tasks associated with records of IoT devices. However, in
the case of health institutions, this is not so simple. The health professionals
must access the registry not only for writing but also to read on it when the
patient is under treatment. How to achieve this is discussed by several proposals
on data integration, and their solutions can be applied in this case also—since
on our approach architecture under data integration is the same under data
traceability. Some issues arise around this, such as how access is granted in case
of emergency if the user is the one granting it. In this sense, the authors of this
paper are already working on solving problems of this type with other proposals
such as the blockchain federation [18]. With all this, it is still up in the air that
access to all patient health data traceability, and not only to their integrated
data, will be given to them.

6 Conclusions and Future Work

This paper has discussed how distributed health data integration processes can
be improved and taken into account to provide traceability of patient health
data—as is already done in other fields. Specifically, the concept of Personal
Health Trajectory—on which the authors of this paper have worked—has been
presented and it has been shown how it can be extended to guarantee traceability.

Finally, efforts have been focused on showing a more pragmatic proposal—
although without reaching its implementation—of how the traceability of the
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Personal Health Trajectory could be achieved by implementing the latter as a
registry of changes of the patient’s health reality in blockchain. Different security
mechanisms have been proposed around this registry, which takes advantage of
the traceability offered to achieve levels of security that mere data integration
does not achieve.

However, this proposal have already work to do. What is proposed here is
to highlight the need for this traceability and its relationship with existing data
integration proposals. There is still work ahead in terms of its implementation
and the inclusion of new security techniques around the blockchain registry—
some of which are already mentioned in the discussion, such as the use of smart
contracts.
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Abstract. Users’ smartphones collect information about the different
interactions they perform in their daily life, including web interactions.
Mining this information to discover user’s processes provides informa-
tion about them as individuals and as part of a social group. However,
analyzing events produced by human behavior, where indeterminism and
variability prevail, is a complex task. Techniques such as process mining
focus on analyzing customary event logs produced by a system where all
the possible interactions are predefined. The analysis become even harder
when it involves a group of people whose joint activity is considered part
of a Social Workflow. In this demo we present Social Events Analyzer
(SEA), a toolkit for easy Social Workflow analysis using a technique
called Federated Process Mining. The tool offers models more faithful
to the behavior of the users that make up a Social Workflow and opens
the door to the use of process mining as a basis for the creation of new
automatic procedures adapted to the user behavior.

Keywords: Process mining · Pattern discovery · Social workflows ·
Federated process mining

1 Introduction

Smartphones constantly collect information about their user’s daily actions [7],
including the interactions users perform with web pages [6]. These actions can
be considered as the events of a process modeling the user’s behaviour. This
allows techniques such as process mining to analyze this process at the individual
level, but also considering the users as part of a group with similar behaviour’s
processes or Social Workflows (SOW) [3].

However, current process mining techniques are designed to mine informa-
tion obtained from well-defined processes. Human behavior represented in Social
Workflows is usually not deterministic, but highly variable [3]. So, analyzing this
kind of information becomes a problem for process mining. Even more at the
c© Springer Nature Switzerland AG 2022
T. Di Noia et al. (Eds.): ICWE 2022, LNCS 13362, pp. 477–480, 2022.
https://doi.org/10.1007/978-3-031-09917-5_39
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societal level, where indeterminism from different users is aggregated—obtaining
processes that do not provide real knowledge about any of the users or about
the group itself.

Current techniques such as clustering [4] try to solve this problem, grouping
users in not previously-known clusters according their behaviour. Nevertheless,
they do not focus on mining a concrete Social Workflow, but on mining all users
data, not knowing a priori behavioural patterns of interest to be met by users
that are going to be analyzed.

In order to offer an alternative in these situations, Social Events Analyzer
(SEA) has been developed. This tool allows to perform a first phase of individual
mining in each user’s smartphone to filter those users and traces that meet a
concrete, looked for, behaviour. In this way, only users with common behavioural
patterns are considered part of the social group to be analyzed later. The premise
on which this tool is based is that human behaviour is not erratic per se [2]. So,
individually analyzing each user’s behaviour before integrating it improve the
representation of each user in the Social Workflow and the one of the users’
group consequently.

Thanks to this tool, processes that could not be analyzed otherwise due to
heterogeneity in users interactions, can now be analyzed. As well, some additional
benefits come from filtering data on smartphones: reduction of the amount of
data sent to server —reducing the energy footprint [1]—, and reduction of the
computational load on server.

Moreover, SEA allows the development of automatic systems using processes’
information to make recommendations or personalize processes itself. Comple-
menting this manuscript, the use of SEA on a WoT/IoT use case is shown1.

2 Social Events Analyzer (SEA)

Social Events Analyzer (SEA) is based on the novel Federated Process Min-
ing concept. It offers the necessary tools to carry out process mining on Social
Workflows by means of Federated Process Mining, where process mining is per-
formed on two phases: an individual first one on users’ smartphones, generating
an individual model in order to filter users that are going to belong to a concrete
Social Workflow; and a second one on a server, generating social processes with
data resulting from filtering in the first phase. Since the interesting behaviour’s
pattern —or patterns— to be meet by users is known a priori, filtering is per-
formed by means of a query where this behaviour is represented. For example, the
query may ask for users who have ended up watching economic news videos on
YouTube when they started watching videos about the COVID-19 pandemic. For
users meeting the pattern sought in their individual models, traces are checked
one by one, sending to the server only those that contains the pattern. In this
way, traces are only checked when the behaviour is enclosed in the model and
it is known that the user meet the searched behavior —this results in greater

1 https://youtu.be/d2tOYWWhYC0.
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Fig. 1. SEA’s architecture.

efficiency when many queries are made or when the amount of traces to be stored
is very large.

Social Events Analyzer —Fig. 1— offers a concrete implementation of Feder-
ated Process Mining in the way of a series of components that must be included
in the application that generates the data and a complete Federated Process
Mining server. The three main components, that are divided into a number of
sub-components, are:

Individual Process Mining component2. This component is the one
deployed on smartphones. At the moment it is only available on Android devices.
Specifically, SEA offers the FPM Individual Process Mining module, which must
be included in the mobile application that generates the event log —in .XES
format— to be mined. The generation of this event log must be addressed by
developers of the application—using information collected in the app logic.

Social Process Mining Component3. This component is the one that is
deployed on the server. It is actually a set of web services—implemented in
Python—and a web application—in Typescript—that work together. Each of
them is in charge of part of the functions to be performed by the Social Process
Mining component, highlighting the Social Mining API. It is a REST API that
works as an access point to the Social Workflows information, offering data and
operations to manage it to the Web Application, to third-parties or even to the
users’ smartphones themselves when these are the ones interested in accessing
the data of a given Social Workflow.

FPM Aggregator. This component has been implemented as part of the previ-
ous ones —mark in green color in Fig. 1—, using previous works on the deploy-
ment of APIs in mobile devices [5]. It is employed to enable communication
between individual and social parties—being used to send queries from Social

2 https://bitbucket.org/spilab/individualpmmodule.
3 https://bitbucket.org/spilab/fpmserver.
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Mining component to the smartphones in Linear Temporal Logic (LTL) format
and to send traces from these as response to queries.

3 Conclusion and Future Work

SEA makes use of the concept of Federated Process Mining to enable the usage of
process mining on Social Workflows. For this purpose, it offers a complete toolkit
with the necessary components to be included in smartphones and the server
where social mining is going to be performed. As result, models more faithful
to the members of a social group and the optimization of resources needed to
perform process mining are achieved. In addition, SEA brings the arrival of a
new generation of automatic systems based on user process information.
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Abstract
The development that quantum computing technologies are achieving is beginning to 
attract the interest of companies that could potentially be users of quantum software. Thus, 
it is perfectly feasible that during the next few years hybrid systems will start to appear 
integrating both the classical software systems of companies and new quantum ones pro-
viding solutions to problems that still remain unmanageable today. A natural way to sup-
port such integration is Service-Oriented Computing. While conceptually the invocation of 
a quantum software service is similar to that of a classical one, technically there are many 
differences and technological limitations, which refer to platform independence, decou-
pling, scalability, etc. To highlight these differences and the difficulties to develop quality 
quantum services, this paper takes a well-known problem to which a quantum solution can 
be provided, integer factorization, making use of the Amazon Braket quantum service plat-
form. The exercise of trying to provide the factorization as a quantum service is carried out 
following the best practices, design patterns and standards existing in the implementation 
of classical services. This case study is used to highlight the rough edges and limitations 
that arise in the integration of classical-quantum hybrid systems using service-oriented 
computing. The conclusion of the study allows us to point out directions in which to focus 
research efforts in order to achieve effective quantum service-oriented computing.

Keywords Quantum services · Classical services · Hybrid classical-quantum software · 
Quality

1 Introduction

Quantum computing is starting to establish itself as a commercial reality (MacQuarrie 
et  al.,  2020). Several major computing corporations have already built working quantum 
computers, there are tens of quantum programming languages and simulators, and real 
quantum computers can already be used by the general public through the cloud. All this is 
motivating software development companies to take the first steps by launching their own 
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proposals for the integral development of quantum software (Pérez-Castillo & Piattini, 2020; 
Wille et al., 2019; Bergholm et al., 2018; Piattini et al., 2021; Pérez-Castillo et al., 2021). 
All of these signals are an urgent call to software engineers to prepare and enroll to sail the 
quantum seas.

It is generally assumed that on the way to a new world in which software systems are 
mostly quantum, there will be a transition time in which classical and quantum systems 
must not only coexist but collaborate by interacting with each other (Sodhi, 2018). This is 
what has been called classical-quantum hybrid systems (McCaskey et al., 2018, 2020). The 
advances provided by software engineering in the last two decades allow us to affirm that 
a natural way to approach such collaborative coexistence is by following the principles of 
service engineering and service computing.

Among the reasons for this, two can be highlighted. On the one hand, as hardware tech-
nology matures and achieves more affordable costs, it is reasonable to think that compa-
nies will be inclined to use quantum infrastructure and quantum software as a service, as 
they are used to do nowadays with classical computing resources. This has already hap-
pened with classical computing services, companies such as Amazon, Microsoft, IBM, 
and Google that have started approaching the world of quantum computing Digital Journal 
(2022). And it is not unreasonable to think that these same companies will offer both clas-
sical and quantum computing services indiscriminately.

On the other hand, it is reasonable to think that at least initially, quantum systems will be 
used to solve only those parts of problems that cannot be solved by classical architectures, 
while those parts of problems that are already efficiently solved by classical architectures will 
continue to be treated as before. For example, in the field of health, it will be possible to 
accelerate the discovery of new medicines, perform simulations of molecules for pharmaceu-
ticals, and enable the development of new medicines easier and faster (Zinner et al., 2022); 
in the financial domain, it could help analyze all possible scenarios and compare risks and 
optimize a financial portfolio Pistoia et al. (2021); it could also help us decrypt cryptographic 
security systems, optimize travel routes and logistics, model climate change, etc. (Cheng 
et al., 2021).

A natural way to achieve these quantum solutions is by consuming quantum services.
Conceptually, the invocation of a quantum program is similar to that of a classical ser-

vice. A piece of software needs a result to be produced by a quantum system and to do so 
it consumes a service. For the sake of service engineering principles, such an invocation 
should even be agnostic of whether the service that will return the result is quantum or 
not. Technically, however, the invocation of a quantum service is very different from that 
of classical service and still poses a challenge today. This is due to the inherent nature 
of quantum computing, meaning that a quantum service differs from classical services in 
which it includes entanglement and superposition of solutions, and will collapse to a single 
solution when interacting with the external world, leading to having a probability ampli-
tude associated to the results obtained upon observations of the quantum system.

Servitizing a quantum piece of software, namely converting it into a service endpoint 
that can be invoked through a standard service request, is possible with the existing tech-
nology. However, in the current status of quantum software, it means eliminating most of 
the advantages that made service-oriented computing a commercial success, especially, 
those related to software quality like composability, modularity, maintainability, reusabil-
ity, etc. (Ravichandran & Rai, 2000).

The reasons for this are multiple. First and foremost, the specificity of each architecture 
makes quantum algorithms and their parameters dependent on the specific quantum hard-
ware in which they will be executed. But also, the return of the result of a quantum process 
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is subject to errors or does not support the intermediate verification of results (due to the 
system collapse). Thus, different quantum architectures require very different skillsets. For 
example, circuit-based quantum programming requires developers to know the details of 
quantum gates (Wille et al., 2019), while quantum annealing programming requires adapt-
ing the problem to that specific metaheuristic (Boixo et al., 2013). Consequently, invoking 
a quantum program in an agnostic way is impossible today and violates all the principles of 
service engineering. All of the above highlights the need for the development of Quantum 
Service Engineering (Piattini et al., 2020).

In this paper, we explore the current state of quantum software engineering from a service-
oriented point of view. The integer factorization problem (Nielsen & Chuang,  2002; Jiang 
et al., 2018) is used to illustrate the different problems that arise when a quantum piece of code 
is tried to be used as a service. Amazon Braket1, the quantum computing service offered by 
Amazon as part of their AWS suite, is used as the services platform. Amazon is globally rec-
ognized as the leader company in services technology, and through Braket, they offer access 
to quantum computers from three different hardware providers. Using this platform as the 
basis for quantum services development, we identify the problems and limitations of current 
technology using the lessons learned from service-oriented computing. The paper provides an 
exploration of the problems to be addressed pointing out different research directions for the 
development of a future quantum service engineering.

In order to do that the rest of the paper is organized as follows. Section 2 details this 
work background in both fields of service-oriented computing and quantum software 
development. Section 3 describes one of the possible ways to implement a classic service 
following best practices, design patterns, and existing standards. Section 4 addresses the 
servitization of quantum software using Amazon Braket. Section 5 lists the main limita-
tions found in today technology that limits the benefits of quantum services. And finally, 
Sect. 6 presents the paper conclusion and future works.

2  Background

Service-oriented computing is a paradigm that utilizes services as the fundamental elements 
for developing software (Papazoglou, 2003). One of its pillars is service-oriented architec-
ture (SOA) that proposes the implementation of complex software solutions through the use 
of a set of services that are composed and choreographed (Endrei et al., 2004). The basic 
composition mechanism is the service call that allows a service to be invoked from another 
piece of code (potentially another service) agnostically with respect to the place, technol-
ogy, or architecture of the invoked service. The services can thus be maintained, evolved, 
replaced, and reused independently without affecting the software that invokes them. It is 
precisely these properties that make them especially attractive to create quality software. 
Over the last two decades, service-oriented computing and SOA in general, and web ser-
vices in particular, have been at the center of intense research (Bouguettaya et  al.,  2017) 
leading to monolithic software being gradually replaced by service-based software run in 
the cloud (Mazlami et al., 2017; Haugeland et al., 2021).

The success of service-oriented computing has been possible, to a great extent, thanks 
to the development of cloud computing as a paradigm that aims to provide reliable and 

1 https:// aws. amazon. com/ braket/
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customized dynamic computing environments (Wang et al., 2010). Some of the main rea-
sons behind the success of the cloud include: the ability for companies to better control 
their costs since they do not have to buy, upgrade and maintain expensive hardware and 
only pay for their use; and the flexibility and scalability provided by cloud vendors that 
allow companies to instantly increase or decrease their hardware capabilities according to 
their needs. These have made the cloud one of the most successful business models of the 
last decades. Recent estimations calculate that in the USA only, cloud computing contrib-
uted approximately 214 billion dollars in value-added to the GDP and 2.15 million jobs in 
2017 Hooton (2019).

Given these numbers are not a surprise that current quantum computers, which are still 
very expensive hardware to build and operate, are being offered following this model. In 
its current form, most quantum computers can be accessed through the cloud in a model 
called by some researchers quantum computing as a service (QCaaS) (Rahaman & 
Islam, 2015). This model can be compared to the classical Infrastructure as a service (IaaS) 
model offered in cloud computing. QCaaS allows developers to access some of the world’s 
existing quantum computers; nevertheless, this access is very dependent on the specific 
hardware and developers must have great proficiency in Quantum Computing to benefit 
from its advantages.

To increase the abstraction level of QCaaS, there are multiple ongoing research efforts. 
From a commercial perspective, platforms like the above-mentioned Amazon Braket pro-
vide a development environment for quantum software engineers or, like QPath2, an eco-
system that covers a wide range of possible applications by integrating the software classi-
cal and quantum worlds in a quantum development and application life cycle platform for 
high-quality quantum software.

From a more academic perspective, a significant number of works are starting to appear 
in the field of quantum software engineering (Zhao,  2020; Piattini et  al.,  2020). These 
works focus on translating the lessons learned in classical software engineering to improve 
the quality of quantum software. However, as far as the authors know, very few works 
focus on the perspective of service engineering for quantum and hybrid software.

However, some works are starting to appear in this domain, like Barzen et al. (2021) 
where quantum application as a service (QaaS) is proposed to narrow the gap between 
classical service engineering and quantum software. Works like this reveal the need to 
focus on a service-oriented approach for the development of quantum services.

3  A good classic service implementation

Before starting to discuss the proposed case study and the limitations found, we will 
describe one of the possible ways to manage the entire life-cycle of a classic service, start-
ing with the implementation, followed by its deployment and its subsequent monitoring 
and maintenance. For this purpose, we will follow existing best practices, design patterns, 
and standards.

Figure 1 shows how a good classical version of the implementation, deployment, and 
maintenance of a service could look like. We would like to point out that there is no sin-
gle best way to define a classic service and that it can be developed following different 

2 https:// www. quant umpath. es/
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approaches. However, we have tried to follow some of the most accepted best practices, 
design patterns, and standards that have become very relevant in recent years for the defini-
tion and development of classical services. Among them, we followed the models defined 
by Newman (2021) (one of the early pioneers of microservice architecture), the microser-
vices design patterns of Richardson (2019) (a renowned and well-respected microservices 
expert), and the guide of Wolff (2019) (a renowned software architect who has written sev-
eral books on microservices).

In this regard, Fig. 1 is split vertically in two. On the left side can be seen the service 
client (which can be a service itself). In the case study, which will be detailed in Sect. 4, 
this would be the cryptographic decryption service. And on the right side, the invoked ser-
vice can be seen, in the commented case study, it would be the algorithm for calculating 
the factorization of integers.

Horizontally, the same Fig.  1 is split into three layers that represent different phases 
in the service life cycle. On the top, the implementation phase of the service can be seen, 
where the service is developed. In the middle, the deployment phase of the service can be 
seen, where it is published so that it can be invoked. And at the bottom, the monitoring 
phase can be seen where the service is being used. For each of these phases, some of the 
most relevant standards and best practices in classic services will be discussed.

For the implementation of a classical service, a developer needs to combine two main 
aspects. The business logic of the service, which is specific to each service and imple-
mented ad hoc, and the service API. For the definition of the service API, the OpenAPI3 
specification can be used. This specification defines a standard, language-agnostic interface 
to RESTful APIs which allows both humans and computers to discover and understand 
the capabilities of the service without access to source code, documentation, or through 
network traffic inspection. An OpenAPI definition can then be used by code generation 
tools like Swagger to generate servers and clients in various programming languages. 
Using OpenAPI, for our case study, the integer factorization service can be defined with 
its input and output parameters. From this definition, a code stub can be generated, for 
example in Python, in which the business logic of the service can be added. By following 
this approach, the service could be accessed using a REST request and JSON to provide 
the input parameters.

Fig. 1  A good classic version of a implementation of a service

3 https:// www. opena pis. org/
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Once the service is implemented, it must be deployed so clients can access it. For this 
deployment, in most cases, a cloud computing solution is used in which we deploy our API 
project in hardware provided by a third party. Depending on the level of control, we require 
over the hardware, there are several alternatives ranging from IaaS solutions, like Amazon 
Elastic Cloud Computing (EC2)4, where we have complete control over a virtual machine, 
to the use of containers like Docker5 or to serverless approaches like Amazon Lambda6, 
where no control over the underlying infrastructure is provided to the service creators. 
Independently of the deployment approach followed the proposed service will have some 
coupling with the operating system in which it is deployed.

At the same level, one of the most used design patterns in the deployment of classical 
services is the API Gateway. To put it simply, the API Gateway takes all API requests from 
a client, determines which services are needed, and combines them into a unified, seamless 
experience for the user. For the proposed case study, the service would invoke the prime 
number factorization service through the API Gateway of the back-end. The API Gateway 
would transmit the petition to the appropriate service and provide the response once it has 
been computed.

Finally, once the service is deployed and is being invoked by users it must be monitored 
by the DevOps team to ensure that the service can deal with the demand. To address this, 
usually, a Load Balancer can be used in combination with the API Gateway. Additionally, 
monitoring rules can be defined in combination with tools like Graphite7 or CloudWatch8 
to obtain fine-grained information of the service status. This would allow us to control the 
status of the prime number factorization service, the number of requests, how much are we 
going to pay for the infrastructure at the end of the month, etc.

As can be seen, even for a “simple” service like the prime number factorization ser-
vice the development, deployment, and monitoring process are quite complex. It could be 
thought that most of the components in Fig. 1 are not really necessary for a simple service. 
However, all of them are there for a reason. Service-oriented computing has adopted these 
patterns and good practices because all of them contribute to the benefits provided by ser-
vice orientation. The most relevant of these benefits are:

• Platform independence. By using a REST API, which in turn is based on HTTP, IP, 
and the rest of internet protocols, services can be invoked from any platform indepen-
dently of the language of the service, the language of the client, and the platforms in 
which both are run. Similarly, by using JSON, data can be transferred between services 
regardless of the implementation languages. Finally, by using the OpenAPI specifica-
tion, an independent, well-formed API will be defined that can be easily consumed by 
any client.

• Location independence. Classical services are also independent of the location in 
which they are deployed. This independence can be considered at two levels:

7 https:// graph iteapp. org/
8 https:// aws. amazon. com/ cloud watch

4 https:// aws. amazon. com/ ec2
5 https:// www. docker. com/
6 https:// aws. amazon. com/ lambda
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– Physical independence. This is provided by REST, HTTP, and DNS which allow 
service developers to use a URL to access a service independent of where it is 
deployed.

– Logical independence. Meaning the independence of a given service inside a more 
complex project is provided by an API Gateway that hides this complexity from the 
service clients.

• Decoupling. Three different types of decoupling must be taken into account:

– Decoupling between services. The decoupling between different services of a single 
API is provided by the API Gateway which can communicate services without the 
services knowing each other.

– Decoupling between services and hardware. The decoupling between services and 
hardware and operating systems is provided by the platform in which the services 
are deployed (EC2, Docker, Lambda, etc.).

– Decoupling between services and programming language. The decoupling between 
the services and the programming language in which they are written is provided by 
the OpenAPI Specification and code generation tools that are able to generate the 
service stub in different programming languages.

• Scalability. Services are also resilient and developers are able to scale to address 
changes in the demand. The most common way to provide this scalability, without 
incurring high economic costs from the cloud provider, is the use of elastic platforms 
and a load balancer that is able to start and stop new instances of the service as needed.

• Composability. Services also have to be composable, so a set of simple services can 
be composed to provide solutions to complex problems. This composability can be pro-
vided by the API Gateway that can decompose a single invocation into calls to different 
services without the services knowledge.

• Reliability. Services have to be reliable in the broadest sense of the word, including 
security, maintainability, accountability, and many other X-abilities. To achieve this, a 
complete set of monitoring and analytic tools are needed that provide all the informa-
tion needed about the services.

To achieve all these benefits a complex infrastructure, like the one shown in Fig.  1, is 
needed. However, as far as the authors know, there is no support to obtain the benefits of 
service-oriented computing if one of the services of an API is implemented as a quantum 
service.

4  Quantum servitization

There are some problems that cannot be solved efficiently using classical computation, and 
a clear example is that of factoring prime numbers. This is where quantum computing can 
offer the greatest benefits. But without forgetting all the knowledge acquired in classical 
service-oriented computing. Where being able to distribute and servitize a development 
has offered benefits already known to all.

To address the current state of quantum services, in this paper, we have decided to use 
Amazon Braket. Amazon defines Braket as a fully managed quantum computing service. 
Specifically, Braket provides a development environment to build quantum algorithms, 
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test them on quantum circuit simulators, and run them on different quantum hardware 
technologies.

Given that Amazon is currently the global leader regarding cloud computing and ser-
vices technologies through AWS, Braket seems a good alternative to develop quantum ser-
vices. Nevertheless, since the state of quantum software development is roughly the same 
in the different existing platforms, we expect similar results to the ones presented in this 
paper if the quantum services were developed on a different platform.

The basic building block of service-oriented computing is a service, defined as a self-
describing, platform-agnostic computational element that supports rapid, low-cost compo-
sition of distributed applications (Papazoglou, 2003). However, Braket is not directly pre-
pared to offer the developed quantum algorithms as services that can be invoked through 
an endpoint to compose a more complex application.

This shortcoming can be addressed by wrapping the quantum algorithm in a classical 
service. This implies including a classical computer to run the classical service that, in 
turn, invokes the quantum computer. As far as the authors know, there is currently no way 
of directly invoking a quantum algorithm as a service. Figure 2 shows an example of this 
approach. One of the simplest and well-known quantum circuits, the one used to create 
Bell states between two qubits is wrapped by a Flask9 service. This Flask service can be 
deployed in a classical computer and provides a simple way to include quantum algorithms 
in a complex service-oriented solution.

Next, we present a more complex quantum algorithm used as a case study to identify the 
problems and limitations of current technology from the perspective of Service-Oriented 
Computing.

4.1  Integer factorization case study

In order to make the analysis as broad and interdisciplinary as possible, we have decided 
to select a problem well-known by the scientific community working in quantum com-
puting. At the same time, the selected problem is simple enough to be comprehended by 
any newcomer. Between the several applications that satisfy both conditions, we have 
decided to tackle Integer Factorization, more precisely with a particular application of 
the later denoted Prime Factorization. As we all know, although this fundamental prob-
lem in number theory is computationally hard, it is not believed to belong to the NP-
hard class of problems (Jiang et al., 2018). Nonetheless, it is a problem that has been 
used as a basic hardness assumption for cryptographic algorithms, such as the famous 
RSA algorithm. Thus, integer factorization and identification of new methods to address 
this task acquire an important role in information security.

There are multiple proposals and algorithms for the solution of this problem, being 
the most famous Shor’s algorithm Nielsen and Chuang (2002). This algorithm is nor-
mally described in terms of quantum gates and circuits, suitable for development and 
execution on machines such as IBM’s Q computing chip Haring et al. (2011), but when 
considering other approaches to quantum computing, such as Adiabatic Quantum Com-
puting based on concepts such as quantum annealing, it is not possible to implement 
Shor’s algorithm directly. Nonetheless, other algorithms have been proposed for prime 

9 https:// flask. palle tspro jects. com/
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factors, such as the case of the algorithm proposed by Wang et al. in (2020). Thus, in the 
studies conducted on this paper, these will be the algorithms proposed for integer fac-
torization: Shor’s algorithms for quantum machines programmed with quantum circuits 
and gates, such as Rigetti’s Motta et al. (2020) and IonQ’s Kielpinski et al. (2002); and 
integer factorization based on quantum annealing for adiabatic quantum machines such 
as D-Wave’s Hu et al. (2019).

These algorithms also serve as an illustration of a problem derived from the rela-
tive novelty of quantum computing and its different existing implementations. Namely, 
the nonexistence of algorithms with do-it-yourself characteristics. This is mainly due to 
the complex nature of the problems addressed by quantum computing and to the prox-
imity of the algorithms with the underlying hardware used. This context is producing 
problems similar to those of the 60s software crisis Moguel et  al. (2020), where each 
algorithm was designed for each particular computing hardware, many times having to 
recreate the algorithms for each new machine or even for each new increment of the 
problem. A reminiscent of this is found, for example, when having to generate a new 
circuit in Shor’s algorithm for primes to be factorized. Although this could be done 
through the use of algorithms to generate these circuits automatically, for the great 
majority of possible users of quantum computing, the ability to be able to create these 
types of “meta-algorithms” is beyond their capabilities, complicating the expansion 
of quantum computing usage out of the specialized field. Thus, it is necessary to offer 
solutions to non-specialized users for the utilization of quantum computing, such as the 
case of deployment of quantum services which allow hiding the complexity to users, 
only providing with entry end-points and returning the results of the execution.

Fig. 2  Quantum algorithm wrapped by a classical service
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4.2  Integer factorization in Amazon Braket

To illustrate the actual situation of quantum services that can be developed on Amazon 
Braket, we have translated the above-mentioned integer factorization algorithms to this 
platform.

At the moment of writing this manuscript, Braket supports three different quantum 
computer simulators and real quantum computers from three different hardware vendors. 
Specifically, the supported quantum computers include two vendors whose development is 
based on quantum circuits, Rigetti and IonQ, and one vendor based on quantum annealing, 
D-Wave. The integer factorization algorithms have been tested in all supported quantum 
machines and simulators.

Since the supported simulators are also based on quantum circuits, Shor’s algorithm has 
been used in both, simulators and quantum circuits hardware. Figure 3 shows a fragment 

Fig. 3  Fragment of the quantum circuit needed to run Shor’s algorithm in Amazon Braket
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of the quantum period-finding subroutine of Shor’s algorithm implemented using Amazon 
Braket. The complete circuit for Shor’s algorithm can be executed without changes in the 
three simulators and the two circuit-based computers supported by Braket. Nevertheless, 
is interesting to note that the measurement and reinitialization of qubits supported by many 
other existing simulators, and that can be therefore found in public implementations of 
Shor’s algorithm, are not supported by Braket. In the figure, this part of the algorithm is left 
commented as an example. Shor’s algorithm can be adapted to avoid the use of these opera-
tions which means additional efforts to adapt one of the most well-known algorithms to the 
specifics of a given quantum platform.

This difference with other existing solutions causes that the implementation presented 
here only works on certain occasions. For our study, the result obtained or that the integer 
factorization algorithm does not work in all executions is not of great relevance because 
our interest is the study and analysis of the behavior of the quantum algorithm from the 
point of view of service-oriented computing.

Although the quantum circuit would be the same regardless of the quantum hardware 
or simulator used, the way in which the algorithm is invoked changes depending on where 
it will be run. Figure 4 shows the Braket invocation code for the three simulators and the 
two quantum computers supported. As can be seen in the figure, using the local simulator 
is the most straightforward invocation. To run the algorithms in the other simulators an s3 
(Amazon simple storage system) destination has to be defined, where results will be stored, 
alongside a timeout for polling these results (if the polling timeout is too short, results may 
not be returned within the polling time). Finally, for running the algorithm on real quan-
tum computers, a recovery task has to be defined. The quantum algorithm execution is an 
asynchronous operation and the developer is in charge of consulting the results when ready.

Finally, to execute integer factorization on an adiabatic quantum machine, such as 
D-Wave, one would have to completely rewrite the algorithm, since they are based on the 
adiabatic theorem closely related to quantum annealing. Thus, the mapping challenge dif-
fers from gate-based machines rendering quantum circuits inappropriate. Figure 5 shows 
the Braket code to factorize the number 21 using a D-Wave quantum machine.

These examples, although small, are enough to remark the current limitations of quan-
tum software from the point of view of service-oriented computing.

Fig. 4  Fragment of the Amazon Braket code to invoke the Shor’s algorithm in different devices
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5  Quantum service implementation and its current limitations

After developing the described service, the algorithm was tested to execute on all the 
defined machines and simulators, and different metrics were used to evaluate its perfor-
mance and the limitations of including a quantum service in a hybrid system. The follow-
ing were evaluated: number of qubits, since it is one of the main limitations of current 
quantum computers, and this directly affects the ability to execute the service; the number 
of shots, due to the problems that arise from the characteristics of real quantum computers, 
mainly noise in the state of the qubits, the experiments must be performed several times or 
“shots” to be statistically consistent; the precision of results, since there is some discrep-
ancy in the results obtained on different machines; the response times, this measure cor-
responds to the time elapsed between sending the request and receiving the result; and the 
economic cost of invoking each solution.

To proceed with the evaluation, several HTTP requests were made from the Postman 
API client tool10, which allows making requests to REST APIs and taking the described 
metrics.

The analysis carried out during and after the experiments allows us to conclude that 
there is some roughness, limitations, and problems that arise when a quantum piece of 
software is expected to be provided as a service. The mentioned limitations are not related 
to the fact that quantum services cannot be built but to the fact that, by implementing quan-
tum services with current service technologies, the potential benefits of Service-Oriented 
Computing are lost.

For the case study proposed above in Sect. 4, the prime number factorization service, it 
is not viable to make use of traditional algorithms, but it is possible to take advantage of 
the benefits offered by quantum computing.

In traditional service-oriented computing, replacing a service with another, even if it is 
deployed on different hardware architecture, is mostly trivial (at least mostly trivial if all 
the infrastructure is in place such as the Fig. 1 shows). However, what happens if there is a 
need to replace a classical service with a quantum service?

Following a similar approach to that described in the definition of classical services, an 
attempt will be made to replicate the classical architecture by transferring it to the quantum 
world in order to maintain the quality attributes provided by service-oriented computing. 
Each aspect of a hybrid classical-quantum architecture will then be analyzed.

Taking into account the early stage of quantum software engineering, as shown in Fig. 6, 
most of the boxes are empty. Regarding the implementation layer of a quantum service, 
the service business logic must be implemented, as we did for the classic service. But then, 

Fig. 5  Fragment of the Amazon Braket code to run the integer factorization algorithm in a D-Wave device

10 https:// www. postm an. com/



Software Quality Journal 

1 3

we have no support or standardization mechanism for the definition of APIs for quantum 
endpoints. Similarly, there are no tools for code generation at the quantum service level.

In this layer, following a traditional implementation, services must be platform inde-
pendent. To achieve this, a REST API (based on HTTP, IP and all other well-known Inter-
net protocols) is used to ensure that the services can talk to each other. Similarly, JSON is 
used as a way to transfer data between services regardless of implementation languages. 
The use of the OpenAPI specification also helps achieve this independence by providing 
a way to define a well-formed API that can be easily consumed. However, for a quantum 
implementation, no communication protocols have been defined, no formatted ways exist 
for communicating classical services with quantum services, and no specifications even 
exist for defining an API to achieve service independence. Although there are already 
researchers who have begun to consider these issues, such as Cuomo et al. (2020) who give 
an overview of the main challenges and open problems that arise in the design of a distrib-
uted quantum computing ecosystem from the perspective of communications engineering; 
or Rojo et al. (2021) who address the challenge of giving an implementation in the form of 
a quantum microservice to a well-known problem such as the traveling salesman problem.

Another important feature of service-oriented computing is decoupling. At the imple-
mentation layer, the decoupling must be between the services and the programming lan-
guage in which they are written. In the development of a classic service, this is provided 
by the OpenAPI specification and code generation tool such as Swagger that are able to 
generate the Stub of the service in different programming languages. However, in design-
ing a quantum service there are no specifications and code generation tools to generate 
the stub structure of an API project. Although some work is found such as Dreher and 
Ramasami (2019) in which they have developed a prototype container-based system that 
allows a developer to prototype, test and implement quantum algorithms with greater agil-
ity and flexibility.

The situation does not improve in the deployment layer. At the moment, we have some 
commercial platforms in which we can execute quantum algorithms. For example, Amazon 
Braket allow us to run quantum algorithms in different simulators or quantum processors. 
However, Braket does not offer any control over the platform in which the quantum ser-
vices will be executed (only one quantum task can be placed in the queue of a quantum 
processor and wait for a response). Similarly, the API Gateway is not prepared to deal with 
quantum services.

Fig. 6  A hybrid classical-quantum architecture version of a implementation of a service
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At this layer, it is also important that services are independent of the location where 
they are deployed. And from a classic service design perspective, this independence can 
be considered at two levels. At the physical level, location independence is provided 
by REST, HTTP, and DNS, which allow us to use a URL to access a service regardless 
of where it is deployed. At the logical level, location independence for a given service 
within a more complex project is provided by the API gateway that hides this com-
plexity from clients. But from the point of view of a quantum service, there is no con-
crete definition, although there are already some works that address these aspects, as 
in Kumara et al. (2021) that present a vision of Quantum Service-Oriented Computing 
(QSOC), being a model to build hybrid business applications by placing in collabora-
tion developers of classical services and developers of quantum services; or as Garcia-
Alonso et al. (2021) that propose a Quantum API Gateway following the traditional API 
Gateway pattern and adapting it to the quantum world. Moreover, this Quantum API 
Gateway recommends the best quantum computer to execute a given quantum service at 
runtime.

Continuing at the deployment layer, another important feature of service-oriented com-
puting is decoupling. From a classical service design perspective, two different types of 
decoupling are considered. First, decoupling between different services of the same API. 
This is provided by the API gateway, which can communicate the services without the 
services being aware of each other. And second, decoupling between services and hard-
ware and operating systems. This is provided by the platform on which the services are 
deployed (EC2, Docker, Lambda, etc.). But from the point of view of a quantum service, 
there is no concrete definition on these decoupling aspects, but there is some work starting 
to work on this path, as in Grossi et al. (2021) who describe an architectural framework 
that addresses the problems of integrating an API-exposed quantum provider into an exist-
ing enterprise architecture and provides a minimum viable product (MVP) solution that 
actually merges classical quantum computers into a basic scenario with reusable code in a 
GitHub repository.

Finally, at the monitoring layer, the situation is even worse. In classical service moni-
toring, there are countless tools, for example Graphite or CloudWatch; however, there 
is no support in current tools for monitoring quantum services. The development of this 
type of tools can offer great benefits to obtain detailed information on the state of quantum 
services.

In essence, services should be resilient and able to scale to address client demand. The 
most common way to provide this scalability, without incurring high economic costs on 
the part of the cloud provider, is the use of elastic platforms and a load balancer that is 
capable of starting and stopping new instances of the service as needed. But the technol-
ogy to develop this feature in the quantum world does not yet exist. There are incipient 
works in this line, such as Sete et al. (2016) in which they describe a functional architecture 
based on a planar lattice of qubits that allows experimental tests of quantum error correc-
tion schemes.

Services should also be composable, so that a set of simple services can be composed to 
provide a solution to a complex problem. In traditional service development, this compos-
ability can be provided by the API Gateway, which can decompose a single invocation into 
a call to different services without the services knowing about it. However, there is no for-
mal definition for the composability of quantum services. Although there are already dif-
ferent works in this line, such as Wild et al. (2020) in which they introduce two deployment 
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modeling styles based on the Topology and Orchestration Specification for Cloud Applica-
tions (TOSCA) standard to automate the deployment and orchestration of quantum appli-
cations; or such as Barzen et al. (2020) in which they present a collaborative platform for 
problem solving with quantum computers; or as Cohen et al. (2020) in which they define 
a platform for designing quantum control protocols for a wide range of quantum hardware 
and define how to optimize their performance.

In addition, services must also be reliable, including security, maintainability, accounta-
bility, and many other capabilities. In classical services, there is a complete set of monitor-
ing and analysis tools that provide us with all the necessary information about the services. 
However, in quantum services, there is no progress in this aspect. There is a nascent work, 
in which researcher You (2020) proposes a framework based on quantum computation for 
reliability assessment of complex systems.

6  Conclusion and future work

In this paper, and based on what we already know about classical service-oriented comput-
ing, we have presented an analysis of current quantum software from the point of view of 
service-oriented computing. We have used Amazon Braket to deploy quantum services by 
wrapping them on a classical service and used the integer factorization problem to show 
the differences of running the same service on different quantum hardware, even when 
doing it under the common umbrella of Braket.

We have presented a possible implementation of a classical service following the best 
practices, design patterns, and existing standards. Taking this implementation as a refer-
ence, we have developed a replica using a quantum services. This has allowed us to clearly 
present the current limitations, the proposals that are emerging and the possibilities that 
we have for the development of quantum services. Given the existing limitations, we have 
argued that intensive research efforts are needed to bring the benefits of service-oriented 
computing to the quantum world.

Due to the young nature of quantum software engineering, most areas in this discipline, 
including service-oriented computing, are still giving their first steps. Nevertheless, the 
paradigm change that underlies quantum computing implies that there cannot be a direct 
translation of proposals and techniques. Running quantum algorithms as traditional ser-
vices is not enough to bring the benefit of service-oriented computing to the quantum era. 
There needs to be an effort to generate new techniques, methodologies, and tools that bring 
all these benefits, already shown by cloud and service computing, to quantum software and 
services.
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Summary of the Contribution

As quantum computers mature, the complexity of quantum software increases.
As we move from the initial standalone quantum algorithms toward complex so-
lutions combining quantum algorithms with traditional software, new software
engineering methods and abstractions are needed. Nowadays, quantum comput-
ers are usually offered in the cloud, under a pay-per-use model, leading to the
adoption of the service-oriented good practices that dominate the cloud today.
However, specific adaptations are needed to reap the benefits of service-oriented
computing while dealing with quantum hardware limitations. In this paper, we
propose the Quantum API Gateway—an adaptation of the API Gateway pattern
that takes into account the fact that quantum services cannot be deployed as
traditional services. Instead, the Quantum API Gateway recommends the best
quantum computer to run a specific quantum service at run-time. As proof of
concept, we provide an implementation of the Quantum API Gateway for the
Amazon Braket platform.

Keywords: Quantum Computing · Quantum Services · Service Computing ·
AWS · API Gateway.
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Summary of the Contribution

The growing informatization of the environment allows modeling people’s be-
havior as a social workflow, where both individual actions and interactions with
other people are captured. This modelling includes actions that are part of an
individual’s routine, as well as less frequent events. Although infrequent actions
may provide relevant information, it is routine behaviors that characterize users.
However, the extraction of this knowledge is not simple. There are problems when
analyzing together large amounts of traces from many users, resulting into a so-
cial workflow that does not clearly depict their behavior, either individually or
as a group. Tools that allow grouping/filtering of users with a common behav-
ior pattern are needed, to analyze each of these groups separately. This study
presents the federated process mining and an associated tool, SOWCompact.
Its potential is validated through the case study called activities of daily living
(ADL). Using federated process mining, along with current process mining tech-
niques, more compact processes using only the social workflow’s most relevant
information are obtained, while allowing the analysis of these social workflows.
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Year of publication: 2022.

Handle: 11705/JCIS/2022/025

http://hdl.handle.net/11705/JCIS/2022/025


Arquitectura Orientada a Servicios basada en
Computación Cuántica para farmacogenética

Jaime Alvarado-Valiente1[0000−0003−0140−7788], Javier
Romero-Álvarez1[0000−0002−3162−1446], Javier Rojo1[0000−0001−9189−1133],

Enrique Moguel2[0000−0002−4096−1282], José García-Alonso1[0000−0002−6819−0299],
and Juan M. Murillo1[0000−0003−4961−4030]

1 Universidad de Extremadura, Escuela Politécnica, Quercus Software Engineering
Group,

Av. de la Universidad, S/N, 10003, Cáceres, Spain
{jaimeav, jromero, javirojo, jgaralo, juanmamu}@unex.es

2 Universidad de Extremadura, Centro Universitario de Mérida, Quercus Software
Engineering Group
enrique@unex.es

Abstract. La farmacogenética es una disciplina que tiene y tendrá mucha
relevancia en el campo de la medicina y la medicación personalizada. Esta
disciplina permite el estudio de los efectos de la variabilidad genética de
un individuo en su respuesta a determinados fármacos. Sin embargo,
generar una terapia farmacológica segura y eficaz ayudándose de las her-
ramientas computacionales que tenemos en la actualidad es un problema
complejo. La computación cuántica promete resolver este tipo de proble-
mas que son inabarcables en tiempo y forma para la computación clásica.
Por todo ello, proponemos un sistema software híbrido clásico-cuántico,
que permite la simulación de posibles efectos de un tratamiento farma-
cológico en una persona mayor con ciertos factores genéticos.

Keywords: Computación Cuántica · Sistemas híbridos · Sistemas clásico-
cuánticos · Farmacogenética · Envejecimiento.

1 Introducción

El 19,5% de la población europea tiene más de 65 años, y se prevé que este dato
aumente debido al descenso de la natalidad y al aumento en la esperanza de vida
[1]. El envejecimiento en sí mismo no es un problema, al menos no directamente.
Sin embargo, problemas como el deterioro cognitivo, los trastornos nutricionales
o los problemas de salud gravan los efectos negativos del envejecimiento.

En la mayoría de ocasiones, los profesionales de la salud tratan estos prob-
lemas a través de la medicación, ya que la mayoría son procesos crónicos con
bastantes afecciones coadyuvantes que limitan la calidad de vida del anciano.
Generalmente, los ancianos con alguna patología se encuentra polimedicados [2].
Lo que quiere decir que están en tratamiento farmacológico de más de 3 fármacos.
El tratamiento farmacológico en las personas mayores es necesario para tratar la
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mayoría de las enfermedades, para mejorar su salud o prevenir un mayor deteri-
oro. Por consiguiente, los expertos sanitarios tienen que tener especial cuidado,
debido a que una prescripción inadecuada o incompatibilidad entre fármacos
puede derivar en problemas importantes para el paciente [3].

En este contexto, la farmacogenética permite el estudio de los efectos de la
variabilidad genética de un individuo en su respuesta a determinados fármacos.
En otras palabras, esta disciplina permite realizar la prescripción de medica-
mentos teniendo en cuenta los posibles efectos que éstos puedan tener en un
paciente con unos factores genéticos concretos. Sin embargo, proporcionar una
terapia farmacológica segura y eficaz haciendo uso de los sistemas software tradi-
cionales es una tarea compleja, desde el punto de vista computacional y de altas
necesidades de tiempo de procesamiento [4].

Este tipo de problemas, que no pueden ser resueltos en tiempo y forma con
la computación clásica, pueden ser resueltos haciendo uso de la computación
cuántica. Ésta, no sólo permite resolver problemas en mucho menos tiempo que
los ordenadores clásicos, sino que también permite utilizar su potencia de cálculo
para abordar problemas que van más allá del alcance de la computación clásica
tal y como la conocemos [5, 6]. En particular, la potencia de los ordenadores
cuánticos se debe a su capacidad para resolver problemas del tipo BQP (por las
siglas en inglés de Bounded-error Quantum Polynomial time problems). Este es el
conjunto de problemas que puede ser resuelto por una computadora cuántica en
un tiempo polinomial dentro de un determinado margen de error, y el problema
que se aborda en el presente artículo así lo es.

En este artículo se propone un sistema híbrido clásico-cuántico que, haciendo
uso de las ventajas de la computación cuántica, permita servir de soporte tec-
nológico a los expertos sanitarios para la preparación de conjuntos de datos y la
extracción de las relaciones entre las distintas variables farmacogenómicas. De
esta manera, la herramienta permitirá a los sanitarios realizar consultas comple-
jas y facilitar la visualización de la información. Con ello, se podrá predecir los
posibles efectos adversos que un determinado fármaco pueda tener sobre la salud
de una persona en función de su historial farmacológico y condición genética.
Los resultados vertidos por el sistema permitirá ayudar en la toma de decisiones
a los expertos sanitarios para la implantación de un tratamiento farmacológico
a un paciente determinado con unas condiciones genómicas particulares.

2 Sistema sanitario para la administración farmacológica
basado en la simulación cuántica

La computación orientada a servicios y las arquitecturas SOA han sido el centro
de una intensa investigación que ha llevado a que el software monolítico sea reem-
plazado por el software basado en servicios [7]. Siguiendo con los conocimientos
adquiridos en estos ámbitos, podemos hacer uso de las prácticas, patrones de
diseño y estándares de los servicios clásicos en el mundo cuántico [8].

Tal y como se muestra en la Figura 1, la solución propuesta de sistema
sanitario cuántico se divide en dos capas (Back-end y Front-end):
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Fig. 1. Diagrama de la arquitectura del sistema sanitario

El Back-end consta principalmente de un conjunto de componentes y ser-
vicios encargados de realizar las operaciones y conexiones con la base de datos
de ArangoDB3, donde se encuentra almacenada la información de interés de las
variables farmacogenéticas y sus relaciones. Estos servicios son los responsables
de todo el tratamiento de los datos y de ofrecer la lógica de negocio que se ex-
pone mediante la aplicación web. El uso del algoritmo cuántico permite ejecutar
el proceso de simulación cuántica, utilizando las relaciones entre los datos para
alimentar el algoritmo. El estudio y diseño de este algoritmo se basa en técni-
cas de Machine Learning para predecir cómo actuaría un determinado fármaco
dadas unas características concretas del paciente. Su conexión con el sistema se
lleva a cabo con métodos híbridos clásico-cuánticos, como son los ofrecidos por
Amazon Braket4 e IBM5.

Con respecto al Front-end del sistema, éste permite la visualización y ma-
nipulación de los datos de los pacientes mediante una aplicación web que actúa
como cuadro de mandos para los sanitarios. Esta aplicación está desarrollada con
el framework Node.js para hacer que la adaptación de las diferentes librerías de
Javascript sea más fácil, como la de la biblioteca CytoscapeJS6, la cual permite
la visualización y manipulación de los grafos. Estos grafos posibilitan a los san-
itarios visualizar el historial médico de los pacientes, además de las relaciones
que existen entre los nodos (fármacos, factores clínicos, efectos adveros, etc.).
Además, este artefacto del sistema se encarga de ofrecer diferentes funcionali-
dades para que el usuario pueda realizar las operaciones que se permitan hacer
con la herramienta como, por ejemplo, la carga de datos o invocar las diferentes
operaciones que ofrecen los servicios del Back-end.

3 Conclusiones

Las personas mayores con enfermedades crónicas suelen estar polimedicadas. Por
ello, los expertos sanitarios tienen que tener especial cuidado a la hora de re-
3 https://www.arangodb.com/
4 https://aws.amazon.com/es/braket/
5 https://quantum-computing.ibm.com/
6 https://js.cytoscape.org/
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alizar la prescripción de medicamentos. Sin embargo, proporcionar una terapia
farmacológica segura y eficaz con el software clásico actual es un problema com-
plejo y con la actual tecnología no es posible resolverlo en tiempo y forma. En
este trabajo se presenta una solución sanitaria que utiliza la computación cuán-
tica para optimizar la administración de medicamentos. Concretamente, se trata
de un sistema híbrido clásico-cuántico que es capaz de realizar optimizaciones
y simulaciones para predecir los posibles efectos adversos de un determinado
medicamento en las personas que envejecen.

Este es un trabajo incipiente que creemos que puede suponer una revolución
tecnológica en el sector sanitario. Todavía queda mucho trabajo por hacer y
retos que resolver, porque el campo del software cuántico es reciente, con nuevas
tecnologías cuánticas que surgen día a día y con la necesidad de aplicar las
diferentes técnicas de la ingeniería del software cuántico.
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Appendix Q

Generación de Servicios
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Abstract. Tras décadas de avances, fundamentalmente teóricos, en los
últimos años la computación cuántica ha comenzado a ver sus primeras
aplicaciones prácticas. Esta nueva y revolucionaria tecnología pretende
potenciar áreas tan importantes como la Inteligencia Artificial, la Ciberse-
guridad o la Medicina. El auge de esta tecnología ha auspiciado que
diferentes centros de investigación y grandes empresas como Google, Mi-
crosoft, IBM o Amazon estén dedicando notables esfuerzos en desarrollar
nuevas tecnologías que lleven la computación cuántica al mercado. Sin
embargo, estas tecnologías no están todavía lo suficientemente maduras y
existe una alta dependencia de las plataformas. Es por ello, que debemos
idear y desarrollar nuevas herramientas que faciliten el acceso a esta tec-
nología y permitan aumentar el nivel de abstracción con el que se trabaja.
Dado que la integración del software cuántico no debería ser muy difer-
ente a la de los servicios clásicos, podemos aprovechar los conocimientos
adquiridos y emplear las técnicas actuales de la Ingeniería de Servicios.
Por ello, proponemos la definición de un modelo para la servitización de
algoritmos cuánticos mediante la ampliación de la especificación Ope-
nAPI. Esta nueva extensión de la especificación permite la definición y
generación de código para servicios cuánticos, favoreciendo la integración
y desarrollo de servicios híbridos clásico-cuánticos.

Keywords: Ingeniería de Servicios · Programación cuántica · Software
Cuántico · Servicios híbridos clásico-cuánticos · OpenAPI

1 Introducción

La computación cuántica ha pasado de la ciencia ficción a la realidad. Los orde-
nadores basados en los principios de la teoría cuántica, que introdujo el físico Max
Plank [1], están cada vez más presentes. Debido a lo cual, este nuevo paradigma
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está generando grandes expectativas y promete revolucionar la ciencia tal y como
la conocemos [2]. Aunque ésta no es una tecnología que estará presente en los
hogares de las personas, como sí lo es la computación clásica, sí que será útil
para realizar ciertas tareas que la computación tradicional no puede hacer en
tiempo y forma razonables. La ciberseguridad, la biomedicina o la economía son
algunos de los ámbitos que vivirán una gran revolución gracias a los avances en
computación cuántica [3–5]. En definitiva, muchos de los problemas que hasta
ahora no se podían resolver, los denominados de tiempo polinomial cuántico de
error acotado (BQP) [6], podrán ser resueltos por ordenadores cuánticos, aunque
tendrán que coexistir y apoyarse en la computación clásica.

Una señal del auge de esta tecnología es que las mayores empresas tecnológ-
icas del mundo, entre las que se encuentran Google, Microsoft, IBM o Amazon,
están haciendo una gran inversión en el desarrollo de este tipo de tecnología, per-
siguiendo la llamada supremacía cuántica [7]. Actualmente, la forma en la que
estas empresas ofrecen las máquinas cuánticas es mediante Plataforma como
Servicio (Platform as a Service, PaaS), al igual que la mayoría de los sistemas
clásicos. Esto nos hace pensar que la manera lógica de consumir este tipo de
tecnología sea mediante servicios.

Desde el punto de vista de la computación orientada a servicios, la integración
del software cuántico no debería ser muy diferente de los servicios clásicos [8]. Sin
embargo, hoy en día, la falta de técnicas de Ingeniería de Software para servicios
cuánticos se ve afectada por muchos niveles como, por ejemplo, el poco nivel de
abstracción con el que se trabaja. Para resolver este problema, empiezan a surgir
alternativas que trasladan los procesos clásicos a la computación cuántica. Estas
aproximaciones se centran en la Ingeniería del Software Clásico [9].

De esta manera, uno de los modelos que se está empezando a utilizar es el
de la Computación Cuántica como Servicio (Quantum Computing as a Service,
QCaaS) [10], un modelo que facilita el acceso a la tecnología cuántica a través
de la nube. No obstante, todavía no es agnóstico del hardware, por lo que se
deben desarrollar nuevas herramientas para facilitar su desarrollo. Hay autores
que ya han abordado algunas metodologías para intentar aumentar el nivel de
abstracción [11] o tratar algunas actividades como el diseño [12].

Para abordar este problema y aprovechar las ventajas que nos ofrece la In-
geniería de Servicios en la computación cuántica, proponemos generar servicios
cuánticos dada una especificación y el código del circuito cuántico, haciendo uso
de la especificación OpenAPI [13]. Esta herramienta permite definir y generar el
código de los servicios que pueden ser invocados como servicios web RESTful.

El código de las aplicaciones cuánticas a generar será en lenguaje Python, por
su facilidad de integración con las diferentes herramientas utilizadas en el desar-
rollo de este trabajo, como es el compositor cuántico ofrecido por IBM3. Con este
compositor se generará el código cuántico de los algoritmos a servitizar. Concre-
tamente, como prueba y validación de concepto, presentamos la servitización de
un algoritmo de generación de números aleatorios [14], algoritmo que aprovecha
la naturaleza de la mecánica cuántica para generar un número realmente aleato-
3 https://quantum-computing.ibm.com/composer
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rio. Para ello, proponemos la especificación de una Interfaz de Programación
de Aplicaciones (Application Programming Interface, API) utilizando el formato
OpenAPI y de una versión extendida de la herramienta OpenAPI Generator4,
una herramienta diseñada para crear bibliotecas de clientes de API, configura-
ciones y documentación a partir de documentos OpenAPI.

Este artículo se estructura de la siguiente forma: la Sección 2 motiva el trabajo
presentado. La Sección 3 presenta la propuesta de generación de servicios de APIs
cuánticas mediante una extensión de la especificación OpenAPI, concretamente
para el algoritmo de generación de números aleatorios. Y por último, la Sección
4 detalla las conclusiones del trabajo.

2 Motivación

Estamos empezando a encontrar nuevas investigaciones relacionadas con este
nuevo paradigma de la computación tanto a nivel de hardware, como a nivel
de software [4]. Durante la evolución de la Ingeniería de Software Clásico se ha
podido comprobar que el software necesita procesos y estos, a su vez, necesitan
de metodologías que ayuden a llevar a cabo cada una de las actividades de los
procesos, ya sea la especificación, el diseño arquitectónico, la implementación o
las pruebas. En lo que respecta al proceso de desarrollo de software cuántico,
cabe suponer que las estrategias básicas del desarrollo de software clásico podrían
ser válidas [8]. De aquí surge el interés que está despertando la Ingeniería del
Software Cuántico [15], la cual tiene que definir metodologías similares a la
clásica para cada una de las actividades del proceso de desarrollo de software
cuántico. Para abordar esta cuestión, las diferentes técnicas y metodologías de la
ingeniería clásica deberían aplicarse al ámbito de la computación cuántica [16].

Esto nos hace ver que el modo en el que ambas tecnologías coexistirán será
mediante arquitecturas híbridas clásico-cuánticas en las que trabajarán en con-
junto para resolver problemas y ofrecer las soluciones a los usuarios [15].

Actualmente, los ordenadores cuánticos se ofrecen como PaaS mediante provee-
dores cloud como AWS, IBM, Google Cloud o Azure, y dado los costes que
supone la construcción y mantenimiento de estos, podemos pensar que esto
seguirá siendo así [17]. Por ello, se deben desarrollar propuestas que consigan
integrar la computación cuántica con la clásica. Para lograr esta integración se
está trabajando en aplicar todo el conocimiento adquirido sobre la computación
clásica en la computación cuántica. Una propuesta para esta integración es la
servitización del software cuántico mediante arquitecturas orientadas a servi-
cios [18, 19]. Esto pondría a disposición de la computación clásica el software
cuántico con protocolos de invocación y comunicación ya existentes, donde se
ofrecerían servicios que encapsulan el software cuántico. De esta forma, estos
servicios cuánticos podrían ser invocados mediante métodos REST y devolver
el resultado obtenido para que el software clásico lo procese. La forma de crear
estos servicios cuánticos que existe actualmente es muy manual, debido a que no
existen herramientas que agilicen el desarrollo de este tipo de software.
4 https://openapi-generator.tech/
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Como consecuencia, surge la necesidad de diseñar nuevas herramientas que
permitan agilizar su desarrollo, al igual que existen para el software clásico [13],
de manera que sean capaces de tratar las características de la computación cuán-
tica. En este contexto, para llevar a cabo la definición y especificación de un
servicio clásico y pudiendo aplicarse a la definición de servicios cuánticos, los
desarrolladores software necesitan combinar dos aspectos principales: la lógica
de negocio del servicio, que es específica de cada servicio, y el endpoint del servi-
cio. Para el diseño y la documentación de estos endpoints y APIs complejas, se
puede utilizar la especificación OpenAPI y su generador de código. OpenAPI es
uno de los estándares más utilizados para la descripción de APIs y, para ello, de-
fine un formato de descripción independiente a los fabricantes para los servicios
compatibles con el formato REST [13].

3 Generación de servicios cuánticos

3.1 La especificación OpenAPI

La aceptación del nuevo sistema REST como método y protocolo de manipu-
lación y de intercambio de datos entre los diferentes servicios web ha cambiado
en gran medida el desarrollo de las mismas. Hoy en día, estos servicios suelen
implementarse como servicios web RESTful (APIs web), por lo que existen pocas
aplicaciones que actualmente no dispongan de una API REST para la creación
de servicios [20]. De aquí surge la necesidad de estandarizar los servicios y de
documentarlos para mantener la coherencia entre ellos [21]. OpenAPI es una de
las alternativas más utilizadas entre los desarrolladores para realizar la definición
e implementación de los servicios. Este estándar facilita el diseño de las APIs
a partir de las diferentes herramientas que ofrece (Swagger Editor, OpenAPI
Generator, etc.), proporcionando una estructura bien definida que cumple con el
estándar y reduce considerablemente el tiempo de implementación de las APIs.

Para la implementación de un servicio clásico, un desarrollador necesita com-
binar dos aspectos principales. La lógica de negocio del servicio, que es específica
de cada servicio, y la API del servicio. Utilizando la especificación OpenAPI se
define la API del servicio, utilizando una interfaz estándar que es independiente
del lenguaje para las API RESTful. Esto permite descubrir y comprender las
características del servicio sin tener que acceder al código fuente o a la docu-
mentación, y definir el servicio y sus parámetros de entrada y salida. A partir de
esta especificación, mediante un generador, se genera la estructura del código,
por ejemplo en Python, en donde posteriormente se añade la lógica de negocio
del servicio.

Por tanto, para abordar el estado actual de los servicios cuánticos, en este
trabajo se ha decidido utilizar OpenAPI, de forma similar a como se está uti-
lizando para la implementación de servicios clásicos. Para este fin, se utiliza un
generador de código llamado OpenAPI Generator, creado por los propios desar-
rolladores del estándar OpenAPI. Sin embargo, esta herramienta está enfocada
únicamente para la generación de servicios clásicos. Por ello, se propone una
extensión de la especificación OpenAPI, incluyendo propiedades personalizadas,
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y una extensión del generador de forma que permita definir y generar código
para aplicaciones cuánticas, e integrar el código de los circuitos cuánticos gen-
erados por compositores para este fin, como IBM Composer. De esta manera,
basándose en la especificación OpenAPI proporcionada, junto con propiedades
personalizadas, es posible generar el código del servidor que encapsule el código
de los circuitos cuánticos. El lenguaje de los servicios generados es Python, al
ser el lenguaje más utilizado en el desarrollo de software cuántico [22].

Para llevar a cabo la generación de servicios cuánticos, es necesario seguir un
determinado proceso, el cual queda representado en la Figura 1. El primer paso
a realizar es definir el circuito cuántico mediante la herramienta IBM Quantum
Composer. Seguidamente, dicho código tiene que estar referenciado en el contrato
YAML, mediante la URL donde esté alojado el código. Este contrato es un
documento OpenAPI, que se ajusta a la especificación OpenAPI y es en sí mismo
un objeto JSON con la especificación OpenAPI. Finalmente, el esqueleto del
servicio cuántico se obtiene con el generador de código.

Fig. 1. Proceso de generación de servicios cuánticos con OpenAPI

3.2 Propuesta de creación de Servicios API Cuánticos

Pasando a describir en detalle la propuesta de creación de Servicios API Cuánti-
cos, en primer lugar, es necesario especificar la ubicación del código del circuito
cuántico generado con IBM Quantum Composer. Para nuestra prueba de con-
cepto haremos uso del circuito cuántico corresponde al algoritmo de generación
de números realmente aleatorios. Dicho circuito queda representado en la Figura
2, donde se puede observar que se necesita un registro cuántico de cinco Qubits
para producir una secuencia de números aleatorios con valores de 0 a 31 y poner
dichos Qubits en estado de superposición uniforme, mediante la inclusión de
puertas Hadamard.

Para incluir dicho circuito en el servicio, es necesario 1) obtenerlo directa-
mente del compositor o 2) alojar su código generado en un servicio en la nube,
como puede ser un repositorio de Github. Hasta el momento y por lo que sabemos,
no hay forma de obtener el código del circuito a partir de las APIs que ofrecen
este tipo de compositores ni directamente desde sus URLs. IBM Quantum Com-
poser y otros compositores sólo permiten la descarga del código generado y la
posibilidad de ejecutarlo directamente en la propia plataforma. Por ello, se ha
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optado por la segunda opción, en la que el código descargado del compositor se
sube a un repositorio en la nube.

Fig. 2. Circuito creado en IBM Quantum Composer para generar números aleatorios

Así las cosas, se propone extender el estándar para permitir la generación de
aplicaciones cuánticas, en decir, para poder integrar el código generado por los
compositores cuánticos en un servicio clásico.

Fig. 3. Ejemplo de la especificación de la API para el algoritmo de números aleatorios

Para este fin, se ha incluido en la definición del contrato de la API, en formato
YAML, una propiedad personalizada (también llamada extensión de la especifi-
cación o extensión del proveedor) que se ha denominado x-quantumCode. Esto
permite describir una función adicional que no está cubierta por la especificación
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estándar de OpenAPI. En este caso, el valor de la extensión es una primitiva,
que contiene la URL donde se encuentra el código del circuito generado, como
se puede ver en la Figura 3.

Para tener en cuenta esta nueva función adicional y poder generar el código
del circuito encapsulado en el propio código de la API, dada la especificación
OpenAPI anterior, lo siguiente es extender OpenAPI Generator. OpenAPI Gen-
erator es una herramienta web, creada por los propios desarrolladores de Ope-
nAPI, que permite la generación de aplicaciones de servidor y clientes APIs. Para
ello, cuenta con una serie de módulos y un conjunto de librerías que definen la
generación de código para los diferentes lenguajes.

La propuesta de la versión extendida de la herramienta OpenAPI Generator,
consiste en una nueva librería (python-quantum) basada en la librería Python
existente para la creación de APIs con Flask5.

Teniendo en cuenta este enfoque, se ha realizado una modificación de la clase
principal de la librería mencionada para poder procesar el valor de la nueva
extensión de la especificación y poder incluir el código del circuito y las librerías
necesarias en el servicio. Además, para procesar los nuevos valores que se han
añadido en la librería, se ha incluido una nueva lógica en las plantillas encargadas
de generar el código del servicio.

Con todo ello, es posible generar la aplicación Flask que incluye el código del
circuito generado por el IBM Quantum Composer indicando, en la llamada real-
izada al OpenAPI Generator, el lenguaje y el archivo YAML con la especificación
OpenAPI, como se observa en la Figura 4.

Fig. 4. Parámetros de llamada a OpenApi Generator para crear el Servicio API Cuán-
tico

La Figura 5 refleja una de las clases generadas de la aplicación Flask del ser-
vicio cuántico. Concretamente, el algoritmo de generación de números aleatorios
5 https://flask.palletsprojects.com/
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que se encuentra encapsulado en un endpoint clásico de la API. Adicionalmente,
las librerías necesarias para el funcionamiento del circuito del algoritmo cuántico,
que genera IBM Composer, también son importadas dentro del código.

Este servicio Flask generado puede desplegarse en un ordenador clásico y
proporciona una forma sencilla de incluir algoritmos cuánticos en una solución
compleja orientada a servicios. La manera de acceder a dichos algoritmos es
mediante peticiones REST clásicas, es decir, invocando los endpoints donde se
haya desplegado el servicio mediante los métodos HTTP.

La especificación OpenAPI del algoritmo utilizado como prueba de concepto
de generación de números aleatorios y el correspondiente código del Servicio API
Cuántico generado se encuentran disponibles en el repositorio de GitHub6.

Fig. 5. Fragmento de servicio API generado que encapsula el circuito cuántico

4 Conclusiones

Este trabajo ha permitido presentar algunas de las limitaciones actuales en la
construcción y el uso de los servicios cuánticos, viendo la necesidad de llevar los
beneficios de la computación orientada a servicios al mundo cuántico. Además
de que los desarrolladores de aplicaciones de servicios están más familiarizados
6 https://github.com/JaimeAlvaradoValiente/QuantumOpenAPI.git
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con las herramientas de abstracción de alto nivel, que simplifican el proceso de
desarrollo y despliegue.

Con este fin, se ha ampliado la especificación OpenAPI para poder definir
servicios cuánticos y poder generar el código correspondiente de manera que
permita una mayor coherencia y abstracción a la hora del desarrollo de sistemas
híbridos clásico-cuánticos.

Para poder realizar una aproximación a la servitización de servicios cuánti-
cos y poder verificar la viabilidad de la propuesta, se ha realizado la definición
e implementación de una API de Flask que encapsula el circuito cuántico corre-
spondiente al algoritmo de generación de números aleatorios. En este sentido, se
ha utilizado la extensión realizada sobre la especificación OpenAPI y su gener-
ador de código para poder servitizar el servicio y encapsular el circuito cuántico.

Esta modificación de la herramienta de generación de código tiene margen
de mejora, como por ejemplo lograr un mayor nivel de abstracción de cara al
desarrollador, o la integración con los demás proveedores de máquinas cuánticas
que existen en el mercado. De esta forma, se deben realizar esfuerzos en la
integración de los sistemas híbridos clásico-cuánticos, hasta poder ofrecer un
ecosistema de desarrollo similar al que podemos encontrar para los servicios
clásicos.
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Chapter 8
Quantum Service-Oriented Architectures:
From Hybrid Classical Approaches
to Future Stand-Alone Solutions

David Valencia, Enrique Moguel, Javier Rojo, Javier Berrocal,
Jose Garcia-Alonso, and Juan M. Murillo

8.1 Introduction

During the last decades, quantum computing [1] has been a very promising and
relevant research field, which encompasses not only computer science but also other
scientific fields such as information theory or quantum physics. In later years, one
can say that the development of quantum computers has reached a turning point with
the advent of noisy intermediate-scale quantum (NISQ) computers [2], with tens of
qubits, which allow to tap on tasks that outperform capabilities of classical
computers.

The latter, along with confluence of other socioeconomic circumstances, are
producing an ever-growing interest on quantum computing from commercial com-
panies [3]. An example of the actual situation and possible future quantum com-
mercial landscape can be found on the fact that several major computing
corporations, such as IBM,1 are starting to build their own quantum computers
with the idea of offering them to end users on a pay-per-use model. Each of the
particular solutions proposed by enterprises is accompanied by their own quantum
programming languages which are laying the basis of future development of quan-
tum services and software engineering.

Although a promising quantum computing era leading the future of computing
engineering is more clearly devised each day, the current state of art of quantum
computing is more focused on the integration of quantum computers with classical
ones, which has been coined as hybrid classical-quantum computing [4, 5]. With this
outlook in mind, a natural way of exploiting the collaborative coexistence and

1https://www.ibm.com/quantum-computing
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pay-per-use perspective lies in the principles of service computing and engineering;
in fact, many of the research done and efforts of companies lean on the usage of
quantum infrastructures to allow consumption of quantum infrastructure as a service
with an approximation similar of usage of classical computing resources, i.e., IBM
Quantum Computing or Amazon Braket2 in what can be coined as a Quantum
Service-Oriented Computing (QSOC) strategy. The underlying idea of the solutions
proposed by companies is based on the facts that quantum computers are still very
hard to operate and very expensive to own.
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Again, all the aforementioned architectures are extremely aligned with another
interesting and successful approach during the last decades, the microservices
architectural pattern [6], in which complex systems are devised as distributed
microservices, each of them being an independent process that interacts with the
rest through consumption of services, appearing to the end users as a whole virtual
computer. In this way, incorporating quantum computers to this paradigm will allow
to tackle on both classical and quantum problems from a microservices point of
view. Thus, the first step on this line of work must focus on the conversion from
quantum software to microservices to be integrated on existing architectures.

From a microservice standpoint, the integration of quantum software should not
be very different from classical microservices, in a way that it can be considered an
independent process with the ability to interact with the rest of the system through
consumption of services, and the underlying hardware is irrelevant. Nonetheless,
current state of the art of quantum computing proves the latter to be a false
assumption, forcing the necessity of specific approaches to generate hybrid
microservices architectures. In particular, executing a quantum algorithm as a
microservice is feasible with it being wrapped by a classical service, by means of
quantum software development kits, although with some limitations imposed by
current state of the art of quantum computing. First and foremost, quantum algo-
rithms invocation and execution are extremely coupled with underlying hardware,
leading to vendor locking. Secondly, results produced, mainly due to the probability
distribution over possible quantum states [7], by quantum algorithms differ from
classical solutions, further increasing the coupling with the quantum processor used.
This also exposes another problem associated with NISQ computers, which is
related to existing noise, leading to results subject to errors usually dependent on
the specific quantum computer and qubit topology. Last but not least, related with
quantum system collapse, one finds that it is not possible to obtain intermediate
verification of results, further affecting and reducing service orchestration.

From all of the above, it is clear that integration of classical-quantum services is a
very interesting and promising approach which continues the road laid down by
cloud computing, but invoking a quantum microservice in an agnostic way is not
possible, which violates all principles of service-oriented computing, producing that
all of the advantages of this paradigm are lost, specifically those related to software
quality x-abilities, i.e., composability, maintainability, reusability, and so on. To

2http://aws.amazon.com/braket



In general, SOA and microservices architecture do not compete. Both approaches
can coexist, each bringing its own advantages. In particular, those that make
microservices architecture desirable are the following:

cope with this problem, some of the techniques and methodologies of classical
service engineering must be translated to quantum service engineering domain,
and several new ones must be researched and proposed.
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The chapter is organized as follows: first, traditional microservices and their
characteristics are explored; in the next section, an actual commercial proposal for
development and execution of quantum software similarly to cloud computing is
explored using two well-known problems solved with different quantum computing
approaches; in Sect. 8.4, a proposal of a quantum service architecture is shown to try
to cope with problems detected in the previous section; finally, in the last sections,
the conclusion and related and future works are showcased.

8.2 Background

In order to address the integration of quantum and classical microservices under a
single architecture, it is necessary to understand how current classical microservices
work. This section does not pretend to be an exhaustive review of microservices, as
there is a wealth of literature on this topic [8, 9]. It is simply intended to present an
overview of how microservices work and to discuss those architectural and design
patterns that will need to be adapted to support quantum microservices.

Microservices architecture is an application architectural style in which an appli-
cation is composed of many discrete, network-connected components. These com-
ponents are called microservices [10]. The microservices architectural style can be
considered an evolution of the SOA (services-oriented architecture) architectural
style [11]. The main differences between the two of them lie on the fact that while
applications built with SOA services tended to focus on technical integration issues,
and the level of services implemented were often very larger-grained technical APIs,
the microservices approach remains focused on implementing clear business capa-
bilities through fine-grained business APIs.

But aside from service design issues, perhaps the biggest difference is the
deployment style. For many years, applications have been packaged monolithically,
that is, a team of developers would build a large application that did everything
needed for a business need. Once built, that application was deployed multiple times
to an application server. In contrast, in the microservices architectural style, several
smaller applications are built and packaged independently, each implementing only
part of the whole.

• The services are not integrated into the main system (loosely coupled), so they are
easier to develop and deploy. They can have independent scalability, and failures
can be isolated to a particular microservice, rather than a section or operation of
the application.
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• Radical changes in the technology stack are not necessary, but the most appro-
priate technology can be used for each service independently of the technologies
used in the rest of microservices.

• Microservices are, in general, easier to maintain and test since they are small
pieces of software doing only one specific thing.

• From the development point of view, it is easier to get in and start being
productive, as the developers deal with the operation of several small services
instead of a complex one. In this way, the integration of microservices develop-
ment with DevOps and Agile methodologies is easier.

On the other side, relaying on a microservices architecture has the following
disadvantages associated with it:

• The complexity of microservices systems tends to be higher than their monolithic
counterparts. Additional to the systems functionalities, the coordination between
the different microservices has to be addressed. This usually involves different
communications protocol and synchronization mechanisms that increase the
overall system complexity.

• Similarly, deploying and operating a microservices system is much more com-
plicated than deploying a monolith system. The management and maintenance of
the different microservices requires greater coordination and effort from the
operations team.

• A microservices system tends to require higher computing capabilities than a
monolith. Although each microservice can be optimized for its tasks, its deploy-
ment requires its own container, dependencies, etc. that are replicated for each
service. The aggregated needs of the microservices are usually greater than that of
an alternative monolith.

In any case, the development of microservices, like any other software artefact, is
based on software engineering development processes. Due to the microservices
architecture success, in the software development industry as well as in academia,
there are a great number of techniques, methodologies, and tools to help developers
create this type of system.

Some of the most relevant are the decomposition patterns that help determine
which parts of the system are assigned to each microservice. Also, specifications like
Open API [12] help developers standardize their endpoints and provide code gen-
eration tools that facilitate the work of developers.

Once a microservice application has been developed, it also has to be deployed
and maintained. These tasks are covered under the DevOps term [13, 14] and include
aspects related to the integration, testing, administration, monitoring, etc. of
microservices.

For traditional systems, the first step in operating a microservices system is the
deployment. Many of the advantages provided by this architecture, such as the
scalability, are possible, thanks to the deployment strategy followed. Therefore,
when deploying microservices, it is necessary to take into account aspects such as
where each service is going to be deployed (several services on the same host



machine or each service in a different machine), the type of deployment (serverless,
containers, VMS, etc.), orchestration, activity logging, etc.
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To hide this complexity for the microservices consumers, the API Gateway
integration pattern is used. An API Gateway is the single-entry point for any
microservice call. It can work as a proxy service to route a request to the
microservice in question. It can also aggregate the results to send back to the
consumer or even create a fine-grained API for each specific type of client. It also
can take care of additional aspects like authentication/authorization. All this allows
developers of microservices systems to handle multiple calls to multiple
microservices from different channels, to handle different protocols, and to provide
response in different formats to different clients.

Once the services are deployed, all the issues related to management and main-
tenance must also be considered. Considering communications between the different
services, transaction management, maintaining data consistency, monitoring of
running services, security, testing and many other aspects.

As mentioned above, all these aspects have been studied for researchers and
practitioners, and good practices have been proposed and adopted to improve the
development of microservices. However, as far as the authors know, there are no
studies on which of these practices can be adapted to the creation of quantum
microservices or which need to be replaced by more specific alternatives.

8.3 Current Status of Quantum Microservices: The
Amazon Braket Case Study

In the present section, a brief review of the current leading technology solutions is
presented in order to ease understanding and evaluation of underlying hardware
supporting quantum microservices, along with their strengths and drawbacks.

8.3.1 Main Quantum Computing Approaches

As indicated before, we are facing a new era of quantum computing, led mainly by
the noisy intermediate-scale quantum (NISQ) computers, in whose one may find
reminiscences of beginning of the transistor era of classical computing, when the
evolution started to grow exponentially, finally leading to the great breakthrough that
enabled the current development of information systems. This evolution has been a
challenging process that, among other advances, has motivated the development of
software engineering as it is today. Researchers and industry must prepare to face a
similar process in the coming years, now facing the development of quantum
computing.
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Current commercial quantum computing hardware and computers can be roughly
classified in two categories: quantum gate arrays and adiabatic quantum computers.
In the first category, we can find proposals of commercial quantum computers of
companies such as IBM’s with their Quantum System One3 with more than 20 qubits
and Rigetti’s Aspen-94 with more than 30 qubits. On the other category, their main
exponent is D-Wave’s Advantage5 architecture, with more than 5000 qubits.

Most current information systems are supported by cloud computing at any level
(IaaS, PaaS, or SaaS). Today’s quantum computers are no different in this regard and
are already available in the cloud under pay per use. One example of this can be
found on Amazon’s bracket. Amazon defines Braket as a fully managed quantum
computing service. Specifically, Braket provides a development environment to
build quantum algorithms, test them on quantum circuit simulators, and run them
on different quantum hardware technologies; it is a strategy allowing Amazon to
further expand their position, as the global leader regarding cloud computing and
services technologies through AWS, into the quantum computing area. Braket offers
both adiabatic and gate array-based quantum computers as underlying hardware to
execute the codes developed in their platform. At the moment of writing this chapter,
Braket supports three different quantum computer simulators and real quantum
computers from three different hardware vendors: Rigetti and IonQ (gate-based)
and D-Wave (quantum annealing).

The approach followed by Amazon Braket tries to cope with the first choice a
developer must make when faced with building a quantum program, that is: Should
we exploit both mainstream quantum possibilities (adiabatic and gate-based) or
work only with one type of architecture? In that case, which one? The aim of Braket
is to provide a higher abstraction level so users (potentially developers) are agnostic
of the underlying hardware and focused on the problem requirements. Additionally,
flexibility and scalability are also benefited. Nonetheless, due to the relative novelty
of the quantum proposals along with the particularities of quantum computing,
getting all the advantages of the new abstraction level is still more of a wish than a
reality. To illustrate this, this chapter will evaluate the complexity and shortcomings
of developing two quantum algorithms as services in Amazon Braket, one especially
suitable for quantum gate-based architectures (prime factoring) and a second one
suitable for quantum annealing (traveling salesperson problem).

8.3.1.1 Prime Factoring

Prime factorization is a particular application of integer factorization, a fundamental
problem in number theory that is computationally hard, but it is not believed to
belong to the NP-hard class of problems [15]. Nonetheless, it is a problem that has

3https://www.research.ibm.com/quantum-computing/system-one/
4https://www.rigetti.com/
5https://www.dwavesys.com/quantum-computing



been used as a basic hardness assumption for cryptographic algorithms, such as the
famous RSA algorithm. Thus, integer factorization and identification of new
methods to address this task acquire an important role in information security.
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The problem proposed is basically to try to decompose a non-prime integer
number in nontrivial divisors, as indicated in Eq. (8.1), where N denotes the
non-prime integer and p and q are the nontrivial (prime) divisors:

N ¼ pq ð8:1Þ

There are multiple proposals and algorithms for the solution of this problem,
being the most famous Shor’s algorithm [7]. This algorithm is normally described in
terms of quantum gates and circuits, suitable for development and execution on
machines such as IBM’s Q computing chip [16], but when considering other
approaches on quantum computing, such as Adiabatic Quantum Computing based
on concepts such as quantum annealing, Shor’s algorithm implementation is not
direct. Nonetheless, other algorithms have been proposed for prime factoring, such is
the case of the algorithm proposed by Wang et al. in [17]. In particular, in the studies
conducted on this paper, these will be the algorithms proposed for integer factori-
zation: Shor’s algorithms for quantum machines programmed with quantum circuits
and gates, such as Rigetti’s [18] and IonQ’s [19], and integer factorization based on
quantum annealing for adiabatic quantum machines such as D-Wave’s [20]. The
selection of these algorithms is done without losing generality, in fact as Shor’s
algorithm is a very well-known study example for gate-based quantum computers,
whereas the algorithm proposed for quantum annealing is selected because clearly
shows the intricacies of specifying a problem in a QUBO form. Particularly, in
Fig. 8.1, a part of the code generated for the factorization of number 21 is shown.

However, when working with quantum annealing, the problem must be
reformulated to take the form of a QUBO or Ising, defining it by means of graphs
with valued vertex and valued links between these vertices where vertex represents
variables and links represent dual relationships between variables. Any higher-order
relationship such as those found on terms involving three or more variables must be
mathematically transformed to simpler two-variable-related terms. This task can be
of great complexity due to the necessity of ample and profound comprehension of
the problem and dexterity on mathematical knowledge and tools. To illustrate this, in
Fig. 8.2 are shown the values of the weights of the nodes along with the edges
between nodes for the factorization of 21. The steps to call the execution on
D-Wave’s quantum computer using Amazon Braket are also included.

8.3.1.2 Traveling Salesperson Problem (TSP)

Contrary to prime factoring, this is a recognized example in the class of NP-Class
problems [21], which can be categorized as an optimization problem. In the tradi-
tional definition of the problem, there exists a traveling salesperson that must visit all
cities inside a route, minimizing the traveled distance. Thus, in the classical



definition of the problem, there exist cities, usually described as nodes, and roads
connecting those cities, which can be considered as links between these nodes, each
with a weight indicating the distance. An example of this problem is shown in
Fig. 8.3.
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Fig. 8.1 Circuit for Shor’s algorithm

Fig. 8.2 D-Wave’s invocation for the factoring of 21

The main difficulty of these kinds of problems relates to the increment of possible
solutions with the increase of the problem size, i.e., with 5 cities, there exist
12 possible routes, whereas for 25 cities, the number of routes grows to
3.1 � 1023. Furthermore, this particular problem has been expanded into more
realistic and complex formulations, usually in the forms of restrictions, such as the
case of the (Capacitated) Vehicle Routing Problem [22] or the case of TSP with Time
Windows [23].

Resolving this problem by classical computing methods is not always optimal,
and several methods, with their limitations, have been developed over the years as
replacement to brute force solutions on these optimization problems. In recent years,



due to the expansion of quantum computing, researchers began to develop quantum
algorithms that solve these problems: both for the perspective of adiabatic quantum
computing [24] and for the perspective of gate-based quantum computing [25, 26].
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Fig. 8.3 Example of a graph defining a TSP with four cities and the roads interconnecting them

To solve the problem in Amazon Braket, the code described in Fig. 8.4 has been
developed to work with quantum gate-based computers.

On the other hand, using quantum annealing to solve this problem is quite
straightforward, only needing to invoke a call to function, which is shown in
Fig. 8.5.

8.3.2 Limitations of Getting Service-Oriented Computing
Benefits in Quantum Computing Environments

Taking as a starting point the problems described in the previous section and the
description of their solutions in each quantum computational model, the aim of this
section is to highlight the difficulties encountered when trying to provide agnostic
implementations of the underlying computational model using Amazon Braket.

More specifically, the experiments carried out allow us to conclude that there is
some roughness, limitations, and problems that arise when a quantum piece of
software is expected to be provided as a service. They are mainly related to the
fact that, using current proposals to integrate quantum technologies such as Amazon
Braket, the benefits of service-oriented computing are lost.

First and foremost is the impossibility of abstracting the service from the under-
lying quantum computational model. The consequence is that both the service
developer and the users of the service are left with the problem of vendor locking.



In particular, because the formulation of the solution for a given problem is
completely different depending on the underlying quantum computational model,
each implementation for a given solution requires different number and type of
parameters depending on the underlying quantum machine. The difficulties are even
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Fig. 8.4 Solution of the traveling salesperson problem implemented for gate-based quantum
computers



greater when facing solutions to problems whose formulation depends on factors
such as the size of the problem. This is the case of the solution provided for prime
factorization on an adiabatic architecture. As mentioned, that solution is formulated
using a QUBO or Ising (Fig. 8.2). Transforming the formulation to a two-variable
term formulation is a task whose complexity increases with the size of the number to
be factorized, mainly due to the introduction of auxiliary terms to simplify high-
order terms. The resulting number of parameters (two-variable terms) also depends
on this size.
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Fig. 8.5 Solution of the traveling salesperson problem using quantum annealing

Another limitation lies in the number of qubits available especially in the case of
gate-based systems. This fact directly limits the ability to run the solutions. For
example, in the case of the TSP shown in Fig. 8.3, when considering the Gate-based
solution, the number of qubits amounts to 14 (8 for eigenstates + 6 for phase), so this
small problem exceeds the number of qubits available (11 qubits) executed on the
IonQ hardware. This shows not only the limited power of the current hardware but
also the need for mechanisms to be included in quantum service computing to
determine the number of qubits needed so the executions can be launched in
appropriated powerful enough quantum computers. Due to the nature of quantum
algorithms for the different architectures, there is no trivial way obtain this number.
This will be a key question in developing quantum services execution schedulers.
However, this is not the only feature to have into account. There are many others
with implications in several other aspects of the service, such as the case of response
and awaiting time. Due to the nature of quantum computations making use of
quantum entanglement to explore all solutions at the same time, it is not possible
to query the system because it will be forced to collapse. Thus, it is not possible to
initially estimate response times without affecting the outcome of the algorithm and
can only base it on statistical calculations from previous execution times.
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Finally, one of the biggest hurdles is related to the inherent nature of quantum
computing and their underlying physical phenomena that serve as base for the
quantum architecture. It is the case of ion traps or quantum chips. Due to the
problems that arise due to the characteristics of current quantum computers, mainly
noise in the qubits state, the experiments must be conducted several times to be
statistically consistent. Along with the latter, depending on the architecture execut-
ing the quantum code, one must work with a panoply of solutions ranging from
energy levels of solutions to “simple” probabilities and cases. This goes directly
against the agnostic nature of services, in which the underlying technology should be
irrelevant for the service consumer. For a real quantum service technology, the
responsibility of performing the different executions to get a consistent result cannot
be delegated in the client nor the customer who only wants to use a technology to get
a correct result, at least within a given margin of error, and with an economic cost
known in advance. How the number of shots required is estimated will have a direct
impact in the cost of the service executions. This reveals some issues, related with
service quality and costs, which still have to be addressed by quantum services
engineering.

8.4 Directions for a Future QSOC

Taking into account the examples depicted in the previous section, it is clear that
using classical SOC and microservices principles to develop hybrid quantum-
classical information systems is still far from being possible. Thus, some methodol-
ogies and techniques may have to be imported directly from the classical world to the
quantum world, while many others will need to be adapted, and some new ones will
have to be introduced.

A good starting point is to define a set of good practices that provides support to
the development and operation of quantum microservices. This is just the purpose of
Fig. 8.6. It proposes several steps that should be taken into account to create quantum
software that can be consumed as a microservice. The proposed steps are based on
current microservices and quantum technologies and try to exploit the benefits of
both worlds.

Fig. 8.6 Quantum services recommended practices
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The first step to create a quantum microservice is the specification of the quantum
problem to be addressed. This step is very tightly related with the abovementioned
decomposition patterns of classical microservices. A microservice should focus on
implementing a single business capability. In the specific case of quantum services,
and given the current state of quantum hardware, any part of the problem that can be
solved by traditional services should be implemented as such. Only specific prob-
lems that benefit from running on a quantum computer should be implemented as
quantum algorithms.

Once this decomposition is done, the quantum services functionality should be
defined abstracting as many details as possible from the underlying quantum hard-
ware. For traditional services, one of the most extended mechanisms to perform this
task is the OpenAPI Specification. It defines a standard, language-agnostic interface
to RESTful APIs which allows both humans and computers to discover and under-
stand the capabilities of services without access to source code or documentation.
The same standard can be used for quantum services, although some modifications
may be needed to included specific quantum aspects such as the number of qubits
needed to run the service given a certain input or the number or shots to be executed.

From the OpenAPI specification of traditional services, a code generation tool is
able to generate API client libraries, server stubs, documentation, and configuration
automatically for dozens of programming languages. This tool can be extended to
support code generation for quantum services. This would abstract quantum
microservices developers from most of the specific details of the supported quantum
hardware and gain the support of the classical service community that are already
used to the OpenAPI ecosystem.

Although such quantum code generation tools can abstract many implementation
details, a quantum algorithm still needs to be developed to perform the microservice
computation. A quantum annealing solution, or a quantum gate-based solution
(or both), should be provided as the body of the generated quantum service.

Another interesting area to explore is related to the deployment of services. From
this point of view, the situation is very different to traditional services. To the
authors’ knowledge, actually, it is not possible to deploy services on quantum
machines; thus, the quantum software to be executed is deployed upon execution,
leading to a redeployment with each invocation. This implies an increase in the
computational resources needed to execute quantum microservices. Each time a
quantum microservice is consumed, it has to be deployed first. However, this
disadvantage can be turned into an advantage. A Quantum API Gateway should
be able to perform all the task that a traditional API Gateway performs and, at the
same time, apply a heuristic to decide the best quantum hardware in which to deploy
the service at each time. This heuristic could take into account the available quantum
computers in which the service can be run, the number of qubits needed, the cost of
running the service on each quantum computers, and other similar aspects. From this
information, the optimal hardware can be chosen for each user on real time,
providing a greater flexibility than traditional services where the deployment is
only performed one time.
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Another necessary step is involved in the communication between traditional
microservices and quantum microservices. For this particular problem, one approx-
imation could be following an approach similar to how many traditional
microservices manage communications, using queues for the messages. However,
the collapse of the quantum systems should be taken into account. Once the quantum
algorithm that runs as the body of a quantum microservice has started is execution, it
will not be possible to consult its state without collapsing the system and, almost
certainly, invalidating the execution. Therefore, communications between quantum
services should be managed before or after the quantum core of the service is
executing and communication systems should be adapted to this behavior. The
Quantum API Gateway can also help coordinate these aspects each time a quantum
service is deployed.

From all the above, it is clear that there are two key elements needed in order to be
able to efficiently integrate hybrid quantum computing services, the specification of
the problem and the Quantum API Gateway. Both allow developers to mitigate the
problems of vendor lock-in and impossibility of deployment on quantum computers.
Additionally, a code generation tool can also help bridge the gap between them in a
way that is familiar to most services developers. Thus, we feel that the focus of
quantum microservices engineering should be in designing and developing these set
of proposed good practices in order to translate the benefits of traditional
microservices to hybrid quantum microservices.

8.5 Related Works

To date, works that focus on quantum microservices or hybrid microservices archi-
tectures are still sparse, and this is because quantum software engineering is a young
discipline. However, some researchers are starting to focus on this and related topics.

Already there are works that begin to explore the research opportunities of
quantum services and the potential of quantum services in the cloud [27]. In this
paper, researchers from different studies emphasize the problems encountered dur-
ing their research in this area. In particular, it includes the problems caused by the
need for different implementations of the same quantum algorithms for different
hardware vendors or the problems in deploying quantum services on quantum
computers.

As previously mentioned, in [28], the researchers further explore the deployment
of quantum services through an extension of TOSCA for quantum software deploy-
ment. This proposal shares some similarities with the work proposed in this book
chapter. Because quantum applications must be deployed again for each invocation,
a classical computer is needed to host and deploy these applications. Therefore, we
propose the use of a classical web service to wrap quantum algorithms and expose
them as endpoints.

In the same way, in [29], the researchers propose a procedure for the deployment
of algorithms in cloud-based quantum computers. This procedure is only valid for



circuit-based quantum algorithms because their proposal is based on starting from a
generic quantum circuit and then compiling that circuit in a specific quantum
computer.
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The fact that quantum algorithms are highly dependent on the hardware on which
they will be executed generates vendor lock-in problems. Therefore, there are
already works that aim to minimize these problems by parameterizing quantum
circuits [25, 30]. This technique allows the development of quantum circuits that
can be modified by means of input parameters, thus being able to be used to adapt the
algorithms to different computers or depending on the problem to be covered.
However, this technique cannot be applied to quantum annealing-based hardware.

From a commercial technological perspective, along with Amazon Braket, there
are different technological proposals related to the homogenization and simplifica-
tion of quantum access to computers and services. A clear example is Azure
Quantum [31], one of the main alternatives to Amazon Braket. Azure Quantum
offers a quantum software development kit that attempts to unify a heterogeneous set
of hardware and software solutions.

Other technology companies, software developers, and researchers are creating
high-level development environments, toolkits, APIs, and other technologies to
increase the level of abstraction of quantum software. For example, the IBM
Company proposes the IBM Quantum environment [32], while other developers
are focusing on specific areas such as quantum machine learning [20]. However, to
the authors’ knowledge, they do not provide any specific advantage over Amazon
Braket for the development of quantum microservices or hybrid solutions.

Additionally, for the development of quantum microservices with a similar
quality as that of classical services, it is not enough to simplify the development
and deployment of quantum algorithms. For this, other aspects of service engineer-
ing [33] need to be taken into account.

Some researchers are focusing on the orchestration aspects of quantum complex
algorithms. In [34] the authors propose a hardware-based orchestrator to control the
flow of complex quantum and hybrid applications. However, for quantum
microservices to be used with the same ease than classical services, software
orchestration solutions are still needed.

In this sense, once microservices are deployed and orchestrated, they need to be
managed. To this end, work lines around quantum DevOps practices are starting to
emerge. In [35], the author proposes a methodology to test the reliability of quantum
computers on a periodic manner. This reliability is used to estimate whether a given
hardware will provide results of sufficient quality and to select the most suitable
hardware available to run a quantum service.

Finally, in [36], the authors focus on trust and security issues in quantum services.
The current model in which quantum services are managed introduces some trust
issues regarding the specific hardware in which a given quantum task is run and other
related issues.

All the papers presented in this section reveal that further research is needed to
develop an effective quantum services engineering discipline.
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8.6 Conclusion

In this chapter, we have presented an analysis of current quantum software from a
service-oriented computing point of view. We have used Amazon Braket to deploy
quantum services by wrapping them in a classical service and used prime factoring
and traveling salesman problems as examples to hint the differences and intricacies
of running the same service on a different quantum hardware, even when done under
a common development umbrella and platform such as Braket.

This research and the derived work have allowed us to clearly present the current
limitations in the construction and use of quantum services. To this end, we have
organized these limitations and argued the intensive research efforts needed to bring
the benefits of service-oriented computing to the quantum world.

Due to the young nature of quantum software engineering, most areas of this
discipline, including service-oriented computing, are still in their first steps. How-
ever, the paradigm shift underlying quantum computing implies that there can be no
direct translation of proposals and techniques. Running quantum algorithms as
traditional services is not enough to fully explode their advantages; on the contrary,
it will only degrade the solution.

Therefore, we believe that an effort is needed to generate new techniques,
methodologies, and tools to fully expose all the perks and benefits, already demon-
strated by cloud and service computing, into quantum software and services.
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Alexandra Queirós, and Carlos Rodrigues. Smart cities and healthcare:
A systematic review. Technologies, 7(3):58, 2019.



360 BIBLIOGRAPHY

[29] Taher M Ghazal, Mohammad Kamrul Hasan, Muhammad Turki Al-
shurideh, Haitham M Alzoubi, Munir Ahmad, Syed Shehryar Akbar,
Barween Al Kurdi, and Iman A Akour. Iot for smart cities: Machine
learning approaches in smart healthcare—a review. Future Internet,
13(8):218, 2021.

[30] 10 internet of things (IoT) healthcare examples.

[31] Zarlish Ashfaq, Abdur Rafay, Rafia Mumtaz, Syed Mohammad Hassan
Zaidi, Hadia Saleem, Syed Ali Raza Zaidi, Sadaf Mumtaz, and Ayesha
Haque. A review of enabling technologies for internet of medical things
(iomt) ecosystem. Ain Shams Engineering Journal, 13(4):101660, 2022.

[32] Daniel Flores-Martin, Javier Berrocal, José Garćıa-Alonso, and Juan M
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