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Informáticas (TIN)

Con la conformidad de los directores
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Resumen

La gran popularidad y acogida que están teniendo los dispositivos inteligentes
ha fomentado el desarrollo de aplicaciones centradas en la Internet de las Cosas
(IoT). La mayoŕıa de estas aplicaciones requieren detectar casi constantemente
cambios en el entorno, procesar los datos recogidos y realizar algunas acciones
para adaptar el entorno a las necesidades y preferencias de los usuarios, gestión
eficiente de los sistemas, monitorización de la salud de las personas, etc. Por
lo que necesitan unos requisitos de calidad estrictos para que sean aceptados
por ellos.

Actualmente, el desarrollo de estas aplicaciones está principalmente de-
terminado por el paradigma Cloud Computing. Toda la información se env́ıa
y centraliza en servidores cloud para almacenarse y procesarse. No obstante,
debido al aumento de la cantidad de estos dispositivos conectados a Internet
que se esperan durante los próximos años junto con los estrictos requisitos
de las aplicaciones IoT, se estima que puede conllevar a una saturación de la
infraestructura debido al volumen de información que tienen que intercam-
biar. Esto supondrá una reducción afectando de la calidad de servicio (QoS),
tiempos de respuesta, etc.

Para intentar mitigar esta situación, distintos investigadores están tra-
bajando en la definición de paradigmas como, Fog, Edge y Mist Computing.
Estos paradigmas permiten explotar las capacidades de diferentes dispositivos
y nodos conectados a Internet a lo largo de toda la infraestructura para alma-
cenar, procesar y proporcionar servicios. Esta distribución de la computación
a lo largo de la infraestructura se le ha denominado Cloud-to-Thing contin-
uum con el objetivo de reducir los tiempos de respuesta, mejorar la QoS y
generar menos tráfico de datos global en la red. Sin embargo, el desarrollo
de aplicaciones basado en estos paradigmas presenta dificultades. Mientras
que plataformas y empresas proporcionan algunos estándares y tecnoloǵıas
para facilitar el desarrollo de aplicaciones Cloud, existen pocos mecanismos y
tecnoloǵıas similares para el desarrollo de aplicaciones con estos paradigmas

Por lo tanto, esta tesis se enfoca en investigar y contribuir al desarrollo
de aplicaciones utilizando estos paradigmas arquitectónicos novedosos como



son Fog, Edge y Mist. Los objetivos principales son aportar nuevos procesos,
técnicas y herramientas que ayuden a facilitar la implementación, evaluación
y despliegue de aplicaciones IoT basadas en estos paradigmas, abarcando ac-
tividades importantes de las metodoloǵıas de desarrollo software. Con esto
se ayudaŕıa a que las empresas puedan introducir estos nuevos paradigmas
arquitectónicos en el desarrollo de aplicaciones IoT de forma viable.



Abstract

The great popularity and acceptance of smart devices have encouraged the
development of applications focused on the Internet of Things (IoT). Most of
these applications require almost constant detection of changes in the environ-
ment, processing the collected data and performing some actions to adapt the
environment to users’ needs and preferences, efficient management of systems,
monitoring people’s health, etc. So they need strict quality requirements to
be accepted by them.

Currently, the development of these applications is mainly determined
by the Cloud Computing paradigm. All information is sent and centralized in
cloud servers to be stored and processed. However, due to the increase in the
number of these Internet-connected devices expected over the next few years
along with the strict requirements of IoT applications, it is estimated that this
may lead to a saturation of the infrastructure due to the volume of information
they have to exchange. This will result in a reduction affecting the quality of
service (QoS), response times, etc.

To try to mitigate this situation, different researchers are working on
the definition of paradigms such as Fog, Edge, and Mist Computing. These
paradigms make it possible to exploit the capabilities of different devices and
nodes connected to the Internet throughout the infrastructure to store, process,
and provide services. This distribution of computing across the infrastructure
has been called the Cloud-to-Thing continuum with the objective of reduc-
ing response times, improving QoS, and generating less overall data traffic
in the network. However, application development based on these paradigms
presents difficulties. While platforms and companies provide some standards
and technologies to facilitate the development of Cloud applications, there are
few similar mechanisms and technologies for the development of applications
with these paradigms.

Therefore, this thesis focuses on investigating and contributing to ap-
plication development using these novel architectural paradigms such as Fog,
Edge, and Mist. The main objectives are to provide new processes, tech-
niques, and tools that help to facilitate the implementation, evaluation, and



deployment of IoT applications based on these paradigms, covering important
activities of software development methodologies. This would help companies
to introduce these new architectural paradigms in the development of IoT
applications in a viable way.
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“Science, my lad, is made up of mistakes,
but they are mistakes which it is useful to
make, because they lead little by little to
the truth”

Jules Verne (1828-1905)

Chapter 1

Introduction

In this chapter, we present the context of the thesis, where we explain the
motivations, problems and goals detected. We also present all the contribu-
tions that have been made in this thesis, such as contributions, publications,
etc. We first present the research context in which this thesis is developed in
Section 1.1. The problems detected in the PhD research are set out in Section
1.2. In Section 1.3, the hypotheses derived from the problems and the goals
are exposed. Section 1.4 details the research methodology followed throughout
the PhD. In Section 1.5, we summarise our contributions, publications, etc.
Finally, Section 1.6 outlines the structure of the rest of the thesis.
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2 CHAPTER 1. INTRODUCTION

1.1 Research Context

The capacities of end devices have increased enormously. Their computational
and storage capacity have multiplied with the aim of being able to obtain
more information from the environment and carrying out increasingly complex
operations. This increase in the capacities of these devices has favoured the
development of paradigms such as the Internet of Things (IoT), where end
devices are more integrated into the Internet [1]. There are currently a large
number of these devices in our society (mobile devices, IoT devices such as
sensors, actuators, etc.). Moreover, the number of these devices is expected to
increase considerably in the coming years [2]. In 2022, the Internet of Things
market is expected to grow by 18% to 14.4 billion active connections. In 2025,
as supply constraints ease and growth accelerates further, there are expected
to be approximately 27 billion connected IoT devices. However, the actual
2021 data as well as the current 2025 forecast for IoT devices is lower than
previous estimates, due to various issues such as prolonged supply disruptions
due to the pandemic or current inflation [3].

All these connected devices generate a large flow of information, as they
require almost constant sensing of the environment, processing the collected
data, and performing some actions to adapt the environment to the needs and
preferences of the users, efficient management of the systems, monitoring of
people’s health, etc. Most of these devices generate and consume information
through different services deployed in the Cloud [4], thanks to the growing
importance of the Cloud Computing paradigm [5, 6], which has changed the
way of producing and consuming information. IoT applications are usually
based on this paradigm, in which these devices act as simple clients obtaining
information through their sensors, sending it to the used cloud, and obtaining
from the same environment the actions to be executed or processed informa-
tion. These environments centralize the most demanding functionalities, such
as storage or computation of managed data, providing better scalability, fault
tolerance, and greater control oAll these connected devices generate a large
flow of information, as they require almost constant sensing of the environ-
ment, processing the collected data, and performing some actions to adapt the
environment to the needs and preferences of the users, efficient management of
the systems, monitoring of people’s health, etc. Most of these devices generate
and consume information through different services deployed in the Cloud [4],
thanks to the growing importance of the Cloud Computing paradigm [5, 6],
which has changed the way of producing and consuming information. IoT
applications are usually based on this paradigm, in which these devices act
as simple clients obtaining information through their sensors, sending it to
the used cloud, and obtaining from the same environment the actions to be
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executed or processed information. These environments centralize the most
demanding functionalities, such as storage or computation of managed data,
providing better scalability, fault tolerance, and greater control of operating
costs.f operating costs.

Nevertheless, the number of these devices connected to the Internet is
expected to increase in the coming years. Therefore, the increase of connected
devices together with the strict requirements of IoT applications can lead to
network saturation due to the volume of information they have to publish and
consume [7]. The impact of network saturation would negatively affect the
quality of service (QoS), increasing latency and response times. It will also
lead to an increase in operational costs due to the increased volume of data
they have to store, etc., making it even more difficult to achieve the QoS of
IoT applications [8] to be truly useful and accepted by end users.

To meet IoT application requirements, several lines of research have
proposed new architectural paradigms such as Fog Computing, Edge Com-
puting, Mist Computing [9], etc. These are some of the existing paradigms
on which this thesis focuses, although others are very similar such as Mobile
Cloud Computing [10], Mobile Edge Computing[ [11], etc. There are even
authors who mix them up or consider them the same, it is one of the things in
this area that has yet to be standardized. All of these proposals are within the
Cloud-to-thing continuum [12], which are infrastructures that extend beyond
centralized data centers, from the cloud to end devices. The goal of these
paradigms is to distribute computing and store services in different layers so
that developers can exploit the capabilities of nodes closer to the end user (IoT
devices, smartphones, fog/edge nodes, etc.), in order to reduce the response
time, the network overload, increase the privacy of managed data, etc. In
short, to facilitate the achievement of QoS attributes that enable the provi-
sion of IoT applications with acceptable quality for all users. Figure 1.1 shows
a possible distributed architecture formed by the above-mentioned paradigms
where we can see the devices that would act in each layer.

However, there are several drawbacks to developing IoT applications
based on these paradigms. The implementation of these IoT applications
requires developers skilled in different areas (hardware, communication, op-
erating systems, etc.). Whilst cloud platforms and other companies provide
some standards and technologies abstracting from the low-level details to im-
plement, there are few similar mechanisms and technologies for computational
infrastructures closer to the end user (smartphones, IoT devices, wearables,
etc.) [13]. The use of precarious and ad hoc mechanisms implemented directly
by each developer to develop this type of application may affect the devel-
opment time, maintainability, and reproducibility of the software. Therefore,
companies may be reluctant to develop them due to these issues.



4 CHAPTER 1. INTRODUCTION

Figure 1.1: Cloud-Fog-Edge-Mist architecture

Another issue that companies may be reluctant to develop is QoS. The
evaluation of QoS in applications is crucial for the success/failure of the appli-
cation. An application that does not meet the expected QoS is more likely to
be rejected by users, with the financial and image impact that this may cause
to a company. The evaluation of IoT applications using these paradigms is
not as trivial as in applications with more traditional architectures. There
are more components fog/edge nodes, IoT devices, etc. that make it a more
heterogeneous architecture and therefore make the evaluation much more com-
plex [14]. Therefore, new techniques and tools are also needed to evaluate the
QoS of applications using these paradigms.

Finally, another aspect to highlight is the selection of an architecture for
deployment. When an application is deployed with a particular architecture
and topology (following Cloud-Fog-Edge-Mist paradigms) it can provide the
goal QoS at a given time and under specific contextual conditions. However,
this may not be sufficient in changing environments. All IoT applications are
exposed to different changing conditions, e.g. communication quality (inter-
mittent communication due to area, bandwidth, etc.), variation over time in
the number of users, the volume of information, or the freshness of the data.
Sometimes this can lead to situations where a given deployment architecture
complies with the established QoS, but fails to do so when any of these pa-
rameters change. Consequently, techniques that allow dynamic deployment of
IoT applications throughout the Cloud-to-thing continuum are also needed to
provide optimal QoS.
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Therefore, the research in this thesis has focused on investigating and
contributing to the development of these emerging architectural paradigms
such as Fog, Edge, and Mist along the Cloud-to-thing continuum. The main
goals are to provide new processes, techniques, and tools to help facilitate
the implementation, evaluation, and deployment of IoT applications based
on these paradigms, contributing to supporting the activities of development
methodologies, such as DevOps [15]. Development methodologies, e.g. De-
vOps, promote rapid and continuous feedback from operations to develop-
ment to detect problems before customers are affected. Thus, integrating the
contributions into these development methodologies would help companies to
introduce these new architectural paradigms into the development of IoT ap-
plications in a viable way.

1.2 Problem statement

The previous section sets the context of the thesis research. In this section the
problems detected in the initial stage of the research are detailed. In addition,
the possible causes and consequences are detailed. This analysis has been
useful to clearly focus the whole research and development of the thesis.

• Problem 1: Development of applications applying emerging paradigms.
Several researchers have proposed new emerging paradigms, such as Fog,
Edge or Mist Computing, but they are rarely used by industry.

– Causes:

1. Lack of tools and/or services to facilitate the development of
applications using these emerging paradigms.

2. Extra effort and cost to develop applications with these emerg-
ing paradigms compared to conventional ones due to lack of
resources.

– Consequences:

1. The capabilities of devices and nodes close to the end user are
not exploited. The goal of these paradigms is to use devices
and nodes close to the end users in order to reduce response
times, network overhead, etc.

2. High cost for companies. If there are no tools/services to fa-
cilitate development, developers will have to implement their
solutions ad hoc, which could affect development time, main-
tainability, etc., and therefore higher costs for companies.
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• Problem 2: QoS evaluation of applications applying emerging paradigms.
The success or failure of applications depends to a large extent on the
QoS. The QoS evaluation of these paradigms is a complex process.

– Causes:

1. Lack of tools and/or services that facilitate the evaluation of
the QoS that can be provided using these paradigms.

2. Extra effort and cost to evaluate applications that use these
paradigms compared to conventional paradigms like Cloud com-
puting.

– Consequences:

1. High cost for companies. If there are no tools/services to facili-
tate QoS evaluation, developers will have to evaluate QoS with
precarious mechanisms, which could affect the evaluation time
and thus lead to higher costs for companies.

2. If an application offers a good service with poor quality, it will
probably be rejected. Many of these companies are start-ups,
so the failure of an application can bankrupt them.

• Problem 3: Dynamic deployment. An application is normally designed
and deployed with a static topology, and therefore does not have the
opportunity to change to another topology that provides better perfor-
mance at certain times.

– Causes:

1. Lack of techniques to support dynamic deployments in Cloud-
Fog-Edge-Mist environments.

2. Duplication of effort and cost for companies to design and de-
velop multi-style applications.

– Consequences:

1. Failure to take advantage of the benefits that different styles
can bring can hinder the fulfillment of defined QoS.

1.3 Thesis Goal

In order to state the main goal of the thesis, we have first described different
hypotheses taking into account the context of the research and the state of the
problem. Subsequently, the main goal and its specific goals are presented.
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1.3.1 Hypothesis

1. If tools and processes are provided to support the development of these
new emerging architectural styles, then they will save cost and effort
for companies and developers and can be used as a viable alternative to
more conventional ones.

2. If techniques are provided to evaluate the QoS of IoT applications with
these new emerging architectural styles before they are deployed in pro-
duction, then companies will be able to provide higher quality applica-
tions to users, increasing user satisfaction and becoming more competi-
tive.

3. If mechanisms and processes are provided that allow the dynamic de-
ployment of an application to adapt its topology according to different
parameters of the context and resources, it will allow companies to pro-
vide adequate QoS.

1.3.2 Main Goal

The hypotheses described above allow the following main goal to be set.

Main Goal: Contribute new processes, techniques, and tools to fa-
cilitate the implementation, evaluation, and deployment of IoT applications
based on these new emerging architectural styles by leveraging the capabili-
ties of end devices (Mist) and near nodes (Edge and Fog), covering important
activities of the software development methodologies.

1.3.3 Specific Goals

The main goal is a general goal that involves a number of different research
focuses. In order to determine and focus on the different points to be inves-
tigated in a clearer and more concise way, we have described specific goals.
Each of them is described in the following:

• SG1. Providing tools and processes that speed up the implementation
of emerging architectural styles such as Edge, Fog, and Mist Computing.

• SG2. Providing tools and processes that facilitate the evaluation of the
QoS of IoT applications that apply architectural styles making use of
paradigms such as Edge, Fog, and Mist Computing.
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• SG3. Provide mechanisms so that an application can dynamically change
the architecture topology to adapt to the context needs or resources re-
quired at the time.

1.4 Research Methodology

This thesis aims to address a general goal made up of three specific sub goals.
To meet these sub goals, it is very important to carry out a plan with the
different activities that must be carried out for the proper development of the
work. The methodology followed in this work is detailed below.

For the planning and development of this project, it has been decided to
adopt the Design Science methodology [16]. Design Science is a methodology
that offers specific guidelines for research projects. It is especially used in the
disciplines of Engineering and Computer Science, although it is applicable to
other areas [17].

The main objective of this methodology is to obtain knowledge of a
certain problem and its domain and the contribution of innovative products
that minimize the problem [18]. This increase in knowledge and the creation of
innovative products is achieved through the creation of artifacts. An artifact is
an object made by people with the intention of being used to solve a practical
problem. Artifacts can be sketches, pieces of software, hardware, etc. [19].
During the thesis, several artifacts/frameworks [20, 21] are presented that
cover part of the goals proposed in the thesis

Design Science is based on approaching a problem, together with its
causes and consequences, as detailed for this thesis in Section 1.2, and trying
to solve them. Fig. 1.2 shows the different activities to be carried out in this
research methodology.

Figure 1.2: Iterative structure of the Design Science methodology

• Problem Explain: The goal of this activity is to investigate and analyze
the initial problem identified as input. The problem must be formulated
in a precise and justified manner, highlighting the causes leading to the
problem that must be analyzed. In our case, we have identified three



1.4. RESEARCH METHODOLOGY 9

main problems through a literature review for the deployment of IoT
applications along the Cloud-to-thing continuum.

• Define Requirements: Sketch the problem solution together with the
artifact requirements, which can be business, architectural, functional
and non-functional requirements that will be addressed by the artifacts.
To sketch out our solutions we looked at different standards and existing
technologies to try to adapt them to our solution and reduce the learning
curve for the end developers using them.

• Design and Develop Artifacts: Creation of the artifact that addresses the
problem and fulfills the defined objectives. In this phase the different
artifacts and solutions have been developed for the context of this thesis,
covering each of the problems or specific goals.

• Demonstrate Artifacts: Demonstration of the viability of the developed
artifacts in proofs of concept, case studies, etc. to help justify that the
solution delivers the expected results. All our contributions have linked
case studies to justify the solution such as case studies related to Covid,
smart cities, rural environments, etc. to better show the problems and
solutions.

• Evaluate Artifacts: The evaluation of the artifact is the detailed valua-
tion of the artifact and is based on the results of the demonstration. The
evaluation has to demonstrate that the artefact meets the requirements
and solves the problem. In our work, we have tried to deploy them in
scenarios with characteristics as close to reality as possible in order to
obtain the most realistic results possible.

The above activities are not followed strictly sequentially. Normally,
and more in research, these tasks are iterative. The arrows between activities
only show the expected inputs and outputs of each activity. Therefore, some
authors establish a three-cycle view of this methodology [22]. This view is
shown in Fig. 1.3.

• Relevance Cycle, initiates research by analyzing the environment and the
problems to be addressed, defining the requirements of the artifacts and
the acceptance criteria for the evaluation of the research results. It also
identifies whether new iterations are necessary to solve the problem.

• Design Cycle, focuses on the construction and evaluation of the devel-
oped artifact. For this purpose, the requirements and criteria identified
in the Relevance cycle are followed, and the methods and techniques
identified in the Rigor cycle are applied.
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Figure 1.3: Design Science methodology proposed model

• Rigor Cycle, provides knowledge to the project to ensure that it is inno-
vative, ensuring that the research produces contributions to the general
knowledge base.

This methodology not only produces artifacts but also creates knowl-
edge of general interest so it presents three important requirements: first, the
use of rigorous research methods for the literature review and to define the
problems and goals; second, the results must be correctly grounded and orig-
inal, in this thesis through different case studies; third, the results must be
communicated. All the results obtained from this thesis have been submitted
and published in different journals, conferences, etc. for the dissemination of
knowledge.

1.5 Contributions

1.5.1 Summary of Contributions

Along the PhD, we have made different contributions that try to cover the
proposed goal Contribute new processes, techniques, and tools to facilitate the
implementation, evaluation, and deployment of IoT applications based on these
new emerging architectural styles by leveraging the capabilities of end devices
(Mist) and near nodes (Edge and Fog), covering important activities of the soft-
ware development methodologies”. The contributions cover different activities
of the software development methodologies (implementation, evaluation, and
deployment). In our work, we have focused on following the DevOps method-
ology and its Life Cycle [15]. Therefore, in the following sections, we classify
our contributions by each activity covered within the DevOps methodology,
Code, Test, and Operate, thus addressing the main goal of this thesis.
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CODE

In this stage, the application code is developed using appropriate program-
ming languages and IDEs. The contributions presented in this stage aim to
provide tools, frameworks, standards, etc. that enable the development of IoT
applications along the entire Cloud-to-thing continuum (Cloud, Fog, Edge,
and Mist). These contributions are focused on covering SG1.

Human Microservices

• Problem statement: Over the last decade, the mobile application market
has grown steadily thanks to the massive use of smartphones [23] and
the emergence of cloud computing to offload computational tasks and
improve the quality of experience. With the more recent deployment
of IoT devices, this cloud-based architectural design and corresponding
communication flow have been maintained [1]. However, the increas-
ing amount of information being exchanged, the stringent requirements
of many IoT applications, and the need for these applications to adapt
their real-time behaviour to the user’s context make these architectural
assumptions challenging. Recently, paradigms such as Mist, or Edge
computing [9, 11] have been proposed to exploit the computational and
storage capabilities of today’s smartphones and IoT devices to overload
some tasks on them, reducing the overhead on both the cloud and the
network. However, few mechanisms and technologies exist to develop ap-
plications following these paradigms. Developers use their mechanisms
and ad hoc implementations to develop such applications which can af-
fect the development time, maintainability, and reproducibility of the
software.

• Contribution: In this work we present Human Microservices as a frame-
work that facilitates the implementation of APIs on end devices follow-
ing the Mist Computing paradigm to provide personal and up-to-date
information that can be consumed by other entities. The framework fa-
cilitates the implementation of computing units on devices closer to end
users, improving system response time by reducing the strain on cloud
and network infrastructure. The proposed framework builds on existing
standards to improve software quality (maintainability and reproducibil-
ity) and shorten the learning curve. The main results of this contribution
have been presented at the International Workshop on Gerontechnology
(2019)[24] and 2020 IEEE International Conference on Pervasive Com-
puting and Communications (PERCOM’20) [25, 26], and published in
the journal Software: Practice and Experience (2021) [13].
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SOLID in Smartphones

• Problem statement: Privatization and centralization of information are
common practices in applications and companies, that intend to provide
personalized services to their users based on their preferences and habits
[27]. As a consequence, these policies result in potential privacy issues,
inconsistencies, duplication, and insecurity problems [28]. This privati-
zation trend leads sites to form information silos so that data storage
is done independently and autonomously, with a large pool of duplicate
data between services [29]. Therefore, access to other applications is
disabled and users do not enjoy much control over their data. There are
proposals that attempt to offer alternative models of storing and provid-
ing data from Mist devices to be computed using the Cloud continuum.
In this way, users store their information and have control over it. The
Social Linked Data (SOLID) [30] initiative becomes the most relevant
among these solutions. SOLID proposes the decentralization of infor-
mation to separate applications and personal data. However, existing
implementations exploit SOLID, they do not draw a global mechanism
for data storage.

• Contribution: In this contribution, we propose the implementation of
the SOLID approach in smartphones. This combination takes advan-
tage of the ubiquitous and contextual characteristics of these devices
closer to end users to provide a new model for storing personal data
and having more control over their data avoiding duplication in different
services and applications. Smartphones are suitable devices for storing
data, as most of the information involved in application processes is ob-
tained from them. Thus, external applications request access that the
user can authorize or deny. As a result, the user can know which ap-
plications consume information and when, while businesses benefit from
a consistent source of data. The main results of these contribution has
been accepted for publication at the International Conference on Web
Engineering (2020)[31], and published in the journal Mobile Information
Systems (2021) [32].

Distributed API Composer

• Problem statement: There are artifacts such as the one presented above
(APIGEND) that allow the implementation of APIs in different end de-
vices following the Mist Computing paradigm [13]. These devices be-
come service providers and can be consumed directly by other devices
connected to the Internet as if they were deployed in the cloud through
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an API. The main problem with this distributed deployment of APIs is
how to collect data from each device. For example, applications that in-
volve a large number of individuals collectively collect and extract data
from specific areas of interest [33]. Each user is independent of the oth-
ers, but they have the option to share the collected data to collaborate
toward a common goal. However, collecting all this data requires access-
ing all these devices one by one, and once collected, it is post-processed
to finally arrive at the goal result. The data management process should
require as little effort as possible for developers. In order to try to solve
this problem, a system would be needed that, in a coordinated way,
obtains the data from the APIs of the devices and aggregates them to
obtain the final result. Currently, to develop such a system, developers
have to use all their skills and knowledge to design and implement their
ad hoc solutions. This leads, firstly, to an increase in development time
and cost and, secondly, to a reduction in maintainability. Therefore,
mechanisms and tools are needed to facilitate the development of such
a system.

• Contribution: Our proposal, called Distributed API Composer (DAC),
performs the whole process of coordinating the invocations, obtaining
the data, and aggregating it from the distributed APIs in end devices.
DAC aggregation is not only based on retrieving and exposing the raw
data but also on performing some processing to expose it as adapted
as possible to the final result and to improve compliance with the QoS
requirements. To facilitate the aggregation of the data, different opera-
tions have been defined to process the data and can be reused between
the different endpoints. In addition, it also allows defining conditions in
the communication with the final APIs in order to offer an acceptable
QoS. For this purpose, we have designed a conceptual model to capture
all its concepts and characteristics. This model has helped us to develop
an extension of the OpenAPI [34] language to make it easier for devel-
opers to implement it for the intermediate Edge and Fog layers, as well
as in the Cloud. We also extended the APIGEND tool to support the
DAC and facilitate its implementation. The main results of this contri-
bution have been presented at the Jornadas de Ciencia e Ingenieŕıa de
Servicios (JCIS), SISTEDES (2021) [35].

TEST

Once the code build is ready, at this stage it is first deployed in the test en-
vironment to perform various types of tests such as user acceptance testing,
security testing, integration testing, performance testing, end-to-end testing,
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etc. This ensures that potential bugs in the developed software are eliminated
and a reliable product is delivered to production. The contribution presented
to cover this stage aims to provide a framework for QoS evaluation in appli-
cations deployed in the Cloud-to-thing continuum, as their evaluation is more
complex due to the different components distributed throughout the applica-
tion.

Perses

• Problem statement: The growth of the app market has generated a mul-
titude and variety of apps. There are different dimensions, such as ad-
vertising, originality, and virality, that determine the success of an app.
Success also depends on end user satisfaction by offering a good Quality
of Experience (QoE) [36]. QoE also depends on the QoS offered by the
application as a whole and the infrastructure supporting it, especially
in the case of distributed applications where computing is not primarily
performed in a single location (cloud environment), but on a set of dis-
tributed devices. These problems can be avoided by assessing the QoS of
the entire system before deployment. To assess the required quality, de-
velopers can evaluate each side (back end and front end) independently,
but E2E testing is also performed. E2E testing evaluates the correct
integration and the correct functioning of the main functionalities, repli-
cating the behaviour of the [37] users. End-to-end evaluation in such
architectures is not as trivial as in more traditional architectures. QoS
evaluation with E2E testing of distributed applications is complex to
evaluate. With these new paradigms, it is necessary to deploy a consid-
erable set of heterogeneous devices close to the real scenarios to properly
evaluate QoS: latency and execution time can vary greatly depending on
the devices involved. Therefore, new techniques are needed to assess the
QoS of distributed applications by simulating a scenario close to reality.

• Contribution: We developed our framework called Perses. Perses al-
lows to performance of QoS evaluations in distributed applications sim-
ulating virtual scenarios with heterogeneous devices. It can also be in-
tegrated into a software development process, such as DevOps, which
allows automating the tasks of creating and deploying the virtual sce-
nario, launching E2E tests, collecting results, etc., which reduces the
effort required to perform these tests and it can be widely adopted by
companies, saving the effort and cost required to perform these tests.
The main results of this contribution has been accepted for publication
at the 2021 IEEE International Conference on Pervasive Computing and
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Communications (PERCOM’21) [38, 39], the Jornadas de Ciencia e In-
genieŕıa de Servicios (JCIS), SISTEDES (2021) [40] and published in
the journal Pervasive and Mobile Computing (2022) [14].

OPERATE

At this stage, the release is ready to be used by customers. At this stage, the
operations team is responsible for implementing the configuration and provi-
sioning the infrastructure to deploy it. The inputs presented here are aimed at
implementing the applications so that the deployment of your cloud-continuum
infrastructure can be adapted dynamically to the needs of the application con-
text (e.g. communication quality, transmission and data quality requirements,
etc.).

OPPNets

• Problem statement: Rural areas are filled with business activities such
as livestock farming and agriculture. There are also other important
activities such as healthcare. The demographics in rural areas are com-
monly characterized by a significant percentage of people over 65 years
old. However, they are often isolated by network operators because they
are not interested in deploying their solutions due to the low benefits
they acquire. Today, technological solutions for deploying applications
across the Cloud-to-thing continuum for industry and healthcare have
become the main disruptive solutions for improving people’s produc-
tion and quality of life [41]. However, in rural areas where there is no
access to the Internet, these solutions cannot be easily deployed. Spe-
cific needs and technological isolation motivate research into alternative
technologies that explore mechanisms for information transmission and
communication systems for the proper deployment of cloud-continuum
infrastructures in these rural environments.

• Contribution: In this contribution, we propose a solution based on an
opportunistic network algorithm that enables the deployment of Cloud-
to-thing continuum communication technology solutions in isolated areas
where connectivity is poor. We present a system for both healthcare for
the elderly and industrial activities in rural areas. This communication
system is based on DTN (Delay-tolerant networking) offering one solu-
tion for monitoring elderly people without an Internet connection and
another solution for transmitting the performance and production data
of local companies. The proposed approach exploits a routing algorithm
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based on cooperation between nodes by dynamically adapting the com-
munication according to the type of data and the receiver’s interests.
The main results of this contribution have been published in the journal
Wireless Communications and Mobile Computing (2021) [42].

Elastic Data Analytics

• Problem statement: The massive deployment of Internet-connected de-
vices has led to an increase in the collection of data that are then used
by companies to improve their decision-making processes. This growing
trend demands more and more cloud and communications infrastructure.
The limited resources, the need of sharing them, and the fact that many
consumers are interested in the same data call for efficient management
of the available resources. In order to reduce the network overhead and
improve the QoS, IoT applications already attempt to take advantage
of the Cloud-to-thing continuum to deploy services closer to information
providers and consumers. However, such applications are still isolated
systems that do not favor the sharing of data or analytics streaming.

• Contribution: We address these problems by using Elastic Data Ana-
lytics, whose behaviour can be dynamically modified according to the
quality requirements defined by each IoT system (freshness and accu-
racy) and the available resources of the cloud-to-thing infrastructure.
These analytics have two parameters (freshness and accuracy) that can
be modified depending on the quality required by the analytics. This
impacts on the infrastructure that has to adapt to the needs of the set of
analytics and the available resources. To define and deploy these anal-
yses, we have provided a framework with an orchestrator that manages
the elasticity produced by the variation in the quality requirements of
the analytics. This orchestrator evaluates the state of the infrastructure,
the other ongoing analytics, and the QoS required by each analytic. As
a result, it reconfigures all analytics to maximize the quality provided by
each analytics without exhausting the resources of the cloud-to-thing in-
frastructure. The main results of this contribution have been published
in the journal IEEE Internet Computing [43].

1.5.2 Publications

This section presents a complete list of the publications generated by our re-
search work. The publications are listed in chronological order. In addition,
where possible, information about the quality indicator or other details are
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given. For journal articles, it indicates the Journal Citation Reports (JCR)
rating of the journal and, for conference articles, the conference class, and
conference rating according to the GII-GRIN-SCIE (GGS) conference classifi-
cation [44].

2019

During the first year of the PhD, we analyzed different works and state of
art to deploy services on devices close to the users, i.e. the Mist layer with a
focus on SG1 (”Providing tools and processes that speed up the implementa-
tion of emerging architectural styles such as Edge, Fog and Mist Computing”).
With this began the development of APIGEND[20], supporting the develop-
ment of APIs on smartphones. The initial analysis together with the study of
the art and the development of APIGEND produced its first results with the
publication of the first articles [45, 24, 46, 47].

• JCIS’19 [45]. S. Laso, D. Flores-Martin, Jose Garćıa-Alonso, J. Berro-
cal, J. M. Murillo, “Estimación y Generación Temprana de Aplicaciones
para la IoT,” Jornadas Cienc. e Ing. Serv. (JCIS), SISTEDES, 2019.

• IWoG’19 [24]. S. Laso, D. Flores-Martin, J. L. Herrera, C. Canal,
J. M. Murillo, and J. Berrocal, “Providing Support to IoT Devices De-
ployed in Disconnected Rural Environment,” in International Workshop
on Gerontechnology, 2019, pp. 140–150.

• IWoG’19 [48]. D. Flores-Martin, S. Laso, J. Berrocal, C. Canal, and J.
M. Murillo, “Allowing IoT devices collaboration to help elderly in their
daily lives,” in International Workshop on Gerontechnology, 2019, pp.
111–122.

• IWoG’19 [46]. E. Moguel, J. Garćıa-Alonso, and S. Laso, “Yourpantry:
food monitoring through pantry analysis using the smartphone and mak-
ing use machine learning and deep learning techniques,” Commun. Com-
put. Inf. Sci., vol. 1185, pp. 3–10, 2019.

• MMTC’19 [47]. S. Laso, D. Flores, J. Garcia-Alonso, J. M. Murillo,
and J. Berrocal, “Deploying APIs: Edge vs Cloud Environments,” MMTC
Commun., 14 - 5, pp. 10 - 15. IEEE, 05/09/2019.

2020

In this second year, we continued to focus on SG1. Following the first positive
results on the deployment of APIs on end devices in 2019, the APIGEND
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tool was extended to support more device types such as microcontrollers and
smartwatches. All this resulted in a couple of publications in PERCOM [39,
26]. Other adaptations of the use of the mobile device as a personal computing
end device, such as depression detection and tracking of foods in people’s diets,
led to further publications in a International Workshop on Gerontechnology
and an IEEE Access journal [49, 50]. The adaptation of the SOLID model
for deployment on smartphones was also researched and developed [31] by
participating in the International Conference on Web Engineering.

Other adaptations of the use of the mobile device as a personal comput-
ing end device, such as depression detection and tracking of foods in people’s
diets, led to further publications

• PERCOM’20 [39] S. Laso, M. Linaje, J. Garcia-Alonso, J. M. Murillo,
and J. Berrocal, “Deployment of APIs on Android Mobile Devices and
Microcontrollers,” in 2020 IEEE International Conference on Pervasive
Computing and Communications (PerCom Workshops), 2020, pp. 1–3.

• PERCOM’20 [26]. S. Laso, M. Linaje, J. Garcia-Alonso, J. M. Murillo,
and J. Berrocal, “Artifact Abstract: Deployment of APIs on Android
Mobile Devices and Microcontrollers,” in 2020 IEEE International Con-
ference on Pervasive Computing and Communications (PerCom), 2020,
pp. 1–2.

Quality indicator: GGS class (rating) 1 (A+).

• ICWE’20 [31]. M. Jesús-Azabal, J. Berrocal, S. Laso, J. M. Murillo,
and J. Garcia-Alonso, “SOLID and PeaaS: Your Phone as a Store for
Personal Data,” in International Conference on Web Engineering, 2020,
pp. 5–10.

Quality indicator: GGS class (rating) 3 (B-).

• IWoG’20 [49] D. Flores-Martin, S. Laso, J. Berrocal, and J. M. Murillo,
“Detecting and Monitoring Depression Symptoms According to Peo-
ple’s Behaviour Through Mobile Devices,” in International Workshop
on Gerontechnology, 2020, pp. 3–10.

• ACCESS’20 [50]. B. Sainz-De-Abajo, J. M. Garćıa-Alonso, J. J.
Berrocal-Olmeda, S. Laso-Mangas, and I. De La Torre-Diez, “FoodScan:
Food Monitoring App by Scanning the Groceries Receipts,” IEEE Ac-
cess, vol. 8, pp. 227915–227924, 2020.

Quality indicator: JCR Q2.
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2021

In the third year of the PhD, the first and most important publication was
focused on SG1, published in Software: Practice and Experience journal with
the Human Microservices [13]. Related, there was also an important pub-
lication in the Mobile Information System journal with the deployment of
the SOLID model in smartphones [32]. The Distributed API Composer
(DAC) was also developed, supporting the upper layers Edge and Fog, the
result of which was presented at the SISTEDES national congress [35]. How-
ever, during this year, research is also focused on the SG2 goals (”Providing
tools and processes that facilitate the evaluation of the QoS of IoT applications
that apply architectural styles making use of paradigms such as Edge, Fog and
Mist Computing”) by developing our Perses framework for the evaluation of
distributed applications resulting in the publications [40, 39, 38]. And SG3
(”Provide mechanisms so that an application can dynamically change the archi-
tecture topology to adapt to the context needs or resources required at the time”)
with the development of our proposal OPPNets [42], making an important
publication in Wireless Communications and Mobile Computing journal.

• SPE’21 [13]. S. Laso, J. Berrocal, J. Garćıa-Alonso, C. Canal, and
J. Manuel Murillo, “Human microservices: A framework for turning hu-
mans into service providers,” Softw. - Pract. Exp., 2021, doi: 10.1002/spe.2976.
Quality indicator: JCR Q2.

• WCM’21 [42]. M. Jesús-Azabal, J. L. Herrera, S. Laso, and J. Galán-
Jiménez, “OPPNets and Rural Areas: An Opportunistic Solution for
Remote Communications,” Wirel. Commun. Mob. Comput., vol. 2021,
2021.

Quality indicator: JCR Q3.

• MIS’21 [32]. M. Jesús-Azabal, E. Moguel, S. Laso, J. M. Murillo,
J. Galán-Jiménez, and J. Garćıa-Alonso, “Pushed SOLID: Deploying
SOLID in Smartphones,” Mob. Inf. Syst., vol. 2021, 2021.

Quality indicator: JCR Q4.

• JCIS’21 [40] S. Laso, J. Berrocal, P. Fernández, A. Ruiz-Cortés, and
J. M. Murillo, “Perses: Un framework para evaluar la Calidad de Servi-
cio en aplicaciones móviles distribuidas,” Jornadas Cienc. e Ing. Serv.
(JCIS), SISTEDES, 2021.

• JCIS’21 [35]. S. Laso, D. Bandera, J. Berrocal, J. Garcia-Alonso, J.
M. Murillo, and C. Canal, “Una Propuesta para la Composición de APIs
Distribuidas,” Jornadas Cienc. e Ing. Serv. (JCIS), SISTEDES, 2021.
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• PERCOM’21 [39]. S. Laso, J. Berrocal, P. Fernández, A. Ruiz-Cortés,
and J. M. Murillo, “Virtual Environment for Evaluating the QoS of Dis-
tributed Mobile Applications,” in 2021 IEEE International Conference
on Pervasive Computing and Communications Workshops and other Af-
filiated Events (PerCom Workshops), 2021, pp. 440–441.

• PERCOM’21 [38]. S. Laso, J. Berrocal, P. Fernández, A. Ruiz-Cortés,
and J. M. Murillo, “Artifact: Virtual Environment for Evaluating the
QoS of Distributed Mobile Applications,” in 2021 IEEE International
Conference on Pervasive Computing and Communications Workshops
and other Affiliated Events (PerCom Workshops), 2021, pp. 440–441.

• NGDS’21 [51]. S. Laso, J. Berrocal, J. Garcia-Alonso, C. Canal,
and J. M. Murillo, “Service Oriented Computing for Humans as Service
Providers,” in Next-Gen Digital Services. A Retrospective and Roadmap
for Service Computing of the Future, Springer, Cham, 2021, pp. 111–122.

2022

During the last year of PhD, an important publication of our Perses framework
[14] in Pervasive and Mobile Computing journal was achieved. Related to
SG3, the research and development of Elastic Data Analytics were initiated,
obtaining an important publication in the IEEE Internet Computing journal
[43]. Additional publications on distributed IoT systems beneficial for people’s
healthcare and occupational prevention [52, 53, 54] were also carried out.

• IWoG’22 [54]. D. Flores-Martin, S. Laso, J. Berrocal, and J. M.
Murillo, “Contigo: Monitoring People’s Activity App for Anomalies De-
tection,” in International Workshop on Gerontechnology, 2022, pp. 3–14.

• PMC’22 [14]. S. Laso, J. Berrocal, P. Fernández, A. Ruiz-Cortés, and
J. M. Murillo, “Perses: A framework for the continuous evaluation of
the QoS of distributed mobile applications,” Pervasive Mob. Comput.,
vol. 84, p. 101627, 2022. Quality indicator: JCR Q2.

• JCIS’22 [52]. D. Flores-Martin, S. Laso, J. Berrocal, and J. M. Murillo,
“Detección de Comportamientos Anómalos Basados en la Utilización del
Smartphone,” Jornadas Cienc. e Ing. Serv. (JCIS), SISTEDES, 2022.

• JCIS’22 [53]. S. Laso, D. Flores-Martin, J.P. Cortes-Perez, M. Soriano
Barroso, A. Cortes-Perez, J. Berrocal, and J. M. Murillo, “Sistema IoT
para la Prevención de Riesgos Laborales en una EDAR,” Jornadas Cienc.
e Ing. Serv. (JCIS), SISTEDES, 2022. [Best demo award].
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• PMC’22 [14]. S. Laso, J. Berrocal, P. Fernández, A. Ruiz-Cortés, and
J. M. Murillo, “Perses: A framework for the continuous evaluation of
the QoS of distributed mobile applications,” Pervasive Mob. Comput.,
vol. 84, p. 101627, 2022. Quality indicator: JCR Q2.

• COMPUTING’22 [43] S. Laso, J. Berrocal, P. Fernández, J.M. Garćıa,
J. Garcia-Alonso, J. M. Murillo, A. Ruiz-Cortés, and S. Dustdar, “Elas-
tic Data Analytics for the Cloud-to-Things Continuum”, IEEE Internet
Computing. IEEE Internet Computing, 26(6):42–49, 2022. Quality in-
dicator: JCR Q2.

Summary of Publications

Figure 1.4 shows a summary of our publications throughout the PhD, grouped
by year. For the most important publications, we also show the relationship
with the specific goals (SG) of the thesis (specific goal 1 = SG1, specific goal 2
= SG2, specific goal 3 = SG3). The research stays carried out are also shown
grouped by year. On the other hand, Table 1.1 shows a list of the publications
that appear in the figure related to the specific goals of the thesis. In the case
of journal articles, the Journal Citation Reports (JCR) rating of the journal
is indicated and, in the case of conference articles, the type of conference
and the conference rating according to the GII-GRIN-SCIE (GGS) conference
classification [44]. It also indicates to which specific goal they are contributing.

Figure 1.4: PhD timeline with publications grouped by year and specific goals.
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Tittle
Conference /

Workshop / Journal
Publication

Date
Quality
indicator

Goal

Providing Support to IoT
Devices Deployed in Discon-
nected Rural Environment

International Workshop
on Gerontechnology

November
2019

OE1

Deployment of APIs on an-
droid mobile devices and mi-
crocontrollers

International Conference
on Pervasive Computing
and Communications

March 2020
GGS class 1

(A+)
OE1

SOLID and PeaaS: Your
Phone as a Store for Personal
Data

International Conference
on Web Engineering

June 2020
GGS class 3

(B-)
OE1

OPPNets and rural areas: an
opportunistic solution for re-
mote communications

Wireless
Communications and
Mobile Computing

January 2021 JCR Q3 OE3

Virtual environment for eval-
uating the QoS of distributed
mobile applications

International Conference
on Pervasive Computing
and Communications

(Workshop)

March 2021 OE2

Human microservices: A
framework for turning hu-
mans into service providers

Software: Practice and
Experience

April 20211 JCR Q2 OE1

Pushed SOLID: Deploying
SOLID in Smartphones

Mobile Information
Systems

August 2021 JCR Q4 OE1

Perses: Un framework para
evaluar la Calidad de Servicio
en aplicaciones móviles dis-
tribuidas

Jornadas de Ciencia e
Ingenieŕıa de Servicios

September
2021

OE2

Una Propuesta para la Com-
posición de APIs Distribuidas

Jornadas de Ciencia e
Ingenieŕıa de Servicios

September
2021

OE1

Perses: A framework for the
continuous evaluation of the
QoS of distributed mobile ap-
plications

Pervasive and Mobile
Computing

June 2022 JCR Q2 OE2

Elastic Data Analytics for the
Cloud-to-Things Continuum

IEEE Internet
Computing

December
2022

JCR Q2 OE3

Table 1.1: Summary of publications.

1.5.3 Developed tools

Our research has led to the creation of several tools that support the research
approaches and goals presented in the thesis. The main tools developed are
APIGEND[20, 55] and Perses[21]. Both tools are open source and available
for use.

• APIGEND. API Generator for End Devices (APIGEND) is one of the
main results of this thesis. APIGEND is an artifact that extends the
OpenAPI Generator [56] to create and deploy an API on Android-based
end devices, smartwatches, ESP32 microcontrollers, etc, simplifying the
development of these APIs. One of the main problems of implement-
ing APIs in Android devices is their consumption. Normally, due to
security restrictions of the operating systems or the mobility of these
devices (which can lead to an intermittent connection to the Internet
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and changes in the IP address), the consumption of the services de-
ployed cannot be based on synchronous communication. Therefore, an
asynchronous communication scheme has also been supported in the de-
veloped extension which, in particular, includes different communication
protocols such as Firebase Cloud Messaging (FCM)[57] and MQTT[58].
One of the advantages of this framework is that we have added all the
necessary libraries to deploy an API and to support different commu-
nication schemes for automatic addition and inclusion in the generated
skeleton.In this way, these APIs can be consumed by third parties as if
they were deployed on a cloud environment. Another extension of this
artifact was the inclusion of the Distributed API Composer (DAC) to
facilitate its implementation across the Cloud-Fog-Edge layers. This ele-
ment, as mentioned above, performed the entire process of coordinating
the invocation, retrieval, and aggregation of data from the distributed
APIs in the end devices or a set of DACs in a lower layer.

• Perses. Perses is another main result of this thesis. Perses is a frame-
work that allows developers to easily deploy a virtual environment with
multiple heterogeneous virtual devices to evaluate the QoS of a dis-
tributed mobile application simulating a real deployment environment.
To use it, one only has to define a configuration file where the desired
QoS and the characteristics of the environment where it is to be tested
are indicated (number and type of devices, network configuration, etc.).
Perses is fully integrated into a DevOps methodology, being able to auto-
mate all the different steps that should be executed during the evaluation
process, from the deployment of the environment to the collection and
checking of the results obtained to determine whether or not the ap-
plication achieves the desired quality. This is an important feature for
development companies since they can easily integrate Perses in their
continuous integration pipeline.

1.5.4 Research Stays

During the research for this thesis, I have carried out two research stays. The
first one at a national scale at the University of Seville, in particular in the
Smart Computer Systems Research and Engineering (SCORE) Lab under the
supervision of Prof. Dr. Pablo Fernández Montes and Prof. Dr. Antonio
Ruiz Cortés. The second one was at an international scale at the Technische
Universität Wien in Vienna (Austria), in particular in the Distributed System
Group (DSG) under the supervision of Prof. Dr. Schahram Dustdar.

The first of them was from October to December of 2021 (two months).
We worked closely with Prof. Dr. Pablo Fernández Montes. During the
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research stay, we worked on two tasks in parallel. The first task was to extend
and complete the Perses framework. The extension consisted of adding a
new feature to simulate the network of virtual mobile devices (WIFI/LTE)
with Kathara [59]. We write a research article on this framework which was
published in the Pervasive and Mobile Computing journal (one of the relevant
publications of this thesis) [14]. The second task was to explore a new line of
research focusing on elastic data analytics. This line emerged with the visit
of Prof. Dr. Schahram Dustdar to Seville. We developed a proof-of-concept
scenario for the launch of elastic analytics. Also, we wrote a research article
(Elastic Data Analytics for the Cloud-to-Things Continuum) presenting the
proposed idea, the developed scenario, and the results which was published in
IEEE Internet Computing [43].

The second of the research stays was fromMay to August (three months).
We worked closely with Prof. Dr. Schahram Dustdar, an eminence in the
area of new distributed systems such as Edge-Computing, Fog-Computing,
etc. During the research stay, we continue to work on elastic data analytics
to evaluate performance in the context of IoT applications. We started work
on the development of a framework is being developed to generate scenarios
with different conditions (number of devices involved, data granularity, etc.)
to evaluate different parameters (QoS, costs, etc.) between an infrastructure
with elastic data analytics and a traditional cloud and determine at which
moments of an IoT application it is more beneficial to use one or the other
depending on the context conditions. Currently, we continue to collaborate to
finalize this work.

1.5.5 Grants

The goal of this section is to acknowledge all those who have supported us
financially and allowed us to develop this thesis.

• Industrial PhD. Funded by the Spanish Ministry of Science and In-
novation and Asociación Estatal de Investigación MCIN/AEI/10.13039/
501100011033 and European Union “Next GenerationEU/PRTR” through
the DIN2020-011586 grant.

• Contexto Situacional: Una arquitectura de gestión de la infor-
mación personal para una mejor integración persona-tecnoloǵıa.
Funded by the Spanish Ministry of Science, Innovation and Universities,
Ministry of Economy and Competitiveness - European Regional Devel-
opment Fund (ERDF) through the RTI2018-094591-B-I00 (MINECO/
FEDER, UE) project.
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• CoorDi: Coordinación automática de Dispositivos Inteligentes
para su adaptación al contexto de los usuarios en ciudades in-
teligentes. Funded by the Government of Extremadura and the Euro-
pean Union through the TE-0046-18 grant.

• Contexto-Situacional: Arquitectura tecnológica para automa-
tizar la conexión de las personas a los dispositivos inteligentes.
Funded by the Department of Economy, Science and Digital Agenda of
the Government of Extremadura through the IB18030 project.

• 4IE+ Project. Funded by Interreg V-A España-Portugal (POCTEP)
2014-2020 program through the 0499-4IE-PLUS-4-E project.

• Research Group support. Funded by the Government of Extremadura,
Ministry of Economy and Infrastructure, and European Regional Devel-
opment Fund (ERDF) through the grants GR18112 and GR21133.

1.6 Structure of the Thesis

This thesis is structured into four chapters and an appendix, each of which is
composed of sections. The five chapters are as follows:

• Chapter 1: Introduction. This chapter includes a contextualization
of the thesis for the readers including, goals, methodologies followed, and
contributions.

• Chapter 2: Contributions. In this chapter, the main contributions
of this thesis are explained.

• Chapter 3: List Of Publications. This chapter includes a description
of the main publications of this thesis and their full texts. Supporting
publications are also described.

• Chapter 4: Conclusions. This chapter is the final part of the thesis,
it presents the conclusions, discusses the results obtained, and the future
lines of research are also presented. Finally, there is also a section on
personal reflections.

• Appendix: Supporting Publications. The Appendix contains the
full text of the publications supporting this dissertation.
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“We must reach far beyond our own lifes-
pans. We must think not as individuals
but as a species”

Dr. Brand (Michael Caine), Interstellar

Chapter 2

Results

This chapter presents the different contributions to research that have been
achieved during the PhD. If we remember the main goal, it says ”Contribute
new processes, techniques, and tools to facilitate the implementation, evalu-
ation, and deployment of IoT applications based on these new emerging ar-
chitectural styles by leveraging the capabilities of end devices (Mist) and near
nodes (Edge and Fog), covering important activities of the software develop-
ment methodologies”. During this chapter different contributions to the devel-
opment of IoT applications in the Clout-to-thing-continuum are shown that
attempt to cover implementation, evaluation, and deployment activities in
software development methodologies.

Today, when a company wants to develop an application, they are usu-
ally guided by software development methodologies such as DevOps[60]. Be-
fore, the teams worked in isolation, so the design, implementation, testing,
and deployments were performed in isolation, all this added to the need for
constant human intervention throughout the deployment processes and the
possible errors arising from them, affecting the delivery time of the projects.
With DevOps, all these times are considerably reduced, in addition to the
automation of repetitive tasks, simplifying the processes. As a result, higher
quality and more reliable end products are obtained. And as a consequence of
all the above, we also reduce maintenance time in production [61].

DevOps Life Cycle is a series of development stages that guide everyone
in the most efficient way possible for product development. Figure 2.1 shows
the DevOps Life Cycle [15]. Each of them is explained below.

1. Plan: In this stage, teams identify the business requirement and col-
lect end user feedback. They create a project roadmap to maximize the
business value and deliver the desired product during this stage. Typical

27
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Figure 2.1: DevOps Life Cycle

activities include project management, scheduling, release plans, poli-
cies/requirements, etc.

2. Code: Application code is developed using appropriate programming
languages and IDEs. Code is usually maintained using version control
systems.

3. Build: In this stage, integrates various software modules to build exe-
cutable files for product features or fully developed products.

4. Test: Once the build is ready, it is deployed to the test environment first
to perform several types of testing user acceptance test, security test,
integration testing, performance testing, etc. It ensures that potential
errors are eliminated in developed software and that a reliable product
is delivered to production.

5. Release: The build is ready to deploy on the production environment at
this phase. Once the build passes all tests, the operations team schedules
the releases or deploys multiple releases to production, depending on the
organizational needs.

6. Deploy: It is a process to promote software components from one en-
vironment to the next. If it is successfully deployed, the features or
product is ready for release.

7. Operate: The release is live now to use by customers. The operations
team at this stage takes care of infrastructure configuring and provision-
ing.

8. Monitor: In this stage, the DevOps pipeline is monitored based on data
collected from customer behavior, application performance, etc. Moni-
toring the entire environment helps teams find the bottlenecks impacting
the development and operations teams’ productivity
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All these components of the DevOps Life Cycle are necessary to take
full advantage of the DevOps methodology. The contributions presented cover
the Code, Test, and Operate stages, supporting IoT applications across the
Cloud-to-thing continuum.

In this chapter, the contributions will be grouped by the different ac-
tivities in the DevOps Life Cycle that have been covered (Code, Test, and
Operate). In Section 2.1 we explain our contributions in the area of imple-
mentation, in which we present processes and tools/frameworks to facilitate
the development of these in the different layers (Mist, Edge, and Fog) of the
Cloud-to-thing continuum. In Section 2.2 we present our framework called
Perses to allow developers to easily deploy a virtual scenario with multiple
heterogeneous virtual mobile devices to evaluate the QoS of a distributed mo-
bile application. Finally, in Section 2.3 we present our proposal on OPPNets,
a solution based on an opportunistic network algorithm based on coopera-
tion between nodes by dynamically adapting the communication according
to the type of data and interests of the receiver in rural areas with low con-
nectivity and our approach of Elastic Data Analytics, whose behavior can be
dynamically modified according to the quality requirements defined by each
IoT system and the available resources of the Cloud-to-thing infrastructure.

Contents
2.1 Code . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.1.1 Human Microservices . . . . . . . . . . . . . . . . . 30

2.1.2 SOLID in Smartphones . . . . . . . . . . . . . . . . 35

2.1.3 Distributed API Composer (DAC) . . . . . . . . . . 39

2.2 Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.2.1 Perses . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.3 Operate . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.3.1 OPPNets: An opportunistic solution for remote com-
munications . . . . . . . . . . . . . . . . . . . . . . . 53

2.3.2 Elastic Data Analytics . . . . . . . . . . . . . . . . . 58

2.1 Code

In this stage, the main purpose is to code the software. The whole development
process is divided into smaller development cycles. This process makes it easier
for developers to speed up the overall software development process.
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The main problem we have encountered at this stage is that there are
no tools, standards, frameworks, etc., that allow easy development for develop-
ers. While Cloud Computing architectures provide technologies that abstract
from low-level details for development, deployment, etc., for computational
infrastructures closer to the end user, such technologies do not exist, instead
they have to design and implement their own solutions, leading to longer de-
velopment times and low maintainability among other drawbacks.

The following sections present three contributions focused on facilitat-
ing the implementation of applications for the final Mist layer with Human
Microservices to facilitate the implementation of applications to provide
services from users’ end devices and SOLID on Smartphones as a secure
method of storing personal information, having control over access to data.
For the Edge, Fog, and Cloud layers, we present our proposal called Dis-
tributed API Composer, which performs the whole process of coordinating
the invocations, obtaining the data, and aggregating it from the distributed
APIs in the end devices.

2.1.1 Human Microservices

With the massive deployment of IoT devices [23], mobile devices are also taking
on the role of the control center for all of them. Through mobile devices, one
can control and get information from almost any IoT devices owned by the user
(from temperature sensors to smart wristbands) by just using the applications
offered by the manufacturers.

Most of these applications are based on a pure client-server architecture
in which mobile devices act as simple clients (or as the gateway of IoT devices).
They get the information (if required, from the IoT devices) and post it to
the cloud by invoking different microservices. These applications are usually
designed using the Service Oriented Computing (SOC) paradigm [62], allowing
developers to divide their functionalities into small and maintainable modules
focused on specific features. Thus, these modules or microservices can be
developed, deployed, modified, and re-deployed without compromising other
functional aspects of the application, improving the quality, maintainability,
and scalability of the application.

Mist Computing alleviates the stress of these environments by dis-
tributing computation tasks onto end devices (IoT devices, smartphones, etc.).
Thus, since the distance between the consumer and the provider of the infor-
mation is reduced, the response time and the stress on the cloud and network
infrastructure are usually also reduced. However, these paradigms are in their
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infancy, and the technological support for developers is very limited. For in-
stance, smartphones have closed and security restricted operating systems so
that microservices cannot be directly deployed and provided from them. In
addition, these devices are mobile, so they are constantly changing from one
network to another, leading to intermittent connections and changes of IP
address. Therefore, traditional tools and standards cannot be used to deploy
microservices on these devices.

However, developing applications based on such paradigms requires de-
velopers skilled in different areas (hardware, communication, operating sys-
tems, etc.). Whilst cloud providers and other companies provide some stan-
dards and technologies abstracting from the low-level details to develop, de-
ploy, mash up, and consume APIs, there are few similar mechanisms and
technologies for computational infrastructures closer to the end user (smart-
phones, IoT devices, wearables, etc.). Using precarious and ad hoc mechanisms
directly implemented by each developer to develop such applications can affect
the development time, maintainability, and reproducibility of the software.

For Mist computing, there are currently some solutions [63, 64, 65] for
the development and deployment of IoT applications on these devices. Two
examples are storing and sharing ECGs in healthcare scenarios [63], and repli-
cating the sensed data among different IoT devices [65]. Nevertheless, again
they are adapted and personalized to a specific scenario – there are no stan-
dard mechanisms and technologies for developing, deploying, and consuming
services as there are for cloud environments. Therefore, developers have to use
all their skills and knowledge to design and implement ad hoc infrastructures
to distribute IoT applications. This firstly increases development time and
cost, and secondly reduces maintainability.

We propose Human Microservices as a way to provide a framework in
which the application of the Mist computing paradigm can be developed more
quickly and easily, allowing computing services to be easily deployed on devices
closer to the end user. The framework involved is capable of generating these
microservices using the same technology that developers are currently using
for cloud environments, thus shortening their learning curve, and promoting
and favouring the use of SOC architectures and tools.

Development process

In order to perform a uniform deployment of APIs on mobile devices, devel-
opers need to be able to rely on a well defined process. The different steps
proposed are shown in Figure 2.2. As can be seen, these are the activities
that are usually carried out in designing and implementing APIs for cloud
environments.
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Figure 2.2: Deployment process to generate mobile APIs.

1. API definition. First, the API to be deployed must be designed. In
this case, this has to be carried out using the standard OpenAPI Spec-
ification (OAS) which is widely used in the industry for the design and
implementation of APIs that are to be deployed in cloud environments.

The definition follows the same notation and logic as if it corresponded
to deployment on a cloud environment (i.e., the specification defines the
different microservices that will be available for consumption).

2. Generation of source code. In this step, the skeleton of the API is
generated. Currently, there are different tools allowing the scaffolding of
OAS-defined APIs for a client-server architecture. Examples are OAS-
Generator [66], Guardrail [67], and Swagger Codegen [68]. These tools
do not support the generation of APIs for end devices. Therefore, an
extension of the OpenAPI Generator has been developed to create and
deploy APIs on Android mobile devices. This tool is denoted APIGEND
(API Generator for End Devices). APIGEND is a Web application devel-
oped with Spring 1 that uses Mustache 2 templates for code generation.
At present, we are hosting it on Heroku [20], and it is available to be
used by any developer.

3. Deployment. Before being able to deploy the API, the developer must
finish the implementation by adding the business logic –i.e., the be-
haviour of the different endpoints defined (obtaining information from
the sensors or the stored virtual profile)– and the configuration of the
communications protocol. Then, the API can be deployed following the
process defined by the manufacturer.

4. Service invocation. Finally, with the API deployed, any device with
the necessary permissions will be able to consume the defined microser-
vices, even chaining calls to the microservices to obtain progressively

1https://spring.io
2https://mustache.github.io
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Figure 2.3: A synthesis of the conversions between OAS and the Android API’s
main structure.

more refined information from a user, an essential aspect in order to have
IoT devices and information systems capable of reacting in demanding
times to the user’s needs. The endpoints provided can be consumed by
other servers or devices, using a peer-to-peer schema.

Scaffolding of mobile device APIs

Once the API has been designed using OpenAPI, its skeleton has to be gen-
erated. As mentioned above, we extended OpenAPI Generator to support
the generation of code for Android mobile devices. The process of generation
and deployment is similar for all these devices, and to avoid being redundant,
in this paper our focus will be on the whole process for mobile devices with
Android OS.

This tool is denoted APIGEND (API Generator for End Devices). API-
GEND is a Web application developed with Spring 3 that uses Mustache 4

templates for code generation. At present, we are hosting it on Heroku 5, and
it is available to be used by any developer.

Figure 2.3 shows a diagram synthesizing the different conversions made
between the OpenAPI specification and the Human Microservices. It details
the different elements of the specification and the set of directories and classes
generated for the API. The blue dashed lines represent the relationships con-
necting them.

3https://spring.io
4https://mustache.github.io
5https://openapi-generator-spilab.herokuapp.com/
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Human Microservices Validation

We evaluate the Human Microservices with the development and deployment
of a real case study with a resource consumption analysis. In addition, we
evaluate the proposed framework through a survey of different developers who
were trained in its use. A survey was conducted with 79 participants to eval-
uate the difficulty of implementing and deploying Human Microservices with
an example and the results were very favorable.

The case study corresponds to a real environment in which the applica-
tion was developed. The application, called Contigo 6, was developed during
the initial stage of the COVID-19 pandemic for the institution SEPAD 7 (Ex-
tremadura Service for the Promotion of Autonomy and Attention to Depen-
dence) to monitor elderly people during this pandemic. Contigo is especially
aimed at elderly people who live alone, and therefore for whom it is found
more difficult to know what their health status is. The application has de-
ployed different microservices on the users’ devices to check their activity, if
this did not meet the requirements defined by the healthcare staff, they could
access their location or personal data through their microservices.

For its evaluation, we compared this application with deployment on
users’ smartphones and another one deployed in the cloud measuring different
parameters; battery consumption, network usage, and costs. Figure 2.4 shows
the results obtained from these measurements, including battery consump-
tion, data traffic consumption, and operating costs generated, comparing the
deployment of microservices using Human Microservices and a cloud environ-
ment.

Consuming Human Microservices that provide highly personalized and
up-to-date information entails the consumption of many resources. As shown
in Figure 2.4, the deployment on the users’ smartphones reduces resource
consumption by up to twelve times and does not generate any operational
costs compared to their deployment in a cloud environment.

The training course was given at three universities (University of Malaga,
University of Granada, and University of Valladolid) and at the International
Conference on Web Engineering to students of different master’s degrees, de-
velopers, and researchers. In total, there were 79 participants. The first part
consisted of a survey inquiring into the problems of current architectural de-
signs and the existing tools for deploying APIs on end devices. The second
part focused on a training course explaining the concepts of mobile computing
architectures and the use of the Human Microservices framework. And in the

6https://contigo.spilab.es/contigo/
7https://saludextremadura.ses.es/sepad/inicio
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(a) Battery consumption. (b) Data consumption.

(c) Operating Costs.

Figure 2.4: Human Microservices vs Cloud Environment resource consumption
for the defined case study.

third part, we conducted another survey to inquire about the usefulness of the
tools presented. The results were very favorable in both surveys and with very
interesting results.

To know more about Human Microservices and its validation through
surveys, we refer the reader to Section 3.3 [13].

2.1.2 SOLID in Smartphones

Privatization and centralization of information are common practices for ap-
plications and companies. Data provide a significant competitive advantage
which enables a deeper understanding of the market and users. Services can
be improved and adapted to the changing demands of the audience which can
be analyzed and studied to infer these conclusions [69]. Besides, the targeted
advertisement makes data collection lucrative [29]. However, this privatization
trend drives sites to form information silos, so that data storage is performed
independently and autonomously. Hence, access to other applications is dis-
abled, and users do not enjoy much control over their data. As a consequence,
these policies result in potential privacy problems, inconsistencies, duplicity,
and insecurity issues.
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There are proposals that attempt to offer alternative models of stor-
ing and delivering data from Mist devices to be computed using the Cloud
continuum. In this way, users store their information and have control over
it. Some of the most popular are WebBox [70] or Diaspora 8; however, Social
Linked Data (SOLID) initiative [30] becomes the most relevant among these
solutions. SOLID proposes the decentralization of the information to separate
applications and personal data [71]. This way, users store their information
in autonomous entities called Personal Online DataStores (PODS). Therefore,
applications would adopt a model where they do not store data but request it
from PODS. Thus, users are able to control access and authorize or deny peti-
tions. Adopting this model provides users with an enriched experience based
on accuracy, privacy, and control, giving responses to information duplication
and inconsistencies. This way, PODS becomes a useful element to enhance
the experience for users and to improve companies’ services.

This work proposes an architecture that enables the implementation of
the SOLID initiative for storage in smartphones. The solution mixes these
two lines into a project which situates the user at the center of information
management. Thus, smartphones become the store of their data, empowering
the devices to serve as providers of information to the external applications
which require it. This proposal aims to provide a response to the increasing
interest in data governance and presents a solution for inconsistencies and
duplicity of information on personal profiles.

The proposed architecture relies on a set of components that collabo-
rate to provide the information to external requests as shown in Figure 2.5.
This scheme explains the complete process to communicate a petition from
an external application (ϵ) to the SOLID PODS (Psolid) of the user, executed
on its smartphone. This way, three main entities shape the architecture: the
SOLID PODS (Psolid) and Pusher app (Papp) in the smartphone (S) and API
Gateway (G) in the server. Additionally, Firebase (F) is used to communicate
petitions between the server and the smartphone and the external application
(ϵ) is the one that begins the process. Next, the elements of the architecture
are detailed and explained.

We evaluate this work considering two points, an experimental eval-
uation of user’s opinion and a system evaluation about the performance and
technical viability of the proposal has been performed. For this evaluation, the
implementation of Pushed SOLID counts with PODS which stores a profile
with personal information, historical music played, and main interests

The SOLID PODS is the entity in charge of storing personal informa-
tion. This element is executed locally in the user’s smartphone. It has been

8https://diasporafoundation.org/
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Figure 2.5: Pushed SOLID architecture.

designed to be deployed on a server; however, in the current proposal, they
have been adapted to be deployed on smartphones. Thus, the PODS stores
data locally in the device, independently from any external entity. In the
current proof of concept of the solution, users can interact with the platform
using the default web interface in the phone. Considering the main goal of
this implementation is to analyze the viability of the proposal.

Once the SOLID PODS is configured, it is ready to provide informa-
tion. However, the data store is locally deployed, so it can not be accessed
externally, and only the own phone visualizes the platform. Nevertheless, we
want Psolid to provide the requested information to external apps (ϵ), so that
it is required an additional mechanism to perform this. Hence, we turn to
the Pusher application (Papp) to manage external requests. This application
provides communication between the API Gateway (G) and the SOLID Server
(Psolid) which runs on the smartphone. The API Gateway is required to effec-
tively resolve the petitions and to map the SOLID domain requests with the
address of the device. Nevertheless, the adoption of this intermediate layer
does not work against the decentralized philosophy since the API Gateway
does not store further data than the tuples related to addressing the petitions.
In order to perform this communication between the API Gateway and the
smartphone, Firebase (F) [57] is used to connect the petitions from the device.

Once Firebase communicates the petitions received in the API Gateway,
this component communicates the request with the smartphone executing a
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callback method of the Pusher app. Therefore, the method executed in the
Pusher app asks for the required information to the SOLID PODS, which
selects the corresponding data from the profile and returns the values. As
a result, the Pusher app provides the requested data to the API Gateway.
Considering the callback method identifies the requester entity and SOLID
PODS counts with access control; security and validation tasks can be easily
integrated into the process. As a result, the technical details to replicate the
implementation process can be found in the project repository 9.

Pushed SOLID Validation

The evaluation performed in the experiment followed two dimensions: the
perception and usability of the solution and the technical performance of the
implementation.

The first step was to select a group of sixteen users, who are not related
to the project, and to introduce them to the purpose of Pushed SOLID. The
background of the participants varied, with only six technicians. This way, we
try to avoid bias. A first survey about the perception of the idea was done,
addressing privacy politics, data centralization, and opinions, from a neutral
point of view. This way, the questions raised clearly the issue, approaching
current tendencies and the concept that users have understood about the pro-
posal. The answers were based on ranges: each question (Q) raised a topic and
testers had to provide a score (Sp) from 0 ≤ Sx ≤ 5, according to the relevance
they give to that specific topic. Additionally, a comments box gathered opin-
ions and suggestions. Taking into account the favourable results obtained in
the usability tests, the proposal meets the usability requirements and provides
a disruptive solution for managing information.

Regarding the evaluation of the performance of implementation the
provided implementation of the Pushed SOLID was evaluated in a laboratory
context. A three-day run was carried out continuously with the launching of
random requests. Firstly, concerning battery consumption, it was not directly
affected by the requests (even with the two programmed peaks) as shown in
Figure 2.6a. Therefore, we could deduce that the power consumption derived
from the operation of the architecture on smartphones is very low. Secondly,
regarding response time, the programmed peaks of requests had a direct impact
on the time required to solve the petitions as shown in Figure 2.6b. As a
result, the time required to retrieve information from the smartphone can be
optimized. However, considering the main goal of the assessment is analyzing
the viability of the proposal, the delays can be accepted.

9https://bitbucket.org/spilab/solidsituational.context
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(a) Battery (α) evolution and messages gener-
ated (Mgen) of smartphones.

(b) Response time (γ) evolution and messages
generated (Mgen) in smartphones.

Figure 2.6: Pushed SOLID performance results.

For full details on our SOLID on smartphones approach, use case, val-
idation results, etc., we refer the reader to Section A.8 and [31].

2.1.3 Distributed API Composer (DAC)

The increasing computational capabilities of both networks and end devices
have led to a high distribution of IoT applications and their corresponding
APIs. Paradigms such as Fog, Edge or Mist [9] allow developers to replicate
different parts of these APIs in nodes closer to the end user, or even in their
own devices, taking advantage of the computational capabilities of these de-
vices to minimize response time and improve the Quality of Service[72]. This
distribution of the computational load allows IoT applications to be deployed
with a rigorous Quality of Service, being especially necessary in environments
with strict QoS requirements, such as Industry 4.0. or the healthcare sector
[73].

To consume these distributed APIs, it is necessary to have a single point
of access to them, as it is not reasonable to access each device individually. This
task places a significant overhead on the development of distributed systems.
Managing this process is not trivial and considerably increases development
time and effort when implementing the system.

An example of such systems are crowdsensing applications. These ap-
plications involve a large number of individuals collectively collecting and ex-
tracting data from specific areas of interest. Each individual is independent
of the others, but they have the option to share the collected data to collabo-
rate toward a common goal. In this case, APIs are replicated and distributed
as close as possible to the source of the data with the goal of obtaining a
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large amount of information while minimizing the computational overhead of
the process. However, collecting all this data requires accessing all these de-
vices one by one, and once collected, post-processing is necessary to ensure
the integrity, and consistency and reduce redundancy of this data. This data
management process should require as little effort as possible for developers.

Therefore, we present a proposal called DAC (Distributed API Com-
poser), whose main goal is to coordinate the invocation to retrieve and ag-
gregate information from a final API deployed in a multitude of devices. For
this purpose, we have designed a conceptual model (Figure 2.8) to capture all
its concepts and features. This model has helped us to develop an extension
of the OpenAPI language with the goal of making its implementation and
deployment easier for developers.

To retrieve the information, the DAC performs a parallel invocation to
the final deployed APIs, these respond with the requested information and the
DAC collects and aggregates all the information to expose it as the final result.
The DAC aggregation is not only based on retrieving and exposing the raw
information but also on performing some processing to expose it as adapted as
possible to the final result and improve compliance with the Quality of Service
requirements. To facilitate the aggregation of the data, different operations
have been defined to process the data and can be reused between the different
endpoints. In addition, it also allows defining conditions in the communication
with the final APIs to offer an acceptable Quality of Service.

DAC acts like a regular REST API, with its endpoints and parameters
and the same way of invocation. The interface of a DAC for an API is the
same as that of the final API so that its invocation and use are completely
transparent to any user. It can be deployed both in the cloud and in Fog and
Edge nodes closer to the APIs to offer a better Quality of Service or reduce
information traffic.

Figure 2.7 shows a general outline of an example case study, deploy-
ing the APIs on users’ mobiles and the DAC for use in the shopping center.
For example, entities with permission (mall staff, security, or IoT devices),
can query the average temperature desired by users through the DAC end-
point, which coordinately invokes the APIs to obtain the temperature of each
user and aggregates the information (the arithmetic average of temperatures)
to return the average temperature as a result to control the climate control
system.

The different concepts and characteristics necessary to define a Dis-
tributed API Composer are shown below. As well as the relationships be-
tween the different concepts. Figure 2.8 shows the conceptual model designed
to show these concepts and relationships.
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Figure 2.7: Case study: Deploying DACs and APIs in a shopping centre

API: is the minimum unit that can be deployed and is composed of
one or more microservices.

• Endpoint: are the different microservices that can be consumed. These
endpoints are the same for both an API and a DAC.

• Data Object: are the data types used for endpoint input and output.
These data can be used as operands for the DAC.

– DAC: defines the aggregation rules for each microservice when a
supporting DAC is to be generated.

∗ Operand: details the operands to which the aggregation rules
have to be applied for a specific endpoint.

∗ Operator: defines the different rules that will be used to aggre-
gate the information when invoking the same endpoint of the
distributed APIs. Currently, DAC supports different types of
operators:

· Logical Operator: are basic logical operators that can be
applied to the operands. For example, AND, OR, etc.

· Math Operator: these are basic mathematical, such as av-
erage, sum, etc.

· Domain Operator: these are operators that perform some
kind of processing depending on the domain of the API.
Therefore, this element allow developers to extend and im-
plement their own operators to cover domain-specif aggre-
gation functionalities.
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∗ Quality: allows defining the conditions under which the re-
sponses obtained from the APIs should be enough to obtain
the required quality of the data. Two different conditions can
be defined:

· Temporal: allows defining a maximum response time (in
milliseconds) to terminate the communication. If the num-
ber of connected devices is not known, it is important to
define this condition to terminate data collection and pro-
ceed with the aggregation.

· Accuracy: allows developers to define the maximum num-
ber of responses to be received from the APIs. There may
be endpoints where it is not necessary to collect informa-
tion from all the end devices with the API deployed, but
only a representative sample, thus reducing response time.

Figure 2.8: DAC - Conceptual Model

OpenAPI is a widely used industry standard that allows the design
and documentation of APIs (sets of microservices) for both cloud and end de-
vices [13] that can be used to generate source code, saving development time.
Currently, with the existing specification, we do not have the necessary capa-
bilities to define DAC properties. Nevertheless, it is an extensible language,
allowing one to describe additional functionalities that are not covered by the
original specification. Therefore, in this subsection, we show the creation of



2.1. CODE 43

an extension to support the concepts defined in the previously detailed con-
ceptual model. This also allows developers to use the same specification to
generate both an API and the DAC.

To describe new properties in the OpenAPI specification, fields pre-
ceded by ”x-” are inserted, this is the nomenclature defined by the standard
to add extensions without impacting existing validation and code generation
tools. The extension has been defined following the conceptual model. Thus,
to define a DAC, it must be declared using the tag ”x-dac” at each endpoint.
Within the label are specified the different properties defined in the model
(operand, operator, and quality) that are necessary to define the aggregation
rules.

Listing 2.1 shows part of the specification definition where the tem-
perature microservice of the case study is defined. The DAC receives from
the APIs an object called User, in the DAC it is indicated that in the prop-
erty User.temperature the mathematical operator of the average is applied.
As quality parameters, it is expected to receive information from 200 devices
without exceeding a maximum of 1500 milliseconds. The specification for the
case study can be found at GitHub 10.

{ paths:

/temperature:

get:

summary: Gets the environment temperature

operationId: getTemperature

tags:

- User

x-dac:

operand: User.temperature

operator:

type: math

name: AVG

conditions:

precision: 200

temporal: 1500

responses:

... }

Listing 2.1: OpenAPI extension for DAC definition.

As was the case with APIGEND [20] which allows the generation of
source code for both the cloud side and the client side in different languages
and end devices, through an OpenAPI specification. In this work, an extension
to the APIGEND generator has been developed to support the generation of
DAC code through the OpenAPI specification.

The next step is the writing and preparation of an article to be submit-
ted to a journal. To learn more about the DAC where and its development

10https://github.com/slasom/JCIS2021/blob/main/shopping-center.yaml
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process, we refer the reader to Appendix A.9 and [35].

2.2 Test

This phase, the developed software undergoes continuous testing to detect
errors and evaluate the Quality of Service (QoS). The evaluation of QoS is
one of the most crucial aspects playing an important role in satisfying users’
needs [74]. For continuous evaluation, automation testing tools are used such
as Apache JMeter11, JUnit12, Selenium13, etc. These tools allow multiple
code bases to be thoroughly tested in parallel to ensure that there are no
bugs in functionality. End-to-end (E2E) testing is also common, where full
functionality testing is performed, simulating end user behaviour. In this
phase, Docker containers14 can be used to simulate the test environment among
others.

However, QoS evaluation testing of distributed applications is complex
to evaluate. With these new paradigms, it is necessary to deploy a considerable
set of heterogeneous devices close to the real scenarios to properly evaluate
QoS - latency and execution time can vary greatly depending on the devices
involved. This is especially relevant in today’s mobile device ecosystem, due
to market fragmentation [14].

Therefore, new techniques are needed to evaluate the QoS of distributed
applications deployed across the Cloud-to-thing continuum by simulating a
close-to-reality scenario. This will allow developers to launch E2E tests and
measure the QoS obtained.

In the next section, we present our framework called Perses. Perses
allows to evaluate the QoS in distributed applications simulating virtual sce-
narios with heterogeneous devices. It can also be integrated into a software
development process, such as DevOps, so that it can be widely adopted by
companies, saving the effort and cost required to perform these tests.

2.2.1 Perses

The success or failure of mobile applications largely depends on the quality of
experience (QoE)[75] they offer, i.e., the satisfaction of a user with the provided

11https://jmeter.apache.org/
12https://junit.org/
13https://www.selenium.dev/
14https://www.docker.com/
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functionality. The QoE is usually considered a broad term evaluating both the
QoS [72] – quantitative measures of the performance of a service— and the
user experience (UX) – efficiency of the interaction between the end user and
the service.

To ensure their success, mobile applications usually follow a Cloud ar-
chitecture. All computing demanding components (back end) are offloaded
to cloud environments. Only the user interface and some basic components
(front end) are deployed on mobile devices. This architectural style allows de-
velopers to reduce the resource consumption on these devices; thus, allowing
their deployment on almost any device with a minimum set of characteristics
– limiting the problems caused by the great heterogeneity of devices in this
market.

To evaluate the required quality, developers can assess each side (back
end and front end) independently, but also E2E testing is also performed. E2E
tests asses the correct integration of the two sides and the correct functioning
of the main functionalities, replicating the behavior of the users [37].

However, the QoS of distributed mobile applications is complex to eval-
uate. E2E evaluation in such architectures is not as trivial as in more tradi-
tional architectures. In a client-server architecture, it is only necessary to
have the back end available and execute the end-to-end tests from a device.
With these new paradigms, it is necessary to deploy a considerable set of het-
erogeneous devices close to real scenarios to properly evaluate the QoS –the
latency and the execution time can vary greatly depending on the devices in-
volved. This is especially relevant in today’s ecosystem of mobile devices, due
to the market fragmentation. This makes it even more necessary to know the
expected quality in advance.

A potential solution for evaluating the QoS in these distributed appli-
cations is to use a real device farm that allows deploying the application on a
large set of devices, and then, together with the cloud node, launch end-to-end
tests, simulating the behavior of any user and the QoS obtained.

Currently, some commercial tools allow the evaluation of applications
on different devices with a real device farm. AWS Device Farm [76] or Azure
App Center Test [77] are platforms that provide a farm of real mobile devices.
However, they do not allow the deployment of several mobile devices and the
launch of E2E tests triggering different interactions among them, which is
required to properly evaluate these distributed applications. Therefore, new
techniques and tools are needed to evaluate the QoS of distributed mobile
applications with E2E testing, enabling large-scale simultaneous evaluation of
several highly interacting mobile devices and considering the heterogeneity of
today’s ecosystem.
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Perses is a framework that allows developers to easily deploy a vir-
tual scenario with multiple heterogeneous virtual mobile devices to evaluate
the QoS of a distributed application. These applications are characterized by
distributed computing, in which some or all of the main computation that
significantly affects QoS is performed on the end devices (executing activities
such as data processing, running an AI model, etc.). In addition, these ap-
plications seek to enhance user privacy by storing data on end devices locally.
Given an initial file with the configuration of the virtual scenario (infrastruc-
ture, network, devices, tests, etc.), Perses deploys it in a cloud instance.

Perses is fully scalable, allowing the evaluation of virtual scenarios
formed by a large number of virtualized heterogeneous devices. The hetero-
geneity of virtual mobile devices is characterized by the possibility of deploying
them with different hardware, operating system, and configurations, being able
to simulate close-to-real scenarios where there is a multitude of devices with
different hardware and software characteristics.

Once deployed, Perses launches the tests, collects the logs from the
devices, and analyses the results. To support the evaluation of different di-
mensions of the QoE, Perses allows the execution of QoS tests and UX tests.
First, it allows the configuration and definition of E2E tests evaluating differ-
ent devices and the interactions among them, which are essential for evaluating
QoS in distributed mobile applications. The UX tests are focused on evaluat-
ing the user interface with Espresso. Thus, Perses covers the most important
dimensions evaluated by developers.

Finally, to save the time required for the manual execution of Perses,
it is fully integrated into the DevOps methodology, automating the different
steps during the evaluation process, and allowing software companies to easily
integrate Perses into their continuous integration pipeline.

Figure 2.9 shows the architecture of Perses, formed by different modules
focused on specific functionalities that complement each other. The most
important modules are described below.

Setup: Perses requires a set of credentials and a configuration file as
input. This file contains the characteristics of the virtual scenario to be de-
ployed, the tests to be launched and the desired QoS attributes to be evaluated
during the test execution. This module checks both the credentials to connect
to the cloud infrastructure provider and the configuration file with the different
parameters defined in the virtual scenario.

Deployment: The deployment module creates and deploys the entire
virtual scenario taking the configuration file as input. To create and deploy
the scenario, an abstraction layer is defined that encapsulates Terraform [78]
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– a framework with a high-level language that is used to define the deploy-
ment infrastructure of an application for cloud providers. Terraform has been
extended so that in addition to deploying the cloud infrastructure, it also or-
chestrates the virtual scenario by installing the necessary resources, creating
virtual mobile devices, and deploying distributed mobile applications on those
devices. To host and deploy the virtual scenario, Amazon Web Services (AWS)
is used as the cloud infrastructure provider. For the creation and deployment
of virtual mobile devices, Docker 15 is used, where mobile devices are deployed
in containers [79]. The management of these devices and the installation and
deployment of the distributed application is performed through an Android
Debug Bridge (ADB) 16.

Due to the network infrastructure provided by AWS, data is transmitted
directly over the wired network. This is a significant difference to real mobile-
cloud communication via WIFI or LTE. Kathara [59], a framework that enables
network emulation in Docker containers, has therefore been integrated. This
allows us to emulate the network infrastructure of the virtual devices with the
cloud environment to replicate real mobile-cloud communications.

Tests Execution: this module executes the tests defined in the con-
figuration file. Perses allows two different types of tests to be run. E2E tests,
these tests evaluate the QoS attributes of the application by executing the
core functionalities that trigger the interactions among different devices. For
this, Perses integrates APIPecker [80]– a simple API performance tester where
different attributes (concurrent users, iterations, and delay) can be defined to
customize the tests, stress the devices, and obtain more information about the
QoS. In addition, user interface tests, Perses allows developers to run Espresso
tests to evaluate the UX and specific traditional functionalities.

Logs Manager: after launching the tests, this module collects the
results obtained by aggregating the system logs of each of the virtual devices.
After this, it analyses the results and determines whether the desired QoS
defined in the configuration file is achieved.

CI Manager: this module integrates with DevOps. This module au-
tonomously manages the execution of the different Perses actions and modules.
This makes it possible to automate the entire process of creating and deploying
virtual scenarios and all the management related to the launch and analysis of
tests. This automation is carried out through a workflow defined with GitHub
Actions [81].

Perses needs a configuration file (.yaml extension) 17 where the char-

15https://www.docker.com/
16https://developer.android.com/studio/command-line/adb
17https://github.com/slasom/COVID-Heatmaps/
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Figure 2.9: General diagram of Perses.

acteristics of the virtual scenario, the tests, and the desired QoS are defined.
Figure 2.10 shows a conceptual model with all the parameters in the config-
uration file. The explanation of each of the parameters and the user guide is
detailed on Github 18.

Figure 2.10: Conceptual Model. Configuration File.

18https://github.com/perses-org/perses
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One of the features of Perses is the full integration into the DevOps
methodology. For this purpose, it is currently integrated with GitHub Ac-
tions, which makes it easy to automate software workflows applying CI/CD.
To perform this integration, it is necessary to define a file with the different
steps that the workflow must follow. This workflow has been developed to
run any application, i.e., it is not necessary to define a workflow file for each
application. Listing 2.2.1 shows an extract of the workflow, and the complete
file is available on GitHub19.

1 − name: " Build Android project "

2 uses : v g a i d a r j i / a n d r o i d −g i t h u b − a c t i o n s −bu i l d@v 1
. 0 . 1

3 with :
4 args : " ./ gradlew assembleDebug

assembleAndroidTest " . . .
5 − name: " Perses Setup "

6 run: |
7 cd . pe r s e s runner
8 node index −a setup −g . . / . perses− f u l l . yml −c . . / .

perses−c r e d e n t i a l s . yml
9 ---

Listing 2.2: Perses workflow

Perses evaluation

We evaluate Perses with the development and deployment of a Covid-19 case
study. The experiment was carried out with seven physical mobile devices for
the real scenario and seven virtual mobile devices for the virtual scenario. To
make the test fair, each of the seven devices in each scenario was loaded with
a specific set of locations so that the same volume of data was processed and
transferred in both scenarios in the different tests.

Figure 2.11 shows an overview of how this Covid Heatmaps app works.
First (step 1), when a COVID-19-positive user is registered, the mobile ap-
plication processes its heatmap with the stored traces and sends them to the
cloud node. Second, the cloud node delimits the user’s movement areas ac-
cording to the heatmap and sends them to the other mobile devices (step 2).
These devices check with their location history to determine whether they have
been in the received areas. The devices that have been in these areas process
and send their heatmap to the cloud node (step 3). The cloud node compares

19https://github.com/perses-org/gha/blob/master/workflow/perses-workflow.yml
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the heatmaps of the users with one of the COVID-19 positive, and the users
who are considered close contacts are notified (step 4).

Figure 2.11: Covid-Heatmaps app

Three QoS parameters are measured that allow us to compare Perses
with a real scenario. Mobile-Side execution time is the time it takes for
mobile devices to process their heatmaps. Transfer time measures the time
it takes to send the data from the cloud side to the mobile side and vice
versa. Aggregation time captures the time the cloud spends processing and
comparing the heatmaps to detect possible close contacts.

Mobile-Side Execution time: Figure 2.12a shows the computing
time on real and virtual mobile devices for the different numbers of devices
involved and location points exchanged. It can be seen that they follow the
same trend in both scenarios. There is a small gap between both scenarios; this
is due to the existing hardware inequality, and the processors of real mobile
devices are less powerful due to their size, architecture, etc.

Transfer time: Figure 2.12b shows the results obtained on the data
transfer time. As with Mobile-Side Execution time, they follow the same
trend with the constant difference between the two scenarios. In this case, the
difference is minimal, the integration of Kathara with Perses allows emulation
of the communication of real mobile devices.

Aggregation time: Figure 2.12c shows the aggregation time in the
cloud node of the heatmaps for the different numbers of devices involved and
location points sent. In this case, it can be seen that the planes obtained from
both scenarios are practically the same. The cloud node is the same for both
scenarios, and the number of devices involved and the volume of data are the
same.

To learn more about Perses, the details of the case study evaluation,
and its improvements for the future, we refer the reader to Section 3.4 and
[14].
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(a) Execution time. (b) Transfer time.

(c) Aggregation time.

Figure 2.12: Perses evaluation results.
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2.3 Operate

In this phase, it involves automating the release of the application and all
updates to keep cycles short and give developers more time to focus on product
development and accelerate time to market. It allows developers to detect
problems quickly and create better versions of software products. In this
phase, the operations team is responsible for the configuration and provisioning
of the resources needed for the application. The contributions presented here
are oriented to the development of applications so that the deployment of
their cloud continuity infrastructure can be dynamically adapted to the needs
of the application context (e.g. communication quality requirements, data
transmission, and quality, etc.).

In this Section, we present two proposals for automating deployment.
On the one hand, our proposal on OPPNets, focused on a network solution.
This solution is based on an opportunistic network algorithm that enables
the deployment of communication technology solutions for IoT applications
(healthcare, livestock, agriculture, etc.) of the cloud-to-thing infrastructure
deployed in rural areas where the communication infrastructure is poor. On
the other hand, we present Elastic Data Analytics, which behavior can be
dynamically modified according to the quality requirements defined by each
IoT system and the available resources of the cloud-to-thing infrastructure.
For defining and deploying these analytics, we also provide a framework with
an orchestrator managing the elasticity. This orchestrator evaluates the state
of the infrastructure, the other analytics in progress, and the QoS required by
each analytic.

In the following sections, we present two proposals to dynamically adapt
the infrastructure deployment depending on the context. On the one hand,
our proposal on OPPNets, focused on a network solution. This solution is
based on an opportunistic network algorithm that allows the deployment of
communication technology solutions for IoT applications (health, livestock,
agriculture, etc.) deployed in rural areas where the communication infrastruc-
ture is poor and can be adapted to different requirements of the nodes. On
the other hand, we present Elastic Data Analytics, whose behavior can be
dynamically modified depending on the quality requirements defined by each
IoT system and the available resources of the Cloud-to-thing infrastructure.
To define and deploy these analytics, we also provide a framework with an
orchestrator that manages elasticity. This orchestrator evaluates the state of
the infrastructure, the other ongoing analytics, and the QoS required by each
analytic.
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2.3.1 OPPNets: An opportunistic solution for remote
communications

Communication technologies have experienced an exponential expansion in
the last few years. The constant expansion of technology has promoted the
improvement of infrastructures and an increase in the number of connected
locations. Nevertheless, these encouraging statistics are not the same in all
regions. These regions, where Internet infrastructures are minimal, are usu-
ally rural and isolated areas where network operators are not interested in
deploying their solutions due to the limited benefits they acquire. These cir-
cumstances exacerbate the problem. Moreover, along with the technology
gap, rural areas face additional challenges such as healthcare. Given this
context, rural areas lacking communication infrastructures face difficult chal-
lenges. Specific needs and technological isolation motivate the diffusion of
alternative technologies that explore mechanisms for information transmission
and system communication.

Rural areas are full of entrepreneurial activities such as livestock and
agriculture. There are also other important activities such as healthcare by
a significant percentage of people over 65 years old. They are often isolated
by network operators because they are not interested in deploying their so-
lutions due to the low benefits they acquire. Today, technological solutions
for deploying applications in the Cloud-to-thing continuum for industry and
healthcare have become the main disruptive solutions to improve production
and people’s quality of life [41]. However, in rural areas where there is no ac-
cess to the Internet, these solutions cannot be easily deployed. Specific needs
and technological isolation motivate research into alternative technologies that
explore information transmission mechanisms and communication systems for
the proper deployment of infrastructures in these rural environments.

We propose a solution based on an opportunistic network algorithm that
enables the deployment of communication technology solutions for Cloud-to-
thing continuum infrastructures in isolated areas where connectivity is limited.
Thus, two applications are proposed: a presence detection platform for elderly
people living alone and an analytical performance measurement system for
livestock. The algorithm is evaluated by considering several simulations under
multiple conditions, and comparing the results of delivery probability, latency,
and overhead with other well-known opportunistic routing algorithms. The
approach exploits the use of SACAR OCVN [82], a routing algorithm based
on the adaptation of requirements between different nodes. Specifically, this
algorithm provides the mechanism to dynamically adapt communication de-
pending on the type of data and the receiver’s interests.

The network behaviour follows the scheme provided in Figure 2.13,
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which identifies several components: i) sender nodes, ii) intermediate nodes
and iii) gateways.

• Sender nodes refer to the homes of the elderly people and the smart
livestock. These elements generate and transmit new information toward
gateway nodes that are connected to the Internet. Thus, the messages
are sent into the network in specified intervals of time. This way, the
nodes send the messages to reachable intermediate nodes, which serve
as data mules.

• Intermediate nodes are in charge of forwarding messages to the gate-
way. Therefore, cars and pedestrians receive, carry and deliver the infor-
mation as they move through the streets and roads. These nodes decide
the information they prefer to obtain and broadcast: presence info or
livestock performance data. Additionally, there is another fundamental
element in the scenario: throwboxes. These devices are placed on the
main points of the road path and can store messages from any other in-
termediate node. Thus, throwboxes work as a ”meeting point” for data
and distribute it to other interested reachable nodes.

• Gateways are the destination elements of the messages generated by
the sender nodes. They are connected to the Internet and are in charge
of processing and transmitting information to the Cloud. As a result,
the collected data can be externally processed, enabling the detection
of anomalous patterns in the elderly activity and recognizing a possi-
bly dangerous situation. In the same way, the performance information
about livestock can be processed when it is finally delivered.

The opportunistic behaviour of the network is mainly based on the rout-
ing algorithm we propose to perform distributed communication among the
aforementioned elements. In this paper, the idea behind the SACAR OCVN
algorithm defined in [82] is applied to the rural scenario in order to rely on co-
operating nodes to successfully deliver information from elders and livestock.
The behaviour of the nodes in the scenario is based on the preferences of the
nodes.

SACAR OCVN [82] automates the nodes’ encounter process. Thus,
the nodes in the scenario have a virtual profile that identifies them as sender
nodes, intermediate nodes, or gateways. The different roles available on the
virtual profile are Goals and Skills: the first one defines the information pref-
erences, while the Skills indicate the actions the node is able to perform. This
model, once it is adapted to the scenario, is used to distinguish between sender
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Figure 2.13: Working scheme of OPPNets in rural area.

Figure 2.14: Virtual profile of sender nodes.

elements (represented in Figure 2.14), carrying nodes (depicted in Figure 2.15)
and end gateways (Figure 2.16).

The communication takes place when two nodes encounter each other.
This way, by using low-energy technologies, the information is exchanged
within the corresponding range. Thus, the communication process follows
three main steps: 1) devices encounter each other, 2) virtual profiles are gath-
ered and 3) information is exchanged. All these steps are shown in Figure 2.17.
The proposed scenario raises an opportunistic context where communication
provides an improvement of the day-to-day routines of local inhabitants. The
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Figure 2.15: Virtual profile of intermediate nodes.

Figure 2.16: Virtual profile of gateway nodes.

idea has been executed as a simulation that has tested the algorithm under
different situations, trying to define the most appropriate context for interac-
tions.

Figure 2.17: Detailed communication process.

SACAR CPVO Evaluation

We evaluated SACAR CPVO with positive results in simulated scenarios. Sim-
ulations have been carried out using The ONE simulator [83]. This tool pro-
vides a development environment for DTNs, allowing the specification of a
detailed scenarios, movements, and protocols. Thus, the performance of the
routing algorithm can be obtained through execution reports. In our approach,
the simulated scenario recreates a rural area with low connectivity, which re-
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flects a village community and the surrounding roads. Figure 2.18 represents
the simulation map.

Figure 2.18: Rural scenario simulated in The ONE.

We obtained positive results. The delivery probability (dprob = 0.945)
was very high, guaranteeing a high rate of message broadcasting. This success-
ful result means that the algorithm provides a good communication mechanism
for the exposed scenario. As a consequence, the data on the presence of the
elderly’s homes is fluently transmitted through the network. Thus, the sys-
tem allows the remote detection of possible dangerous situations, derivated
from the inactivity of the elderly. Besides, the local industries can transmit
performance data from exploitation.

Once SACAR OCVN best results are obtained, they are compared un-
der the same context conditions as the rest of the DTN algorithms included in
The ONE. DirectDeliveryRouter [84] works based on straight delivery between
the sender and the receiver node. Thus, intermediate elements are ignored.
EpidemicRouter [85], on the other hand, belongs to the flood algorithm family.
Thus, the behaviour is based on duplicating the messages with every encoun-
tered node. MaxPropRouter [86] uses the previous node encounters to define
the most appropriate path to a destination. ProphetRouter [87] works based
on a probabilistic scheme while SprayAndWaitRouter [88] replies to messages
by creating copies that can be specified by the user.

In the comparison process clearly showed the performance of SACAR
OCVN compared with the opportunistic routing algorithms included in The
ONE. The high delivery probability value guarantees the applicability of the
solution in the described scenario, becoming a powerful tool in the implemen-
tation of the project.
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To learn more about our proposal and to visualize all the results ob-
tained in the performance evaluation and comparison with other algorithms,
we refer the reader to Section A.6 and [42].

2.3.2 Elastic Data Analytics

Over the last few years, there have been a massive deployment of Internet of
Things (IoT) devices as we have discussed above. This deployment has been
especially driven by IoT applications that facilitate everyday tasks for every
individual and organization. These tasks cover a wide range of use cases and
applications, from managing an individual’s personal health to understanding
the flow of people and movement patterns in a city. This massive deploy-
ment of IoT devices has also led to the creation of networks of smart devices.
This growing use of IoT devices is putting stress on current infrastructures in
different dimensions.

On the one hand, the amount of devices deployed. As IoT applications
become more complex they require combining devices from different domains
for offering more useful functionalities. So far, new IoT applications and func-
tionalities require the deployment of new devices. However, in this growing
trend, the deployment of new IoT devices for sensing similar data is becoming
unfeasible and unsustainable. For instance, a city that monitors the movement
patterns of its citizens may also want to combine the location information with
the heart rate in order to know what kind of activity citizens tend to do in
each area of the city and, thus, provide more useful services and better plan
their investments. For that purpose, instead of asking citizens to wear new
heart rate monitors, it would be more feasible to ask them to share the data
obtained by the monitors they already wear for other apps. Thus, in the com-
ing years, we will see how IoT applications will share large networks of devices
already deployed.

On the other hand, the infrastructure for data circulation and process-
ing. Data, especially those coming from IoT devices, has become a strategic
asset because of their availability to continuously monitor the environment
without human intervention. IoT device networks are enablers of a new data
economy in which more and more data is being exchanged not only within
but also amongst companies [89]. This fact boosts the massive deployment
of IoT device networks. However, it also entails an increase in the circulation
of information and the need for its processing and, consequently, a manage-
ment model to support optimal network usage. Such requirements will be
even harder when different information systems require data from the same
devices, for different needs and with different qualities. For example, a system
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to monitor an individual’s heart rate during her activities may require a very
high information freshness; however, for a municipality to plan its services,
such information does not have to be very fresh, but it has to be obtained
from as many devices as possible.

In order to reduce the network overhead and improve the quality of
service (QoS), IoT applications already attempt to take advantage of the
cloud-to-thing continuum to deploy services closer to information providers
and consumers. However, such applications are still isolated systems that do
not favor the sharing of data or analytics streaming. Thus, a sustainable data
economy in this market [90] poses many challenges, among which we can count
the following:

• First, the shared use of IoT devices so that data they are sensing can be
used by different applications minimizing the drain on resources.

• Second, the optimization of the use of the cloud-to-thing continuum in-
frastructure by enabling optimized deployment so IoT applications inter-
ested in the same data streaming and analytics can be deployed as close
to the data as possible and together in the same nodes of this continuum.

• Third, elimination of duplicate streams by enabling applications inter-
ested in the same data or analytical streams to use the same datum.

We address these challenges by using elastic IoT data analytics, which
behavior can be dynamically modified according to the quality requirements
defined by each IoT system and the available resources of the cloud-to-thing
infrastructure.

The execution of these analytics impacts several highly related dimen-
sions, as Figure 2.19 shows, that must be controlled in a sustainable computing
and information environment: data quality, resource consumption, and cost.

One of the most important aspects for data consumers is the quality of
the information. This quality must be appropriate for the specific function-
alities they want to provide. While there are different properties to measure
data quality, for information coming from IoT devices two properties are par-
ticularly relevant [91]:

• Accuracy, which is the level to which data represents the real-world sce-
nario. In this sense, in a network of IoT devices, the higher the number
of devices involved in the data analytics the better they will represent
the real world.
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• Freshness, or the timeliness of the data. For some applications, the data
has no value if it is not available at the right moment. Freshness indicates
the frequency at which IoT devices have to provide information for the
analytics to provide value to the consumer.

Combining both dimensions, as Figure 2.19 shows, different types of
analytics can be executed. When the accuracy and the freshness are low,
small data analytics are executed in order to have a limited quantity of highly
granular data that usually provides valuable information for the system. As
the freshness and the accuracy increase, bigger data analytics are executed
focusing on processing large volumes of information for business decisions.
Instead, if only the accuracy increases, long-term data analytics are executed
for predictive decision-making processes. In addition, if mainly the freshness
is important for achieving acceptable data quality, short-term data analytics
are usually executed for developing reactive processes. For instance, for our
case study, the healthcare system would require short-term analytics while the
city council would require long-term analytics.

(a) Dimensions impacting the analytics (b) Analytics depending on the data
quality

Figure 2.19: Elastic Data Analytics.

Elastic Data Analytics validation

To achieve elastic data analytics, we propose a framework orchestrating the
analytics required by different data consumers and leveraging the cloud-to-
thing continuum to distribute them depending on the available resources and
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the required quality. The source code of the framework 20 for the presented
case study and a video21 showing the achieved elasticity are publicly available.

Figure 2.20 shows an example of the infrastructure that can be used for
our smart city case study. It shows the different layers of the cloud-to-thing
continuum. Please, note that we limited the number of layers to improve
readability. Data consumers (healthcare system and city council, for our case
study) can request different analytics through the entry point to the infras-
tructure, the cloud. The deepest layer is composed of the end devices sensing
and sending information to the cloud. This information goes through the fog
and edge nodes on its way to the cloud where it is provided to data consumers.

Data analytics can be requested with different parameters. First, the
application-specific parameters (for instance, the area to monitor in the smart
city) and, second, the data quality parameters (accuracy and freshness). For
the current implementation, the accuracy and the freshness can take different
values from a range (Low, Medium, and High). The accuracy relates to the
ratio of end devices involved and the freshness to the frequency at which the
information is obtained.

Figure 2.20: Architecture of the elastic data analytic framework.

Figure 2.20 also defines the most important components of the proposed
framework. First, Cloud, Fog, and Edge nodes are composed of a Data Aggre-
gator component (DA). This component processes the deployed analytics. To
that end, it requests the required information to the lower nodes depending

20https://doi.org/10.5281/zenodo.5793214
21https://doi.org/10.5281/zenodo.5793189



62 CHAPTER 2. RESULTS

on the data quality (mainly the freshness) required by the most demanding
analytics, caches the obtained data to be reused by the other analytics, and
processes it. In addition, the obtained results are also cached and always
available, waiting for the higher levels to request them.

In addition, an elasticity orchestrator is proposed to balance the load
of the whole infrastructure, modify the behavior of the elastic analytics de-
pending on the previously defined dimensions, and provide the best QoS to
all parties. When a new analytic is required, it is analyzed by the orches-
trator to evaluate the desired quality (accuracy and freshness), the analytics
already deployed in the architecture, and the workload of the different nodes.
If there are enough resources, it directly deploys it providing the highest possi-
ble quality. If there are not enough resources, it checks if the analytics already
deployed can be reconfigured to make room for the new one. This reconfig-
uration can be provided by redeploying existing analytics on other nodes to
have a more efficient distribution or, if possible due to the quality defined by
consumers, reducing the accuracy and freshness of some analytics to free up
some resources.

Figure 2.21: Execution of elastic data analysis.

Figure 2.21 shows a working example of the provided elasticity. The
example consists of a timeline with 6 instants (t). At each instant, an action
is triggered that has an impact on the infrastructure. At the top left of each
instant, a small legend appears with a vertical bar. This legend indicates for
each analytic (each colored horizontal bar) if it is inserted/removed from the
system (+/-) and, depending on its height in the vertical bar, the accuracy
that it will provide. Please, note that we only represent the accuracy dimen-
sion to improve readability. At t1, the orange analytic is requested, requiring
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low accuracy. The orchestrator, therefore, assigns it to only a part of the
infrastructure. At t2, two new analytics (yellow and blue) are inserted, with
low and high accuracy respectively; the orchestrator deploys the blue analytic
throughout the whole infrastructure while the yellow one is deployed only in
the less loaded part. At t3 the orange analytics ends and, because there are
enough resources, the orchestrator upgrades the yellow one to medium accu-
racy. At t4 the purple analytic is inserted and the orchestrator again assigns
it the lowest loaded part of the infrastructure. At t5, the blue analytic ends,
and a new one with a low accuracy is deployed. Finally, at t6, the yellow
analytics ends, and the rest are reorganized to better distribute the resource
consumption.

To learn more about our approach of Elastic Data Analytics, we refer
the reader to Section 3.5 and [43].
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“Nothing in life is to be feared, it is only
to be understood. Now is the time to un-
derstand more, so that we may fear less”

Marie Curie (1867-1934)

Chapter 3

List Of Publications

This chapter presents the publications related to this thesis made during the
PhD. On the one hand, we show the relevant publications that make up this
compendium thesis. These are full articles published in high-level journals in-
dexed in JCR. The full text of these publications can be found in Sections 3.4,
3.3, and 3.5. On the other hand, we also show the supporting publications of
this thesis, i.e. full papers, demonstrations, and artifacts published in interna-
tional/national conferences, international workshops, and other journals that
have given rise to the relevant publications or have served as support for this
thesis as a whole. The full texts of the supporting publications can be found
in Appendix A.
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3.1 Relevant Publications

This section shows the most relevant publications resulting from research dur-
ing the PhD. Table 3.1 shows the list of relevant publications produced during
the PhD. As can be seen, all of them are articles published in JCR-indexed
journals.

Title Journal
Publication

date
Quality
indicator

Section

Perses: A framework for the con-
tinuous evaluation of the QoS of
distributed mobile applications

Pervasive and
Mobile Computing

June 2022 JCR Q2 3.4

Human microservices: A frame-
work for turning humans into
service providers

Software: Practice
and Experience

April 2021 JCR Q2 3.3

Elastic Data Analytics for the
Cloud-to-Things Continuum

IEEE Internet
Computing

December
2022

JCR Q2 3.5

Table 3.1: Relevant Publications

3.2 Supporting Publications

In addition to the most relevant publications presented above, our research
has also led to further publications which, although not published in relevant
journals or conferences, have been equally important for the progress of the
research of this PhD, being works that have subsequently led to the relevant
publications or have supported the whole research.

Table 3.2 lists the supporting publications of this thesis. As can be seen,
we have published three papers in two other JCR-indexed journals, four tool
and artifact demonstration papers (one of them indexed in the GGS confer-
ence ranking), and one full paper at an international conference (also indexed
in the GGS conference ranking). Also two full-length papers in international
workshops. Finally, we have also published three papers at national confer-
ences, including two demonstrations (where in one of them we won the award
for the best demonstration of the conference) and one full paper.
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Title
Conference /

Workshop / Journal
Publication

date
Publication

type
Quality
indicator

Appendix

Providing Support to IoT
Devices Deployed in Discon-
nected Rural Environment

International Workshop
on Gerontechnology

November
2019

Full paper A.1

Yourpantry: food monitoring
through pantry analysis us-
ing the smartphone and mak-
ing use machine learning and
deep learning techniques

International Workshop
on Gerontechnology

November
2019

Full paper A.2

Deployment of APIs on an-
droid mobile devices and mi-
crocontrollers

International
Conference on Pervasive

Computing and
Communications

March
2020

Demo and
artifact paper

GGS class
1 (A+)

A.3

SOLID and PeaaS: Your
Phone as a Store for Personal
Data

International
Conference on Web

Engineering
June 2020 Full paper

GGS class
3 (B-)

A.4

FoodScan: Food monitoring
app by scanning the groceries
receipts

IEEE Access
December

2020
Full paper JCR Q2 A.5

OPPNets and Rural Areas:
An Opportunistic Solution
for Remote Communications

Wireless
Communications and
Mobile Computing

January
2021

Full paper JCR Q3 A.6

Virtual environment for eval-
uating the QoS of distributed
mobile applications

International
Conference on Pervasive

Computing and
Communications

March
2021

Demo and
artifact paper

A.7

Pushed SOLID: Deploy
SOLID in Smartphones

Mobile Information
Systems

July 2021 Full paper JCR Q4 A.8

Perses: Un framework para
evaluar la Calidad de Servicio
en aplicaciones móviles dis-
tribuidas

Jornadas de Ciencia e
Ingenieŕıa de Servicios

September
2021

Demo paper ??

Una Propuesta para la Com-
posición de APIs Distribuidas

Jornadas de Ciencia e
Ingenieŕıa de Servicios

September
2021

Full paper A.9

Sistema IoT para la Pre-
vención de Riesgos Laborales
en una EDAR

Jornadas de Ciencia e
Ingenieŕıa de Servicios

December
2022

Demo paper A.10

Table 3.2: Supporting Publications
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Summary
During the last decade, the mobile application market has grown steadily thanks
to the massive use of smartphones and the emergence of cloud computing for
offloading computation tasks and improving the quality of experience. With the
more recent deployment of Internet of Things (IoT) devices, this cloud-based
architectural design and the corresponding communication flow has been main-
tained. Nevertheless, the increasing amount of information exchanged, the strin-
gent requirements of many IoT applications, and the need for these applications
to adapt their behavior in real time to the user’s context set these architectural
assumptions a challenge. Paradigms such as mobile, mist, and edge computing
have recently been proposed to exploit the computational and storage capabili-
ties of current smartphones and IoT devices in order to onload some tasks onto
them, reducing the overhead on both the cloud and the network. Currently, the
application of these paradigms requires much attention from skilled developers
to create ad hoc systems, as there lack standards and tools facilitating their use.
This communication introduces Human Microservices as a framework facilitat-
ing the deployment of APIs on companion devices in order to provide personal
and updated information that can be consumed by other entities. The framework
improves the integration of humans in the IoT loop and facilitates the deploy-
ment of computation units in devices closer to end users, enhancing system
response time by reducing the stress on cloud and network infrastructure. The
proposed framework is based on existing standards in order to improve software
quality and shorten the learning curve.

K E Y W O R D S
end devices, human in the loop, microservices, mist computing, mobile computing

1 INTRODUCTION

The mobile phone market has grown to levels unsuspected a few years ago.1 The combination of this growth together
with the increasing importance of the cloud computing paradigm has led to a change in how information is produced and
consumed through smartphones. Currently, most mobile applications store and access the information that their users
request by invoking services deployed in cloud environments.

1910 © 2021 John Wiley & Sons, Ltd. wileyonlinelibrary.com/journal/spe Softw: Pract Exper. 2021;51:1910–1935.
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This information flow has increased during the last few years with the spread of the Internet of Things (IoT).2 With
the aim of adapting the physical environment to the users’ needs and preferences, most IoT devices consume information
produced by other devices, usually nearby, while this information is stored and provided by microservices3 deployed far
away, in the Cloud.

The client–server architecture is the design behind all these systems.4 In this, the information generated by end
devices is sent to be stored and processed in large servers to be later consumed by the same or other devices.5 Indeed,
the client–server architecture has several advantages. First, it integrates devices that do not have a lot of computing
resources,6 and second, complex applications can be built by dividing them into small pieces (i.e., microservices) that
can be deployed, scaled, and maintained with relative ease and independence. In addition, there are standards, such as
OpenAPI,7 for designing and documenting APIs (sets of microservices) that can later be used to generate source code,
saving development time.

Nevertheless, this architecture is not suitable for every application. IoT devices and mobile applications are starting
to require more specific, personalized, and up-to-date information to adapt their behavior to the current context of each
user. Paradigms such as Human-in-the-Loop or User-in-the-Loop8 promote services or applications centered on people
and awareness9 of their context.

Using a pure client–server architecture for applications that require intense peer-to-peer or local communication
generates additional stress due to the mandatory passage of data through cloud servers and the network infrastructure.10,11

Paradigms such as mobile, mist, or edge computing,12-14 among others, have been proposed to exploit the capabilities
of nodes closer to end users to store data and execute different computing tasks with the aim of improving the quality
of experience (e.g., the end-to-end performance at the service level from the user’s perspective15) of these applications.
Mobile and mist computing focus on exploiting the capabilities of end devices (i.e., smartphones, IoT devices, etc.). Edge
computing focuses on the nodes at the edge of the network close to the end devices. These paradigms are especially
useful for storing local, personalized, and fresh information (such as the context, or the virtual profile, of the users) that
is consumed by nearby devices.6

However, developing applications based on such paradigms require developers skilled in different areas (hardware,
communication, operating systems, etc.). While cloud providers and other companies provide some standards and
technologies abstracting from the low-level details to develop, deploy, mashup, and consume APIs, there are few sim-
ilar mechanisms and technologies for computational infrastructures closer to the end user (smartphones, IoT devices,
wearables, etc.). Using precarious and ad hoc mechanisms directly implemented by each developer to develop such
applications can affect the development time, maintainability, and reproducibility of the software.

In this paper, we introduce the concept of Human Microservices, and present a framework based on standards for their
development. Human Microservices turn humans, more particularly, their smartphones and companion devices, into
service providers. They provide accurate and up-to-date information about people (their owners) by means of the built-in
sensors or the virtual profiles built and stored in their companion devices. These microservices can be directly consumed
by other Internet-connected devices as if they were deployed in the cloud via APIs but without having to store all that
information in a remote environment, thus reducing stress on the cloud and network infrastructure, and improving the
quality of experience. It also allows for greater control over the data, thus improving the privacy of users.

We claim that a uniform deployment of APIs on end and companion devices is essential for the integration of humans
in the IoT loop. We also present tools developed to make the application of the underlying concepts of Human Microser-
vices easier for developers. This framework is built upon existing specifications and tools for cloud environments, so that
the learning curve is shortened. In addition, the reuse of standards makes the applications generated easier to maintain
and upgrade.

The rest of this communication is structured as follows. Section 2 motivates the need for human microservices using
an example scenario. Section 3 explains in detail how to develop and deploy APIs on mobile devices using the framework
developed. Section 4 details two validations of the framework, on the one hand, implementing the example scenario, and,
on the other, surveying a group of developers, and students trained in the framework. Section 5discusses several of the
benefits of Human Microservices. Section 6 gives a comparison with some relevant related work. Finally, the conclusions
and lines for future work are presented in Section 7.

2 MOTIVATION

Smartphones have become the main device for the consumption of information such as multimedia, social networks, or
news.1 In addition, with the massive deployment of IoT devices, mobile devices are also taking on the role of the control
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centre for all of them. Through mobile devices, one can control and get information from almost any IoT devices owned
by the user (from temperature sensors to smart wristbands) by just using the applications offered by the manufacturers.

Most of these applications are based on a pure client–server architecture in which mobile devices act as simple
clients (or as the gateway of IoT devices). They get the information (if required, from the IoT devices) and post it to the
cloud by invoking different microservices. These applications are usually designed using the service-oriented computing
(SOC) paradigm,16 allowing developers to divide their functionalities into small and maintainable modules focused on
specific features. Thus, these modules or microservices can be developed, deployed, modified, and redeployed without
compromising other functional aspects of the application, improving the quality, maintainability, and scalability of the
application.

During the last few years, the number of IoT and mobile devices has increased considerably,1,17 leading to exhaustion
of the computing capabilities of cloud environments. In addition, their own mutual interactions have also been increasing.
These devices require information about the user’s context and preferences in order to coordinate themselves and adapt
their behaviour in real time. This collaboration requires the exchange of large volumes of data and the processing of
different tasks which again leads to increased stress on the cloud servers and lower quality of experience.

Mobile and mist computing alleviate the stress of these environments by distributing computation tasks onto end
devices (IoT devices, smartphones, etc.). Thus, since the distance between the consumer and the provider of information is
reduced, the response time and the stress on the cloud and network infrastructure is usually also reduced. However, these
paradigms are in their infancy, and the technological support for developers is very limited. For instance, smartphones
have closed and security restricted operating systems, so that microservices cannot be directly deployed and provided from
them. In addition, these devices are mobile, so that they are constantly changing from one network to another, leading to
intermittent connections and changes of IP address. Therefore, traditional tools and standards cannot be used to deploy
microservices on these devices.

For mist computing, there are currently some solutions18-20 for the development and deployment of IoT applications
on these devices. Two examples are storing and sharing ECGs in health care scenarios,18 and replicating the sensed data
among different IoT devices.20 Nevertheless, again they are adapted and personalized to a specific scenario—there are no
standard mechanisms and technologies for developing, deploying, and consuming services as there are for cloud environ-
ments. Therefore, developers have to use all their skills and knowledge to design and implement ad hoc infrastructures
to distribute IoT applications. This firstly increases development time and cost, and secondly reduces maintainability.

2.1 Human Microservices for smartcities

In order to better illustrate the problem being addressed, let us describe a couple of scenarios focused on smartcities.
Many cities are currently deploying IoT devices and mobile applications to gather information about their residents

and the environment, with the goal of providing better services to those residents. For instance, Figure 1 shows an

F I G U R E 1 Emergency alert system for smartcities
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emergency alert system that warns citizens if there is an alert situation in the city (health alert, earthquake, or fire). Such
a system, similar to Facebook Safety 1, uses citizens’ information (such as location, vital signs, or health records) to iden-
tify people who are at greater health risk to create more efficient evacuation plans. A more innovative functionality also
allows other citizens to quickly identify the location and health status of their neighbors in order to help them in the event
of a disaster.

A different sample scenario would be a tourist information system in which municipalities obtain information on peo-
ple’s location to identify which places in the city are most frequented and thus determine if it is necessary to improve their
accessibility by public transport, to increase cleaning services, etc. Ideally, it would be very interesting if this information
could also be consumed by other tourists in order to detect crowded points of interest, and better plan their routes. One
could also think of a crowd sensing system in which users can interact with other users, for example, sending questions
to know whether some place is still open.

We shall focus on the emergency system as an example running throughout this communication to show the bene-
fits of the proposed framework. This information system could be implemented using a pure client–server architectural
style. The mobile application provided by the smartcity would only have to get the required information and upload it to
the cloud. There are several tools facilitating this development. For example, OpenAPI can be used to design the API and
generate its skeleton; with AWS, one can define microservices as Lambda21 functions and deploy them on a cloud.22 How-
ever, this architecture has some disadvantages that lessen the usefulness of the system. Dynamic contextual information
about each citizen has to be constantly posted to the cloud (such as their location, vital signs, etc.) in order to be useful for
creating the evacuation plan. This constant data flow would increase the network overhead (and hence the latency and
response times) and the resource consumption of mobile devices,6 affecting the user’s satisfaction and quality of expe-
rience. In addition, a huge amount of information would have to be stored in the cloud and processed to provide useful
information to the different services, thus increasing the operating costs. For example, if an emergency coordinator wants
to obtain the location of the citizens affected by an emergency, all the locations have to be processed. But if, after that,
they want to get those who also have some mobility problem, this requires the information to be processed again, wast-
ing more computational resources and, which is more important, lengthening the response time. Finally, the storage of
people’s sensitive information in a cloud environment may pose a risk to privacy, since users usually do not have control
over who consumes that information and when.

Instead, in order to address these problems and to reduce the cloud workload, we may rely on the mobile, mist,
and edge computing paradigms in which some tasks are distributed to users’ devices, generating closer and more direct
communication, also following the same service-oriented architecture that improves the software management and
maintenance. If the emergency system is migrated to this architecture, all the information gathered (e.g., the exact loca-
tion of the user) would be directly stored in companion devices, or even not stored at all, being obtained at run-time
only when needed. Figure 1 shows this system and how the information is provided and consumed. Citizens would
then have an API deployed on their devices with different microservices that either provide very specific information,
both static (such as personal data, health data, etc.) and dynamic (location, mobility history, tastes and preferences,
etc.), or that allow the citizens to receive alerts, warnings, etc. Access to the user’s data would be determined by the
microservices offered, allowing it to be far more personalized and individually adapted since, for instance, only the
microservices of the citizens affected by a specific emergency would be invoked and consumed. This would impact
positively on latency, response times, operating costs and stress on the cloud and network infrastructure since there
is no information constantly being sent to cloud environments, only the data consumed in the microservices actually
involved. In addition, it would allow users to have greater control over the data stored and consumed from their mobile
devices.

However, development of such a solution requires a great effort on the part of developers since there are currently no
tools supporting the design, specification, and implementation of these services on end devices. This means that devel-
opers have to work on creating the system they envision with the skills, utilities, mechanisms, etc. that they themselves
know, thus generating very personalized code particularly adapted to the system they are developing, which will be hard
to maintain and to evolve in the future.

For this reason, we propose Human Microservices as a way to integrate humans into the IoT loop, providing a
framework in which they can be developed more rapidly and easily. The tools involved are capable of generating these
microservices using the same technology that developers are currently using for cloud environments, thus shortening
their learning curve, and promoting and favouring the use of SOC architectures and tools. In addition, Human Microser-
vices is a framework that facilitates the application of the mobile, mist and edge computing paradigms, allowing to easily
deploy computation services in devices closers to the end user.
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1914 LASO et al.

3 HUMAN MICROSERVICES

Human Microservices is a framework based on the People as a Service (PeaaS)14 and the Internet of People (IoP)23 models
previously proposed by the authors of this paper. Both models identify smartphones as the core elements in integrating
people into the Internet. Indeed, smartphones are currently people’s communication interface for interacting with other
people or with IoT devices. But smartphones are usually just mere consumers of services deployed on cloud environ-
ments. They obtain information from their users through sensors and other connected devices, and store it in the cloud,
acting as simple gateways. This leads to increased resource consumption and limits the users’ control over their data and
its privacy.

PeaaS and IoP encourage smartphones to leverage their full computing power to store the user interactions and all
the data gathered in order to create a virtual profile of their user. This profile could then be consumed directly from the
smartphone by other IoT devices, thereby reducing network overhead, response time, and operating costs.6 Furthermore,
it empowers users to manage their personal information and its privacy.24

Building on our previous work, we focus with Human Microservices on providing developers with techniques, based
on existing standards and tools, that can reduce the effort required to develop APIs through which to offer the users’ virtual
profile to other entities. In turn, this improves the user’s integration into the Internet and the system’s maintainability,
and reduces response time and network overhead.

This section details how to specify, develop, and deploy APIs on mobile devices. In order to perform a uniform deploy-
ment of APIs, a process needs to be defined specifying a set of steps, guidelines, and standards to be followed to design,
document, build, and deploy those APIs. In addition, in order not to place an added burden on the developer, that process
must be based on existing standards and activities already used for other environments.

In the following subsections, we shall first detail the process of generating and deploying APIs on mobile devices.
Second, we shall briefly explain the standard (OpenAPI Specification) on which we base the definition and modeling
of the APIs. Third, we explain the scaffolding of the API designed for mobile devices (based on the Android operating
system). It is an extension of an existing source code generator. And fourth, we explain how the microservices deployed
are invoked.

3.1 Deployment process

In order to perform a uniform deployment of APIs on mobile devices, developers need to be able to rely on a well-defined
process. The different steps proposed are shown in Figure 2. As can be seen, these are the activities that are usually carried
out in designing and implementing APIs for cloud environments.

1. API definition. First, the API to be deployed must be designed. In this case, this has to be carried out using the
standard OpenAPI Specification (OAS) which is widely used in the industry for the design and implementation of
APIs that are to be deployed in cloud environments.

The definition follows the same notation and logic as if it corresponded to deployment on a cloud environment
(i.e., the specification defines the different microservices that will be available for consumption).

2. Generation of source code. In this step, the skeleton of the API is generated. Currently, there are different tools allow-
ing the scaffolding of OAS-defined APIs for a client–server architecture. Examples are OAS-Generator,25 Guardrail,26

and Swagger Codegen.27 These tools do not support the generation of APIs for mist or mobile computing paradigms.
Therefore, an extension of the OpenAPI Generator has been developed to create and deploy APIs on Android mobile
devices.

F I G U R E 2 Deployment process
to generate mobile APIs
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LASO et al. 1915

3. Deployment. Before being able to deploy the API, the developer must finish the implementation by adding the busi-
ness logic—that is, the behavior of the different endpoints defined (obtaining information from the sensors or the
stored virtual profile)—and the configuration of the communications protocol. Then, the API can be deployed follow-
ing the process defined by the manufacturer. In Section 4.1, the API of the scenario described above is developed in
full, from its design to its full deployment, being fully operational for use.

4. Service invocation. Finally, with the API deployed, any device with the necessary permissions will be able to consume
the defined microservices, even chaining calls to the microservices to obtain progressively more refined information
from a user, an essential aspect in order to have IoT devices and information systems capable of reacting in demanding
times to the user’s needs. The endpoints provided can be consumed by other servers or devices, using a peer-to-peer
schema. These invocations will be detailed in Section 3.4.

3.2 The OpenAPI specification

In order to deploy an API, it first has to be defined and designed. As mentioned above, we propose the use of OpenAPI
since it is a language widely used in the industry. This subsection will be concerned with the most important elements of
the OAS to be considered for the definition and design of mobile device APIs. Some of them are shown in Figure 3(A).

Firstly, the OpenAPI element gives the version of the specification. Currently, the process and tools that are defined
support version 3.0.0 or higher.

Secondly, Info contains data about the API such as name, description, contact, terms and services, etc.
Thirdly, Paths indicates the different endpoints or API operations, that is, the different Human Microservices that

can be invoked. To define an endpoint, one has to indicate its name, its properties, etc. Figure 3(B) shows the most impor-
tant properties of this element that are needed to generate mobile device APIs. OperationType indicates the type of the
operation (GET, POST, PUT, DELETE). Obviously, Human Microservices supports all of them, for example, information
can be consumed using GET operations, but it can also be sent to the user using a POST operation. OperationId indicates
the ID of the operation which will later be used to identify the source code generated. Tag is used to group the different
endpoints depending on their goals, that is, tags will allow the operations to be organized into groups. Parameters defines
the different parameters that the operation needs. It includes the name and type of each parameter. RequestBody contains
the body of the operation if it is a POST or a PUT. Usually, the body is defined in the Components element in order to be
reused by other microservices. Responses includes the different responses that can be returned as a result of the operation.
As in RequestBody, it is possible to define responses in Components and reuse them.

And fourthly, in the Components element, different parts of the specification are declared as schemas, responses,
etc. For example, the schemas allow input and output data types to be defined. These types may be primitives or arrays
as well as objects. Once declared in this element of the OAS, they can be referenced in any other operation.

3.3 Scaffolding of mobile device APIs

Once the API has been designed using OpenAPI, its skeleton has to be generated. As mentioned above, we extended Ope-
nAPI Generator to support the generation of code for Android mobile devices. The process of generation and deployment
is similar for all these devices, and to avoid being redundant, in this paper our focus will be on the whole process for
mobile devices with Android OS.

F I G U R E 3 The OpenAPI specification’s
(OAS’s) essential structure. (A) The principal
elements of the OAS; (B) The principal properties
of the OAS’s Path element
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1916 LASO et al.

F I G U R E 4 The Android API’s
main structure.

This tool is denoted APIGEND (API Generator for End Devices). APIGEND is a Web application developed with
Spring* that uses Mustache†templates for the code generation. At present, we are hosting it on Heroku‡, and it is available
to be used by any developer.

Currently, it allows the generation of APIs for Android devices with an Android API level 26 or higher. One of the main
problems with the deployment of APIs on Android devices is their consumption. Normally, due to security restrictions of
the operating systems or to the mobility of these devices (which can lead to intermittent Internet connection and changes
in the IP address), the consumption of the deployed services can not be based on synchronous communication. There-
fore, an asynchronous communication schema has also been supported in the extension developed which, in particular,
includes different communication protocols such as Firebase Cloud Messaging (FCM)28 and MQTT.29 In Section 3.3, we
shall explain the extension of the generator that was developed. One advantage of this framework is that we have added
all the libraries required for deploying an API and to support different communication schemes for automatic addition
and inclusion in the skeleton generated.

The objective of this extension is to generate a native API—in order to increase efficiency and not expend the resources
of computing-limited devices—that supports the provision of Human Microservices. To this end, the API generated also
follows the structure and good practices defined by the manufacturer, that is, Android§.

Figure 4 shows the packages diagram of the API generated by APIGEND in which all the API’s business logic is
located. In the following paragraphs, we shall explain the contents of each package.

Model contains the Java classes that implement the schemes of the specified communication objects. Each class
automatically contains serializers (to map the different parameters to the Responses), the Getter, Setter, etc., in order to
assist developers with the implementation.

Resource contains the classes in which the endpoints or Human Microservices are defined. Their purpose is to con-
tain the business logic of each endpoint. Each class contains the set of endpoints associated with a Tag in the form of Java
methods. These methods are empty in the absence of any implementation because it is for the developers to complete the
specific business logic of each endpoint.

Response contains classes with serializers for mapping requests. When a request is received, it is in JSON format, so
that great effort is required on the part of the developer to manually extract each parameter and identify its type. These
serializers map requests, transforming the received data into instances of the defined Java primitives, objects, arrays, etc.,
thus saving developers time.

Service contains the classes that implement the communication middleware selected (MQTT or Firebase Cloud Mes-
saging). In the case of MQTT, it comprises several classes that are automatically generated with the configuration of this
communication framework. The only one that the developer must modify is MQTTConfiguration in order to define the IP
address and the port of the MQTT broker(s). The rest of the classes are responsible for managing the workflow associated
with the invocations of the microservices—that is, when the API receives a message, through the Responses, it is mapped

*https://spring.io
†https://mustache.github.io
‡https://openapi-generator-spilab.herokuapp.com/
§https://developer.android.com/studio
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LASO et al. 1917

F I G U R E 5 A synthesis of the conversions between OpenAPI Specification and the Android API’s main structure

and derived to the correct Resource managing the microservice invoked. In the case of Firebase, only the FirebaseService
is generated with which to manage this workflow. The application-specific configuration can be completed through the
Android IDE¶.

Notification contains classes for storing the requests received by the mobile device in a small database, so that they
can be presented in a list. This package allows, firstly, developers to know that the request has been successfully received,
and secondly, users to evaluate the request received in order to increase their control over the data consumed.

MainActivity starts the communication services and the different elements of the main view to start the list in which
the notifications are presented. It also has the corresponding methods defined so that the API can receive requests even
if it is in the background on the device.

Finally, Figure 5 shows a diagram synthesizing the different conversions made between the OpenAPI specification
and the Human Microservices. It details the different elements of the specification and the set of directories and classes
generated for the API. The blue dashed lines represent the relationships connecting them.

The name of the API is determined by the title of the specification. In the specification, each Tag groups a set of end-
points that are similar because they reuse parameters, object schemas, etc., and/or because of their purpose. Therefore, the
classes of the Resource package are generated from the Tags defined. Each class takes the name and contains the endpoints
associated with the corresponding Tag in the form of Java methods. These methods have the name of the OperationId
and the parameters of the specification transformed to Java data types. In addition, the object that the microservice has
to return as answer according to the design is also specified. This allows for better organization of the code. For example,
a tag groups together several human microservices in which the device’s database has to be accessed to retrieve personal
information, health information, etc. For the developers, implementation will be easier and optimal since, in this case,
they can reuse the same connection and part of the code to access and retrieve the information from the database.

The same is the case with the classes of the Response package. They are also generated and grouped depending on
the tag with which they are associated. Within each class, all the parameters defined in the endpoints annotated by the
same tag are grouped together and correctly transformed to Java data types. This also allows developers to reuse code
since, on many occasions, the endpoints that are grouped under the same tag use the same parameters or objects for their
invocation. For example, if one wants to obtain different information about an individual’s location (i.e., current location,
past location, etc.) through Human Microservices, the developer will most likely need, among other data, some unique
identifier as a parameter to be able to provide that information.

The classes of the Model package are generated from the object schemes detailed in the Components section, taking the
name of the scheme as a name. Each class contains the attributes that have been specified in the schemes, but transformed
to the Java data types. These models will be used by the different endpoints as parameters for the invocation or as a
response.

¶https://firebase.google.com/docs/cloud-messaging/android/client
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3.4 Consuming Human Microservices

This subsection explains how to invoke the microservices deployed on mobile devices. As noted above, the source code
generated also allows two asynchronous communication protocols to be used, Firebase cloud messaging (FCM) and
MQTT, in order to overcome some of the restrictions of mobile operating systems and devices. However, their use differs
somewhat. In the following, we shall explain how to invoke the microservices in each of the two cases.

3.4.1 Firebase cloud messaging

FCM can send messages through the Firebase Admin SDK or through HTTP or XMPP protocols. These messages can
be received through push notifications to iOS, Android, or Web (JavaScript) devices. This system allows one to send a
message directly to a single device or a set of them through ”topics.” FCM has the property of storing messages in a queue
for a time until the device has Internet connection.

The communication flow is as follows. By default, when the API is generated it is automatically configured to be
subscribed to a main topic, by which it will receive the consumers’ requests. Once the microservice has been processed,
the response can be sent using FCM (by default) or other communication protocols. FCM provides a unique “id” called
token for each user, so that the response is directly sent to the consumer. Consumers can also use the tokens to send
the invocations, but that would require them to know the provider ID. Therefore, by default, the Human Microservices
request is made through the main topic. For instance, the request can be sent using FCM’s API#. Nevertheless, in order
to invoke a specific endpoint, a structure has been defined for invoking a microservice:

• Body: The content of the request is in JSON format. The different parameters that must be specified are:
– To: This parameter corresponds to the name of the topic or the ID of the device to send the request to as if it were

the “IP Address of the API”.
– Data: This parameter contains all the information regarding the request, resource, microservice to be executed,

parameters, or body of the operation. We have defined these parameters in order for them to be processed by the
framework presented.
* Resource: Name of the Tag associated with the endpoint to be invoked. This parameter is used to discern between

the other resources/tags that group the endpoints in order to optimize the response time.
* Method: OperationId of the endpoint to be invoked.
* Sender: This parameter is automatically included in the Response of the microservice. It is used to indicate the

consumer’s ID in order to send the reply.
* Id Request: This is automatically included to identify each request.
* Params: The request body or parameters required for the endpoint to be invoked.

Listing 1 shows an example of an API request. It is based on the case study of the emergency alert system explained
in Section 2. This microservice can obtain the location of all the users within an area (latitude, longitude, and radius)
around where an emergency has occurred. The users within the delimited area will return their current location in order
for an efficient evacuation plan to be developed.

1 {
2 "to": "/topics/CitizensE",
3 "data":{
4 "resource": "User",
5 "method": "getLocation",
6 "sender": "employee3748",
7 "params": {
8 "latitude": 38.514233
9 "longitude": -6.847281

10 "radius": 2000
11 }
12 }
13 }

Listing 1: Content of an Emergency Alerts API request using FCM

#https://firebase.google.com/docs/cloud-messaging/http-server-ref
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LASO et al. 1919

3.4.2 MQTT

MQTT is also an asynchronous communication method implementing a publish/subscribe pattern. A customer can pub-
lish a message on a topic. Other clients can be subscribed to this topic, and the broker will send them the messages
published.

The process is practically the same as with FCM. The provider is subscribed to the main topic, by which it will
receive the requests from the consumers. Then the reply is sent directly to the consumer using their ID or a personal
topic. The content of the request is in JSON, and its structure is similar to that defined for FCM. Since the “data” and
the “to” fields in the FCM request are specific to the FCM API, MQTT only uses the structure that is defined within
the former of those fields. The MQTT topic for sending requests to the API by default is the title of the specification
without spaces.

4 VALIDATION

This section evaluates the Human Microservices framework and tools. Section 4.1 explains the development and deploy-
ment of Human Microservices through a real case study used to monitor the activity of people during the COVID-19
pandemic. Then Section 4.2 evaluates the proposed framework through a survey of different developers who were trained
in its use.

4.1 Case study: Monitoring people’s activity

This subsection explains the development and deployment of an API with Human Microservices on citizen’s mobile
devices. This case study focuses on the scenario presented in Section 2 in which an emergency alert system was proposed,
using the information citizens provided to better control and monitor their health in emergency situations. In addition,
this information could be used by other citizens to quickly help their neighbors.

This case study corresponds to a real environment in which the application was developed. The application, called
Contigo||, was developed during the initial stage of the COVID-19 pandemic for the institution SEPAD**(Extremadura
Service for the Promotion of Autonomy and Attention to Dependence) to monitor elderly people during this pandemic.
Contigo is especially aimed at elderly people who live alone, and therefore for whom it is found more difficult to know
what their health status is.

The following sections detail the development and deployment of this case study using the tools that have been
presented above.

4.1.1 API definition

The first step in the process proposed is to design the API for deployment on mobile devices. The following paragraphs
explain the different microservices that make up the API. These microservices will be defined using OAS so that their
skeleton can subsequently be automatically generated by APIGEND.

• Post alert: This microservice can be used to inform about critical situations that may occur near the user’s location.
To do this, the mobile device can for instance display a message informing about the details of the alert.

• Get user: This allows the SEPAD (or the emergency control service) to know whether a user is within a critical area.
If so, it provides the citizen’s id so that this ID can in the future be used to get more personalized data.

• Get user status: This provides information about the health situation of a user that is gathered passively using their
mobile device’s built-in sensors. This service stores, for instance, information about the time that the screen is active,
or whether the user is doing some specific activity through the use of the accelerometer sensor. The stored information
is provided to external entities.

||https://contigo.spilab.es/contigo/
**https://saludextremadura.ses.es/sepad/inicio
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F I G U R E 6 MQTT
configuration file to connect to
the broker

• Post status: This microservice can be used for an active check in which the user must respond. For example, if it has
been detected that a user has low activity, they can be asked about their status, and they can answer. The answer is also
stored in the virtual profile, so that other devices can get the user’s status.

• Get user location: This microservice provides a citizen’s current location. Latitude and longitude are obtained so that
it is possible to identify where the citizen is for possible evacuation if low activity has also been detected.

• Get user health: This microservice provides a brief report of citizens’ health problems. As with the previous microser-
vice, this information is vital for emergency situations, for example, to prioritize the evacuation of some users or to
know which specific medication or other treatments might be required.

These microservices can be used by both the SEPAD (nurses, specialists, etc.) and the citizens themselves (neighbors,
family members, etc.). However, this could be a problem for the users’ privacy. To resolve this problem, we are currently
working on a framework to empower users to also manage the privacy of their data, indicating which, when, and how
other entities can consume it.24

This API, with the endpoints described, was defined using OpenAPI. Its complete specification is available on
GitHub††.

4.1.2 Source code generation and deployment

After defining the API, the second step is the generation of its skeleton by means of APIGEND. In the generation options,
one has to indicate the operating system (in this case, android-server), the URL where the specification is stored, and
the communication protocol that should be used. For this case study, we chose MQTT as the communication protocol in
order to reduce the dependencies with external systems and to include security protocols for communication encryption.
Appendix A describes the scaffolding process in detail.

In the third step, one has to complete the API. This begins with completing the configuration of the communication
layer for which one only has to edit the MQTTConfiguration file inside the Service package, indicating the IP and port of
the broker to which we have to connect to send and receive the messages. Figure 6 shows the MQTTConfiguration file.
Then, the business logic of each endpoint must be developed. As mentioned above, these endpoints are defined in the
Resource package. For example, the Get User Location microservice provides a citizen’s current location. To finish this
microservice, it is necessary to just include the source code that gets the current location of the mobile device directly
through the GPS sensor.

Each API has different endpoints and behaviors, which means differences in their development. Also, each developer
can make changes in the skeleton generated such as adding new classes, dependencies, etc. Nevertheless, the tool that
has been developed allows developers to reuse existing standards, thus improving the software’s quality. Also, the user’s
virtual profile can easily be provided to be consumed by third parties.

Finally, the deployment process is unique for each API, and depends on the process defined by the manufacturer.

††https://github.com/slasom/human-microservices
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LASO et al. 1921

public void getLocation () throws MqttException, UnsupportedEncodingException{
fusedLocationClient.getLastLocation().addOnSuccessListener((Activity) context, new

OnSuccessListener<Location>() {
@Override
public void onSuccess(Location location) {

if (location != null)
myLocation = new LatLng(location.getLatitude(),location.getLongitude());

}
});

//Return Location on reply.
mqtt.publishMessage(MQTTService.getClient(),toJson(myLocation),1,userResponse.getSender());

}

Listing 2: Get User Location microservice code

4.1.3 The Contigo mobile application

In this subsection, we intend to demonstrate the benefits of the system designed with Human Microservices. Contigo has
been deployed with most of the microservices explained above. Two more of them are planned for future releases.

Contigo monitors whether a person used their mobile phone and which physical activities they performed during the
last few hours. Figure 7 shows the mobile application’s interface with which the user can observe the time of the set of
activities detected during the last 24 h.

The health and activity information is stored only on the mobile device, and offered through Human Microservices.
Currently, it can be consumed from a web application developed by SEPAD that aggregates and coordinates all the
information stored in the devices.

This web application obtains the condition of the different users, aggregates that data, and displays the information
on a map. In this way, health services can observe which users have been using mobile devices with a certain degree
of normality and which have behaved in an unusual way. In addition, these microservices can also be consumed by
authorized persons such as neighbors or relatives of an elderly person. Figure 8 shows a screenshot of the result obtained
from a request to the devices that are within the area delimited on the map. Through the sidebar, one can adjust different
parameters such as the radius of the area, the minimum activity, visualization settings, etc. The upper bar allows one to
generate a document with the list of people whose activity has been below the minimum.

4.1.4 Resource consumption analysis

One factor to take into account is the consumption of resources (battery, data traffic, etc.). Resource consumption is
a fundamental pillar for the success of almost any application deployed on battery-powered devices,6 as is the case of

F I G U R E 7 Contigo APP screenshot
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1922 LASO et al.

F I G U R E 8 Contigo website

the devices proposed for the deployment of Human Microservices. Being deployed on a mobile device or on a cloud
environment entails different consumption patterns. Obviously, in the former case, that device has to process and provide
all the information. In the latter case nevertheless, the device has to constantly be sensing and sending all the information.
In this section, we evaluate the resource consumption of the API designed, taking the Contigo app as referent. Specifically,
we shall evaluate and compare the battery consumption and data traffic when the microservice Get User Status is invoked.

Each access to this microservice requires retrieving from the device’s storage the user’s activity during a time frame
indicated as input parameter (e.g., activity time during the last 12 h), the user’s basic data (name, address, etc.) and their
current location. The average size of this data is 1 kB.

We have measured the execution of this microservice on seven Android devices. These devices are two Xiaomi Mi 9,
two Xiaomi Mi 9T, one Huawei Mate 20, one OnePlus 6T, and one Xiaomi Mi Mix 2. In order to determine the consumption
of resources, the battery and data traffic dimensions were measured. Battery consumption measurements were obtained
with Batterystats‡‡which is an Android framework tool that collects device battery data in the background. To analyze
the battery consumption provided by Batterystats, we used another Android tool called Battery Historian§§. In order to
analyze data traffic, we used the tool Profiler¶¶, which allows us to inspect network traffic in Android devices. This tool is
included in the Android Studio IDE##. Figure 9 shows the results obtained from these measurements, including battery
consumption, data traffic consumption, and operating costs generated, comparing the deployment of microservices using
Human Microservices and a cloud environment.

The mean battery consumptions were 10.35𝜇Ah for computing the request and 18.31 μAh for sending it. The data
consumption for sending the information was 2.07 KB (since the communication protocol headers have to be included).
Therefore, the average total consumption for each request was 28.66 μAh and 2.07 KB.

With Human Microservices, this access would occur only when authorized persons (nurses, family members, etc.)
invoke the microservice. Let us assume that on average they are going to check the user’s condition about four times a
day (three invocations by family members and one by the nurse), which would amount to 124 invocations per month.
This makes a total consumption per month of 3553.84 μAh of battery and 256.68 KB of data traffic.

‡‡https://developer.android.com/topic/performance/power/setup-battery-historian
§§https://developer.android.com/topic/performance/power/battery-historian
¶¶https://developer.android.com/studio/profile/network-profiler
##https://developer.android.com/studio

 1097024x, 2021, 9, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/spe.2976 by Spanish C

ochrane N
ational Provision (M

inisterio de Sanidad), W
iley O

nline L
ibrary on [27/10/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



LASO et al. 1923

F I G U R E 9 Human Microservices versus cloud environment resource consumption for the defined case study. (A) Battery
consumption; (B) Data consumption; (C) Operating costs

In contrast, if Human Microservices were deployed in a cloud environment, the data has to be up-to-date to be useful.
Therefore, mobile devices have to be constantly computing and sending the information to the cloud environment at a
stable frequency. If one assumes that the data is updated every half an hour, there will be an average of 48 accesses per day
and 1488 accesses per month. Given the consumption measurements, the total consumption would be 42,646.08 Ah of
battery and 3080.16 KB of data traffic. As can be observed in Figure 9(A), (B), this means that to have up-to-date data with
a cloud environment, a consumption of both battery and data traffic of 12 times more than with Human Microservices
would be required.

Another type of resource consumption is that of resources in the cloud. Human Microservices are deployed on mobile
devices and do not lead to any increase in operating costs. However, if they are deployed in a cloud environment, the
data has to be stored. In accordance with the above measurements, the average transfer size is 1 KB (without headers)
per device. If this system were hosted by a medium sized city with 300,000 inhabitants, it would mean a data volume of
446 MB for each invocation.

Let us suppose that we store the processed data in an Amazon S3||||database. This has a monthly cost of 0.023$/month
per GB for the first layer. In addition, only 1 month of the location history will be saved. If storing the sensed data for all
the users only once requires 446 MB, and in one month the information is obtained and stored 1488 times, this would
be 663.6 GB for a cost of 15.26$/month. However, it is necessary to add the cost of writing to the database. The standard
S3 database has a price of 0.005$/1000 requests. If in one month 1488 invocations are made for an average of 300,000
inhabitants, this results in a sum of 2232$/month whereas Human Microservices would not generate these operating
costs since the microservices are deployed on the users’ mobile devices, as can be seen in Figure 9(C).

Consuming Human Microservices that provide highly personalized and up-to-date information entails the consump-
tion of many resources. As shown in this section, its deployment on the users’ smartphones reduces resource consumption
by up to twelve times and does not generate any operational costs compared to their deployment in a cloud environment.

4.2 Training developers in Human Microservices

The Human Microservices framework has also been evaluated by developers. This validation consisted of a training course
divided into three parts. The first part consisted of a survey inquiring into the problems of current architectural designs
and the existing tools for deploying APIs on end devices. The second part focused on a training course explaining the
concepts of the mobile computing architectures and the use of the Human Microservices framework. And in the third
part we conducted another survey to inquire about the usefulness of the tools presented.

4.2.1 Problems, hypotheses, and questions

Currently, most mobile applications use a client–server architecture in which smartphones consume information
from cloud environments. Other architectural styles such as peer-to-peer or mobile computing have lower application
rates. This may be due to a lack of training in these architectural styles or to the absence of any tools simplifying their

||||https://aws.amazon.com/s3/
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1924 LASO et al.

application. Both situations lead to greater effort on the part of developers to apply them, and to greater costs for the
software company.

These problems led us to the following hypotheses and questions on which we based the survey.

• Hypothesis 1: If more training in these architectural styles were offered, there would be an increase in the application
rate. In order to check this hypothesis, three research questions (RQ1, RQ2, and RQ3) related to training in peer-to-peer
and mobile computing architectural styles were posited:

– RQ1 - In general, the training received in the tools supporting the peer-to-peer style is… (a. greater than
that received for the Client–Server style, b. similar to that received for the Client–Server style, c. smaller than that
received for the Client–Server style). This question allowed us to determine the degree of training received.

– RQ2 - Have you received any training for the development of mobile apps following a peer-to-peer
architectural style? This question was raised to determine the training received in the peer-to-peer architectural
style.

– RQ3 - What do you think it would be necessary for applying this style more frequently? This question
allowed us to determine which factor is the most important one in order to apply a peer-to-peer style.

• Hypothesis 2: If there were a larger set of tools facilitating the development of these architectural styles, this would
mean a decrease in effort and cost, thus increasing the application rate. To check this hypothesis, three research ques-
tions (RQ4, RQ5, and RQ6) related to development knowledge and tools facilitating the development process were
posited:

– RQ4 - How many mobile apps have you developed following a peer-to-peer style?This question attempted to
corroborate the lack of applications applying the peer-to-peer style.

– RQ5 - How many tools do you know facilitating the application of the peer-to-peer style? With this question
we tried to check if there is a lack of tools supporting this architectural style.

– RQ6 - Is it essential for you to have tools that support the peer-to-peer style?This question allowed us to
determine the importance of the existence of tools for applying the peer-to-peer style.

This survey was completed by the developers at the beginning of the training course. Subsequently, we trained them
in the Human Microservices framework. Finally, three additional research questions (RQ7, RQ8, and RQ9) were posited
to check its usefulness:

• RQ7 - Did you understand the concepts explained in the course? This question allowed us to determine whether
the concepts explained in the training were understood.

• RQ8 - The framework presented for developing Human Microservices is… (a. Very simple, b. Simple, c. Nor-
mal, d. Complicated, e. Very Complicated). This question was raised in order to determine the complexity of the
presented framework.

• RQ9 - Have you been able to deploy the case study with Human Microservices? This question attempted to
verify the difficulty of deploying Human Microservices.

For reasons of space and readability, all the questions, possible responses, and results have been assigned to
Appendix B. The following is an analysis with the most important results.

4.2.2 Surveys and results

The training course was given in three universities (University of Malaga, University of Granada, and University of Val-
ladolid) and at the International Conference on Web Engineering to students of different master’s degrees, developers,
and researchers. In total, there were 79 participants. Figure 10 shows the percentages of the profiles of the participants in
the survey.

The results for the questions related to Hypothesis 1 confirm it. The participants found it to be essential to receive
training in an architectural style for its application, advantages, and disadvantages to be better taken into account in the
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LASO et al. 1925

F I G U R E 10 Profiles of training course
participants

decision-making process. Figure 11(A),(B) shows the results of RQ1 and RQ2 where it can be observed that the majority
of participants (around 70.5%) mainly received training in the client–server architectural style, since it is a style much
more adopted in the industry. Nevertheless, in the responses to Question RQ3 (Figure 12(A)), 40.5% attributed this low
application rate to the lack of both training and tools that facilitate development. This is related to what it is posited in
Hypothesis 2.

The results for the questions related to Hypothesis 2 also confirm this hypothesis. For RQ4 (results shown in
Figure 12(B)), almost 80% of the participants had never developed any peer-to-peer application. Moreover, as can be
identified from the results of RQ5 (Figure 13(A)), almost 70% do not know any tool that facilitates the development of
this architectural style. The results of both questions (RQ4 and RQ5) can be related. The lack of tools to facilitate the
development of peer-to-peer applications is one of the reasons why the majority of participants have never developed
an application following this architectural style. This is also validated in the responses obtained from RQ6 (shown in
Figure 13(B)). Almost 80% find it essential to have tools that facilitate the development using this this architectural style.
Therefore, this could be one of the determining factors for its application. While this paper proposed the concept of
Human Microservices as microservices focused on providing information about people from their own devices, tools and
processes are also required, as is reflected in the confirmation of Hypothesis 2. For this reason, we also proposed a suitable
framework as the first step for its application.

Finally, with respect to the inquire into the usefulness of the tools presented for Human Microservices, in general the
results were positive. Figure 14(A) shows the results of RQ7, detailing that the majority of participants (almost 93%) clearly

F I G U R E 11 Results obtained for RQ1 and RQ2 belonging to Hypothesis 1. (A) Results of RQ1; (B) Results of RQ2

F I G U R E 12 Results obtained for RQ3 and
RQ4 belonging to Hypotheses 1 and 2,
respectively. (A) Results of RQ3; (B) Results of
RQ4
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1926 LASO et al.

F I G U R E 13 Results obtained for RQ5 and
RQ6 about the tools supporting the mobile
computing paradigm. . (A) Results of RQ5; (B)
Results of RQ6

F I G U R E 14 Results of RQ7 and RQ8
focused on the training course and the ease of
use of the framework presented. (A) Results of
RQ7; (B) Results of RQ8

F I G U R E 15 Result for RQ9 aimed at checking the applicability of Human Microservices

understood the concepts presented on peer-to-peer and mobile computing architectures, and Human Microservices. This
is also reflected in the results of RQ8 (shown in Figure 14(B)), where more than 50% did not find the tool difficult to
use, and indeed 33% found it simple. A very positive result, since the participants of the survey had never used the tool
before and they managed to use it in only 1 h. Finally, similar results were obtained with the deployment of the case study
developed with Human Microservices (RQ9, shown in Figure 15), 50% were able to deploy it without any kind of problem,
and almost 35% achieved this goal—a fairly positive result given the short time in which the case study was developed
and deployed. This indicates that the deployment of Human Microservices is simple.

5 DISCUSSION

This section discusses the use of Human Microservices as a framework for providing personal and contextual information
about people through APIs deployed on mobile devices.

Firstly, Human Microservices details a process guiding the development and deployment of APIs on mobile devices.
This process comprises mechanisms based on existing technologies already used by developers, which shortens the learn-
ing curve. In contrast, currently, if developers want to provide information directly from mobile devices, they have to create
ad hoc systems without following or applying any standard. Although similar functionalities could be implemented, the
software would be harder to maintain and to integrate with other systems. In addition, the effort, and therefore the cost,
of implementation would be greater.
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LASO et al. 1927

Secondly, Human Microservices enables the use of the SOC paradigm and its technologies to implement and provide
information from mobile devices. In addition to the benefits that it provides for the system’s maintainability and modular-
ity, it also allows the role of mobile devices to be changed, breaking the server dependence of the vast majority of mobile
applications which are nothing more than clients. When the server is migrated to a newer version to add new functional-
ities, the clients also have to be upgraded or they may no longer work. Human Microservices changes the role of mobile
devices, and makes them independent of the server. In addition, they can also be versioned (like any other API for server
environments). Therefore, even if a new version cannot be deployed on a mobile device because of the computing capabil-
ities required, an older version can be deployed in order to provide the basic services. Thus, different information systems
consuming the older services can still work. In this way, the API and the mobile devices are completely detached from
the server. For example, the API presented in this paper was focused on an emergency system, but it can also be used by
other health services or even by smartcities to evaluate the user’s location.

Thirdly, Human Microservices allows a developer to provide personal, very specific, and up-to-date contextual infor-
mation. Some contextual information can be obtained at run-time from the different sensors and then provided to the
consumers. For example, if one wants to get the location of a citizen, the microservice just accesses the GPS sensor and
gets that information. Of course, some of the high level of availability that cloud environments provide may be lost. These
devices may have intermittent connection problems, so that a mixed system could be designed in which some services
can also be provided from edge or fog layers to provide the information when the device is unavailable.

Fourthly, Human Microservices allows developers to provide services of low granularity. Providing such microservices
from a cloud environment would require implementing complex filtering techniques. For example, if one wants to provide
the location of a citizen, search techniques would have to be implemented to identify the citizen as user, access their loca-
tion history and retrieve the last one. Nonetheless, cloud environments also have several advantages when information
from different sources has to be aggregated. For example, if one wants to know the number of citizens in a neighborhood,
one would access the database, locate the users, and do a straightforward count. Instead, with Human Microservices, the
location on each device would have to be checked. Each design has its advantages depending on the particular case and
the type of information (historical and aggregate, or personal and recent) that needs to be consumed.

And fifthly, with regard to resource consumption, in Section 4.1.4 it was seen that the use of Human Microservices
deployed on mobile devices had lower resource consumption (battery and data traffic) than deployment of these microser-
vices on a cloud. In addition, the deployment of Human Microservices on mobile devices can lead to reduced network
use since, as we have shown, considerably less data has to be sent. In an IoT environment, in which users are surrounded
by Internet-connected devices, these devices can directly access the user’s personal information. In addition to reduc-
ing network saturation, this improves response times, with faster adaptation of the devices and therefore a better user
experience.

Edge and fog architectures and similar are being enhanced for the deployment of microservices close to the user so as
to improve the quality of service (such as response time and latency). However, the personal information continues to be
relegated to external nodes. The user therefore loses control over that data. With the present proposal, personal informa-
tion is computed and provided from where it is generated. Human Microservices and the tools presented allow developers
to change the role of companion and personal devices in order for them to store, compute, and provide information which
is personal, thus improving the integration of users into the Internet, as demonstrated by the Contigo application.

6 RELATED WORK

There exist few commercial tools that support other architectural styles, such as mobile-based styles or edge-based styles.
AWS Greengrass30 and Azure IoT Edge31 allow developers to deploy an application in an edge environment. These have
meant a major increase in quality in this area, providing processes and mechanisms that facilitate the development of this
type of architecture for developers. However, they are always subjugate to the cloud environment, with a client–server
schema which generates extra latency with the cloud. While their focus is on deploying APIs at the edge of the network,
not on end devices, their proximity with the latter means that they could be complemented to provide some routing mech-
anisms that would give a higher quality of service. At the research level however, there is growing interest in proposals
that encourage the use of these architectural styles to facilitate the development of novel applications.

In this sense, in Reference 32, the authors provide a systematic literature review on the game theory computation
offloading approaches for the mobile edge computing environments in the form of a classical taxonomy to recognize
the state-of-the-art mechanisms on this topic. In Reference 33, the authors propose an extension of the Business Process
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1928 LASO et al.

Model Notation for modeling IoT-aware applications and systems, and an architecture for an IoT-aware business process
deployment into hybrid fog/cloud. In Reference 34, the authors utilized learning automata as a decision-maker to offload
the incoming dynamic workloads into the edge. Also, they propose an edge server provisioning approach using a long
short-term memory model to estimate the future workload and reinforcement learning technique to make an appropri-
ate scaling decision. Similarly, in Reference 35, the authors introduce a framework for the deployment of applications
across multiple domains of cloud-fog providers while guaranteeing resources locality constraints. These works focused on
defining different techniques for deploying/offloading services in computing devices closer to users (fog and edge envi-
ronments). The presented proposal further delves in the deployment of services closer to the user by defining techniques
and tools that help developers to define and deploy them on the users’ personal devices.

As we have shown, the OpenAPI specification is very useful for defining applications, including the generation of new
styles by creating new or extending their existing code generators. In Reference 36, the authors propose WoTDL2API as
a tool to generate a RESTful API with a Web interface from an OAS specification. The API generated aims to generate
and deploy a web-based RESTful interface obtained from the WoTDL descriptions to provide interoperability between
different IoT devices that interact with different communication protocols (Zigbee, Bluetooth, RFID,… ). The source code
generated can be deployed in peripheral devices such as gateways, routers, etc. It cannot, however, be deployed on end
devices such as smartphones, which does not allow it to use their capabilities to store and provide personal and contextual
information.

In Reference 19, the authors presented a modular and scalable architecture based on lightweight virtualization tech-
niques. Modularity, combined with the orchestration capabilities of Docker, simplifies administration and allows for
distributed deployments, creating a highly dynamic system. Moreover, features such as fault tolerance and system avail-
ability are achieved by distributing the application logic across different layers. In (34), virtualization of IoT devices is
proposed for improving the response time of smartcity applications. The proposal applies a shared use of microservices
and a dynamic scaling of resources to improve the use of computer resources and the quality of the application. While
these two proposals distribute the computing load between different layers, they store the data in a cloud environment, so
they do not allow the provision of data from the outer layers. Furthermore, they do not provide tools to facilitate develop-
ers the application of the proposed frameworks, which has a major impact on their application as the validation section
has shown. In contrast, Human Microservices allow information to be exposed directy from end devices, such as mobile
devices, using conventional tools in order to shorten the learning curve and ease its application.

In Reference 18, the authors present the pillars on which to build fog health care applications, together with the eval-
uation of a working prototype called Spark IoT Platform that collects ECGs from an end medical device, and uses the
patient’s smartphone as a fog gateway for securely sharing those ECGs with other authorized entities. The information
stored on mobile devices can be consumed through a health platform deployed in a cloud environment. This prototype
allows patients to share information out to their physicians, monitor their health status independently, and notify the
authorities in real-time in emergency situations. The smartphone communicates with medical devices through an API
defined via secure Bluetooth wireless connection. The mobile application stores all the data, and is also capable of analyz-
ing it using various algorithms available for the Android operating system. The cloud platform is responsible for providing
access to authorized users to monitor patient data. However, it does not detail how medical information is shared from
the smartphone to external users—a key process that we have covered in this paper with Human Microservices.

In Reference 37, the authors present PACO (Programming Abstraction for Contextual On-loading), an architecture
enabling the storage of spatial-temporal data of the users in their mobile phones. Specially, they focus on location and
time, although they provide flexibility to store additional contextual data. The user retains individual, direct, and physical
control of the stored spatial-temporal information; no third party service “owns” or “controls” this highly personal infor-
mation. To access the stored data, PACO provides an API that allows user applications on the device to freely consult the
stored spatiotemporal data, retrieving any view of the raw data that is desired. In order to get access to the stored data,
developers have to implement spatial-temporal queries that are provided to the PACO’s API, which hinders its reusabil-
ity and the use of a standard language to consume the exposed information. Human Microservices is based on OpenAPI
specifications to clearly expose the services provided and how to consume them. Nevertheless, both approaches could be
perfectly be integrated to, first, improve how personal data is stored and, second, how it is exposed to and consumed by
external entities.

Tim Berners-Lee, inventor of the World Wide Web, has developed a project, called Social Linked Data,38 in which
he proposes conventions and tools to build decentralized social applications where users can store their personal data
and control the access to them. This proposal defines how information can be stored and computed in mobile or web
applications but does not specify how this information can be provided and consumed by external entities. It is the
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LASO et al. 1929

decision and work of developers to carry out this task. In contrast, Human Microservices defines a process for design-
ing and implementing the exposed information and, secondly this process is based on standards. Again, both proposals
could be integrated in order to better address users’ privacy issues, and to improve how the exposed information can be
consumed.

In39 the authors propose a novel service model called nanoEdge, in which end nodes with adequate capabilities
(e.g. smart TVs, cars, smartphones, etc.) collaborate to provide the services needed for data and network management,
processing, storage, and security functions, without heavily relying on centralised servers. The proposal also presents a
proof-of-concept (PoC) implementation to demonstrate that the model is real-world achievable, and that performance
and resource efficiency are feasible. Their vision is to make it part of IoT scenarios in which users interact with local
and global digital services mainly through intelligent environments. However, the proof of concept shown is an example
developed specifically for the use case presented in the paper, and the different technologies used are explained, but no
tool is provided to facilitate the application of the proposed model to other scopes. In our proposal, the detailed framework
is specially oriented to allow users to expose the information gathered by their mobile phones in order to be easily con-
sumed by IoT devices. The APIs exposed with Human Microservices can be integrated in order to improve the behavior
or IoT devices depending on the users’ context.

Finally, in Reference 40, the authors propose a scalable IoT architecture that exploits transparent computing. The
aim is to provide scalable services on lightweight IoT devices to build scalable IoT platforms by distributing comput-
ing and storage among different layers according to demand. This provides improved response times, and support for
context-aware services, inter alia. The authors present a case study in which TCwatch wearables are end devices, a smart-
phone acts as the edge server, and a high performance PC is the cloud server. TCwatch devices can select an application
from the Applist on demand, and send the sensed data (and the application data) to the smartphone for edge storage
and processing. Nonetheless, this case study is very specific for the devices that are used. Neither are details provided
on what kind of application can be deployed, nor are any tools provided with which to easily apply this approach to
other use cases.

7 CONCLUSIONS

During the last few years, the deployment of mobile devices and IoT has grown considerably, generating a large market of
mobile and IoT applications which require information which is more specific and personalized in order to automatically
change their behavior depending on the context and the requirements of each user. These application are usually based on
a client–server architecture in which all the information gathered is sent, stored, and computed in cloud environments.
Currently, different architectures are being proposed to bring these storage and processing tasks closer to the users in
order to improve the quality of service and to exploit the location-awareness and the locality of the data so as to also
integrate the human into the IoT loop.

Currently, this integration requires developers to use ad hoc techniques, and firms to invest a vast amount of resources,
in order to implement these techniques. Developers and firms need known paradigms, tools, and standards to be adapted
in order to facilitate the distribution of computation among layers closer to the end-users. In addition, these techniques
should empower users to manage their own data and its privacy.

In this paper, we have proposed Human Microservices as a framework to turn humans into data providers, offering
personal and contextual information from their personal devices. This framework is based on the SOC paradigm and on
existing tools and standards for the development of APIs for cloud environments, thus shortening the learning curve and
reducing development costs.

As future work, we are working on further improving the quality of service, and the fault tolerance for system avail-
ability. Currently, end devices present and consume information through a single communication node. If, however, that
node is located far from the point where the data is presented or consumed, the quality of service may be affected. There-
fore, we are working on a distribution of communication nodes in different layers (edge, mist, etc.) where the devices can
be connected to several nodes and some routing mechanisms can be implemented to achieve a higher quality of service.
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APPENDIX A. GENERATE API SOURCE CODE

APIGEND is an application that can be accessed using microservices or a Web platform***. In this Appendix, we shall
explain the Web platform. When a developer accesses the Web interface, they will see an interface similar to the one
shown in Figure A1. At the top, there are a series of suggestions for the correct generation of the source code. Just below,
there are three sections (Gen-Api-Controller, Clients, and Servers).

For the generation of APIs or the server side of applications, developers have to access the section “Servers”. In this
section, the endpoint called ’Generates a server library’ (Figure A2) allows them to automatically generate the skeleton of
an OAS-designed API.

To generate the API for Android devices, one must select the Try it Out option. This will allow the parame-
ters to generate the API to be edited. Specifically, one has to select from the framework drop-down list the language
or the operating system for which the API is to be generated. In this case, the android-server option has to be
selected.

In the parameter section, one has to indicate the configuration of the API to be generated in a JSON format. This
configuration contains different options such as the URL of the specification (openAPIUrl), security parameters, other
options such as the library used for communication, etc. To use MQTT, developers have to indicate the library with
value mqtt, as shown in Figure A3. Otherwise, to use FCM, the developer just has to write firebase, as shown in
Figure A4.

To generate the API, one just has to click on the Execute button. If there is no error in the specification, a JSON
is obtained as a result. Inside the JSON, there is a link to download the application, as shown in Figure A5. By
copying and pasting the link into the browser’s navigation bar, a .zip file with the API generated is automatically
downloaded.

This guide has shown how to generate the source code of an API for Android devices, although developers must finish
the implementation. Nevertheless, with this tool, developers are saved time and effort as it is a simple process, instead of
their having to implement an API from scratch.

***openapi-generator-spilab.herokuapp.com
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F I G U R E A1 APIGEND -
Web interface

F I G U R E A2 APIGEND -
endpoint for generating APIs

F I G U R E A3 Parameters to
generate an application using MQTT

F I G U R E A4 Parameters to
generate a mobile application using
Firebase Cloud Messaging middleware

 1097024x, 2021, 9, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/spe.2976 by Spanish C

ochrane N
ational Provision (M

inisterio de Sanidad), W
iley O

nline L
ibrary on [27/10/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



LASO et al. 1933

F I G U R E A5 Result obtained from
APIGEND generating the skeleton

APPENDIX B. SURVEYS

In this section, the survey and the results obtained with it are presented in detail to confirm the posited hypotheses and
the usefulness of the framework that has been presented.

Questions
With regard to the first hypothesis “If more training in these architectural styles were offered, there would be an increase in
the application rate”, we posed the following research questions:

• RQ1 - In general, the training received in the tools supporting the peer-to-peer style is… This question allowed
us to determine the degree of training received concerning the typical client-server architectural style. As answers,
three options were proposed.
– greater than that received for the Client–Server style.
– similar to that received for the Client–Server style.
– less than that received for the Client–Server style.

• RQ2 - Have you received any training for the development of mobile apps following a peer-to-peer archi-
tectural style? This question allowed us to determine the previous training received in the peer-to-peer architectural
style. As answers, four options were proposed.
– No.
– Yes, at university.
– Yes, through courses.
– Yes, self-training.

• RQ3 - What do you think it would be necessary for applying this style more frequently?This question allowed
us to determine which factor is the most important in order to apply a peer-to-peer style. As answers, three options
were proposed.
– More training.
– More tools.
– Both.

Concerning the second hypothesis “If there were a larger set of tools facilitating the development of these architectural
styles, this would mean a decrease in effort and cost, thus increasing the application rate”, we asked the following research
questions:

• RQ4 - How many mobile apps have you developed following a peer-to-peer style?This question attempts to
corroborate the lack of applications applying the peer-to-peer style. As answers, four options were proposed.
– 0.
– 1–3.
– 4–7.
– 7 or more.

• RQ5 - How many tools do you know facilitating the application of the peer-to-peer style?With this question
we tried to check if there is a lack of tools supporting this architectural style. As answers, four options were proposed.
– 0.
– 1–3.
– 4–7.
– 7 or more.

• RQ6 - Is it essential for you to have tools that support the peer-to-peer style? This question allowed us to
determine if the use of these tools is essential. As answers, two options were proposed.
– Yes.
– No.
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During the second part of the training course, a case study with Human Microservices was developed and deployed
with APIGEND in 1 h. With this question, we tried to corroborate the difficulty and usability of the tool. Finally, the
questions asked to check the usefulness of the framework presented were the following:

• RQ7 - Did you understand the concepts explained in the course? This question allowed us to determine if the
concepts explained about peer-to-peer, mobile computing architectures, and Human Microservices were understood.
As answers, two options were proposed.
– Yes.
– No.

• RQ8 - The framework presented for developing Human Microservices is… As answers, five options were
proposed.
– Very simple.
– Simple.
– Normal.
– Complicated.
– Very complicated.

• RQ9 - Have you been able to deploy the case study with Human Microservices? This question attempts to check
the deployment process of Human Microservices. As answers, three options were proposed.
– Yes.
– No.
– Almost.

Results
In the following, the results of RQ1, RQ2, and RQ3, belonging to Hypothesis 1, are detailed and analyzed.

• RQ1 - In general, the training received in the tools supporting the peer-to-peer style is… Figure 11(A) shows
the results obtained for RQ1. One can observe that a vast majority of participants (70.5%) have received less training in
a peer-to-peer architectural style than in a client-server style.

• RQ2 - Have you received any training in the development of mobile apps following the peer-to-peer style?
Figure 11(B) shows the results obtained for this question. In this question, one can detect the cause of the previous
question’s results. A great majority of participants (80.3%) have received less training in peer-to-peer architectures
because they have simply have not been trained in them at all.

• RQ3 - What do you think is required to apply this style more frequently? Figure 12(A) shows the results obtained
for RQ3. One can observe that 51.4% thought that receiving more training is very important to apply architectural styles
such as peer-to-peer, although 40.5% thought that both training and tools are important to apply these styles.

The following are the results obtained for RQ4, RQ5, and RQ6, belonging to Hypothesis 2.

• RQ4 - How many mobile apps have you developed following a peer-to-peer architectural style? Figure 12(B)
shows the results obtained. One can observe that 78.7% of the participants never developed a mobile application
following this architectural style.

• RQ5 - How many tools do you know facilitating the application of the peer-to-peer style? Figure 13(A) shows
the results obtained for this question. The vast majority of participants (68.9%) did not know any tool that facilitates the
development or application of this style. These results could be related to those of RQ4 as most had never developed a
peer-to-peer application, so one of the causes may be the lack of tools facilitating the development of such applications.

• RQ6 - Is it essential for you to have tools that support the peer-to-peer style? Following the previous answers,
due to the lack of tools, the participants, by a large majority (78.4%), thought that it is essential to have tools facilitating
the development of peer-to-peer or mobile computing applications (Figure 13(B)).

The following are the results for the questions focused on evaluating the usefulness of the Human Microservices
framework.
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• RQ7 - Did you understand the concepts explained in the course? Figure 14(A) shows the results obtained for
this question. One can observe that almost all the participants (92.9%) understood the concepts presented on the
peer-to-peer and mobile computing architectures and Human Microservices, which leads us to say that the processes
and tools presented were easy for developers to understand.

• RQ8 - The framework presented for developing Human Microservices is… Figure 14(B) shows the results
obtained. One can observe that 52.4% thought that the tool is normal in difficulty, while 33% considered it simpler.
Their sum shows that the great majority of the participants were able to use the tool presented to deploy Human
Microservices. This is a very positive result since they had never used it before, and they managed to learn it in only 1 h.

• RQ9 - Were you able to deploy the case study with Human Microservices? 50% of the participants were able to
deploy the case study using the Human Microservices framework, while 35.7% almost did so (Figure 15). Therefore, as
in the previous question, the results are very positive, and indicate that the process for deploying Human Microservices
is very easy to apply.

According to the results obtained from the questions related to Hypotheses 1 and 2, we can state that it is of vital impor-
tance to provide both training and tools to increase and facilitate the application of mobile computing and peer-to-peer
architectural styles. In this survey, we evaluated the usefulness of the Human Microservices framework, concluding that
it is easy to apply and is accepted by developers.
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a b s t r a c t

The increasing capabilities of mobile devices have led to the emergence of new
paradigms exploiting them. These paradigms foster the onload and distribution of
functionalities on mobile devices, allowing the development of distributed mobile
applications. This distribution reduces the latency and the data traffic overhead and
improves privacy. As in any other mobile application, their success largely depends on
the quality of service (QoS) they offer. Nevertheless, the evaluation of distributed mobile
applications is particularly complex due to the number, heterogeneity, and interactions
between the devices involved. Current techniques allow developers to assess the quality
of a single device, but they are not designed for highly heterogeneous, distributed, and
collaborative environments. This paper presents a framework called Perses, which allows
the creation of virtual scenarios with multiple heterogeneous mobile devices to launch
end-to-end tests to evaluate not only each device but also the interactions among them.
The framework was evaluated against a real deployment, showing that the behavior and
the quality attributes measured are similar to those of the real deployment, allowing
developers to evaluate these applications before launching them. Finally, Perses was
integrated into a DevOps methodology to automate its execution and further facilitate
its adoption by software companies.
© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

We have witnessed a massive deployment of mobile applications since the arrival of the Apple App Store and Google
Play [1]. This has generated a proliferation of companies dedicated to the development of mobile applications, leading to
a great economic impact [2]. The success or failure of mobile applications largely depends on the quality of experience
(QoE) [3] they offer, i.e., the satisfaction of a user with the provided functionality. The QoE is usually considered a broad
term evaluating both the quality of service (QoS) [4] – quantitative measures of the performance of a service – and the
user experience (UX) — efficiency of the interaction between the end-user and the service. Many of the companies behind
mobile applications are startups so that the success of an application is an omen of the future of the company.

To ensure their success, mobile applications usually follow a pure client–server architecture. All computing demanding
components (back end) are offloaded to cloud environments. Only the user interface and some basic components (front
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end) are deployed on mobile devices. This architectural style allows developers to reduce the resource consumption on
these devices; thus, allowing their deployment on almost any device with a minimum set of characteristics — limiting
the problems caused by the great heterogeneity of devices in this market.

To evaluate the required quality, developers can assess each side (back end and front end) independently, but also
end-to-end (E2E) testing are also performed. E2E tests assess the correct integration of the two sides and the correct
functioning of the main functionalities, replicating the behavior of the users [5].

Nevertheless, in recent years, mobile devices have considerably increased their computing and storage capabilities [6],
enabling the development of more computing-demanding applications in order to meet more stringent QoS requirements.
New paradigms and architectural designs have emerged for developing them with distributed computing (in the following
distributed mobile applications), such as Human Microservices [7], the Internet of People [8] or mist computing [9]. In
addition, these paradigms allows one to address some challenges such as privacy awareness [10] and distribute the
learning and intelligence among several nodes [11]. In these new paradigms, a functionality, or parts of it, may be
distributed among different devices (mobile devices, IoT devices, fog or edge nodes, etc.). To consume this distributed
functionality, usually some of the involved devices should interact to get all the required data and complete its workflow.

Therefore, these paradigms allow developers to relegate more functionality and on-load some computationally
demanding components on mobile devices to further improve the QoS by reducing the latency caused by the network
communication and data traffic overhead, increasing the control of the user over their data, and improving their privacy.

However, the QoS of distributed mobile applications is complex to evaluate. End-to-end evaluation in such architec-
tures is not as trivial as in more traditional architectures. In a client–server architecture, it is only necessary to have the
back end available and execute the end-to-end tests from a device. With these new paradigms, it is necessary to deploy
a considerable set of heterogeneous devices close to real scenarios to properly evaluate the QoS — the latency and the
execution time can vary greatly depending on the devices involved. This is especially relevant in today’s ecosystem of
mobile devices, due to the market fragmentation. This makes it even more necessary to know the expected quality in
advance.

The application that does not meet the expected QoS is more likely to be rejected by users, with the financial and
image impact that this may cause to a company. Currently, some commercial tools allow the evaluation of applications on
different devices. AWS Device Farm [12] or Azure App Center Test [13] are platforms that provide a farm of real mobile
devices. However, they do not allow the deployment of several mobile devices and the launch of E2E tests triggering
different interactions among them, which is required to properly evaluate these distributed applications. Therefore, new
techniques and tools are needed to evaluate the QoS of distributed mobile applications with E2E testing, enabling large-
scale simultaneous evaluation of several highly interacting mobile devices and considering the heterogeneity of today’s
ecosystem.

In this paper, we present a framework called Perses. This framework allows the creation of virtual scenarios for the
large-scale simultaneous deployment of virtualized mobile devices. Developers can simulate the deployment of distributed
mobile applications in these heterogeneous scenarios. To evaluate the QoS correctly, the framework launches E2E tests that
allow the whole system to be tested. In addition, this tool can be fully integrated into a software development process such
as DevOps, automating the entire process of creating, deploying, and launching E2E tests, which reduces the effort invested
by software companies to validate the QoS of their applications before deploying them into the production environment.

The main contributions of this works are as follows:

1. Perses allows to evaluate the QoS of distributed mobile applications through E2E tests in heterogeneous virtual
scenarios with large-scale mobile devices.

2. Integration into common software development practices. Different methods have been developed to ease the
integration of Perses into a DevOps methodology and in the Continuous Integration practices. This reduces the effort
invested by software companies to validate the QoS of their applications before deploying them in the production
environment.

3. The presented framework has been evaluated with a real application, comparing the real vs the virtual scenarios.
In addition, different scalability tests have been performed, identifying that Perses is highly scalable and that the
performance is maintained when the number of simulated devices increases.

The rest of the paper is structured as follows. Section 2 describes the motivations for this work. Section 3 explains
the Perses framework. Section 4 validates the framework through a case study. Section 5 presents several related works.
Finally, Section 6 details the conclusions.

2. Motivation

The growth of the mobile applications market has generated a multitude and variety of applications. Among the
different companies that develop applications, there is a fierce fight for their applications to be the most downloaded and
used to obtain greater benefits through different forms of revenue. There are different dimensions, such as advertising,
originality, and virality for an application to be more or less successful. This success also lies in end-user satisfaction by
offering a good QoE [14].
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Fig. 1. COVID-Heatmaps app.

To achieve this QoE, it is necessary to apply software development methodologies and tools that allow developers to
evaluate the system and to obtain rapid feedback. The QoE not only depends on the usability and accessibility that the
interface consumes by end users but also depends on the QoS offered by the whole application and the infrastructure
supporting it, especially in the case of distributed mobile applications in which computing is not primarily performed in
a single location (cloud environment in traditional architectures) but is performed on a set of distributed devices.

During the last few years, we have witnessed applications (or specific releases) that either failed or had poor acceptance
by users due to the QoS provided. For instance, Pokemon Go, a fairly successful mobile augmented reality game, may
have failed in its early days. After an avalanche of downloads of the game in its presentation due to people’s interest, the
servers where the game’s functionalities were hosted were saturated, causing the vast majority of users to be unable to
play [15]. Another example is Auctionata — Online, which proposed live-streamed auctions of fine art and collectibles by
broadcasting bids via mobile devices. The early attempts at broadcasting events failed to meet the expected QoS, limited
by slow broadband speeds and delivery concerns [16]. In the latter case, the company was a start-up and had to close
down.

These problems can be avoided by evaluating the QoS of the whole system before deployment. In client–server
architectures, QoS is usually evaluated at the back-end, for example, by performing load tests simulating the connection
of multiple clients with tools such as Apache JMeter1 or Postman,2 as this is where most of the computation and
storage is located. Nevertheless, in distributed mobile applications, the computation and storage tasks are performed on
different devices (smartphones, IoT devices, edge or cloud nodes, or any other device managing the system). Therefore,
QoS evaluation must be performed jointly, involving all the different (or, at least, a good representation) devices that
collaborate in the real deployment. This will allow developers to obtain results that can more accurately predict the
expected behavior in a real production environment.

As a running example, let us present a distributed mobile application to detect close contacts of positive COVID-19
users, called COVID-Heatmaps. This application is composed, on the one hand, of a mobile application that stores the
location of users on their devices and processes and generates heatmaps that are used to detect close contacts. On the
other hand, a cloud node compares the heatmap generated by users with that of a COVID-19-positive user to detect
whether they are close contacts. Fig. 1 shows an overview of how this application works. First (step 1), when a COVID-
19-positive user is registered, the mobile application processes its heatmap with the stored traces and sends them to the
cloud node. Second, the cloud node delimits the user’s movement areas according to the heatmap and sends them to the
other mobile devices (step 2). These devices check with their location history to determine whether they have been in
the received areas. The devices that have been in these areas process and send their heatmap to the cloud node (step 3).
The cloud node compares the heatmaps of the users with one of the COVID-19 positive, and the users who are considered
close contacts are notified (step 4).

A potential solution for evaluating the QoS in these distributed applications is to use a real device farm that allows
deploying the application on a large set of devices, and then, together with the cloud node, launch end-to-end tests,
simulating the behavior of any user and the QoS obtained.

Several platforms offer physical mobile device farms. Among them are the AWS Device Farm and Azure App Center
Test, which allow us to create highly customized test runs, indicating different types of devices, OS versions, etc. One of
the disadvantages of these platforms is the number of devices that can be run simultaneously; they offer a very limited
number and at a rather high cost. In addition, these platforms focus on launching UX tests, such as unit and adaptivity
tests of graphical elements, navigation through different screens, compatibility with different OS versions, etc. (Appium,3.
Espresso,4 etc.).

1 https://jmeter.apache.org.
2 https://www.postman.com.
3 http://appium.io.
4 https://developer.android.com/training/testing/espresso.
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Furthermore, in distributed mobile applications, all the distributed components (mobile devices and cloud nodes in
this case) must be fully available to execute E2E tests analyzing the QoS. For instance, to search for the close contacts of
a COVID-19-positive user in our running example, the positive user identifies his or her movement areas in the previous
few days to the cloud, the cloud sends these areas to the other users, these users validate whether they have been in these
areas, and sends these evaluations to the cloud — which checks whether they are close contacts. This E2E test involves the
evaluation of several components on different devices. Traditional testing platforms are not intended for testing scenarios
with multiple interacting devices. They are mainly focused on running isolated tests on each device.

Therefore, new techniques are needed to evaluate the QoS of distributed mobile applications simulating a near-reality
scenario. This will allow developers to launch E2E tests and measure the obtained QoS. These techniques will also be able
to be integrated into a software development process, such as DevOps, so that they can be widely adopted by enterprises,
saving the effort and cost required to perform these tests.

3. Perses: QoS evaluation in distributed applications

The estimation of QoS attributes in distributed architectures is particularly complex, and frameworks/tools are needed
to help developers measure them to increase the success likelihood. Perses is a framework that allows developers to easily
deploy a virtual scenario with multiple heterogeneous virtual mobile devices to evaluate the QoS of a distributed mobile
application. These applications are characterized by distributed computing, in which some or all of the main computation
that significantly affects QoS is performed on the end devices (executing activities such as data processing, running an AI
model, etc.). In addition, these applications seek to enhance user privacy by storing data on end devices locally. Given an
initial file with the configuration of the virtual scenario (infrastructure, network, devices, tests, etc.), Perses deploys it in
a cloud instance.

Perses is fully scalable, allowing the evaluation of virtual scenarios formed by a large number of virtualized hetero-
geneous devices. The heterogeneity of virtual mobile devices is characterized by the possibility of deploying them with
different hardware, operating system and configurations, being able to simulate close-to-real scenarios where there is a
multitude of devices with different hardware and software characteristics.

Once deployed, Perses launches the tests, collects the logs from the devices, and analyzes the results. To support the
evaluation of different dimensions of the QoE, Perses allows the execution of QoS tests and UX tests. First, it allows
the configuration and definition of E2E tests evaluating different devices and the interactions among them, which are
essential for evaluating QoS in distributed mobile applications. The UX tests are focused on evaluating the user interface
with Espresso. Thus, Perses covers the most important dimensions evaluated by developers.

Finally, to save the time required for the manual execution of Perses, it is fully integrated into the DevOps methodology,
automating the different steps during the evaluation process, and allowing software companies to easily integrate Perses
into their continuous integration pipeline.

During the following subsections, first, the architecture of Perses is presented, detailing the characteristics of its
modules; second, the configuration file is showed, where the characteristics of the virtual scenario, tests, etc. are defined,
and finally, the integration of Perses in the DevOps methodology and its execution flow are described.

3.1. Architecture

Fig. 2 shows the architecture of Perses, formed by different modules focused on specific functionalities that complement
each other. The most important modules are described below.

Setup: Perses requires a set of credentials and a configuration file as input. This file contains the characteristics of the
virtual scenario to be deployed, the tests to be launched and the desired QoS attributes to be evaluated during the test
execution. This module checks both the credentials to connect to the cloud infrastructure provider and the configuration
file with the different parameters defined in the virtual scenario.

Deployment: The deployment module creates and deploys the entire virtual scenario taking the configuration file
as input. To create and deploy the scenario, an abstraction layer is defined that encapsulates Terraform [17] — a
framework with a high-level language that is used to define the deployment infrastructure of an application for cloud
providers. Terraform has been extended so that in addition to deploying the cloud infrastructure, it also orchestrates the
virtual scenario by installing the necessary resources, creating virtual mobile devices, and deploying distributed mobile
applications on those devices. To host and deploy the virtual scenario, Amazon Web Services (AWS) is used as the cloud
infrastructure provider. For the creation and deployment of virtual mobile devices, Docker5 is used, where mobile devices
are deployed in containers [18]. The management of these devices and the installation and deployment of the distributed
application is performed through an Android Debug Bridge (ADB).6

Due to the network infrastructure provided by AWS, data is transmitted directly over the wired network. This is a
significant difference to real mobile-cloud communication via WIFI or LTE. Kathara [19], a framework that enables network

5 https://www.docker.com.
6 https://developer.android.com/studio/command-line/adb.
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Fig. 2. General diagram of Perses.

emulation in Docker containers, has therefore been integrated. This allows us to emulate the network infrastructure of
the virtual devices with the cloud environment to replicate real mobile-cloud communications.

Tests Execution: this module executes the tests defined in the configuration file. Perses allows two different types of
tests to be run. E2E tests, these tests evaluate the QoS attributes of the application by executing the core functionalities that
trigger the interactions among different devices. For this, Perses integrates APIPecker [20] — a simple API performance
tester where different attributes (concurrent users, iterations and delay) can be defined to customize the tests, stress
the devices, and obtain more information about the QoS. In addition, user interface tests, Perses allows developers to run
Espresso tests to evaluate the UX and specific traditional functionalities.

Logs Manager: after launching the tests, this module collects the results obtained by aggregating the system logs of
each of the virtual devices. After this, it analyzes the results and determines whether the desired QoS defined in the
configuration file is achieved.

CI Manager: this module integrates with DevOps. This module autonomously manages the execution of the different
Perses actions and modules. This makes it possible to automate the entire process of creating and deploying virtual
scenarios and all the management related to the launch and analysis of tests. This automation is carried out through
a workflow defined with GitHub Actions [21].

3.2. Defining virtual scenarios

Perses needs a configuration file (.yaml extension)7 where the characteristics of the virtual scenario, the tests, and the
desired QoS are defined. Fig. 3 shows a conceptual model with all the parameters in the configuration file. The explanation
of each of the parameters and the user guide is detailed on Github.8

3.3. Integrating Perses in a DevOps methodology

One of the features of Perses is the full integration into the DevOps methodology. For this purpose, it is currently
integrated with GitHub Actions, which makes it easy to automate software workflows applying CI/CD. To perform this
integration, it is necessary to define a file with the different steps that the workflow must follow. This workflow has been
developed to run any application, i.e., it is not necessary to define a workflow file for each application. Listing 1 shows
an extract of the workflow, and the complete file is available on GitHub.9

Due to the integration of Perses in the DevOps methodology, the effort required by applying the defined framework
is reduced. In addition, by automating the entire execution flow, the effort for developers is minimal, and repeatability is
encouraged.

7 https://github.com/slasom/COVID-Heatmaps/.
8 https://github.com/perses-org/perses.
9 https://github.com/perses-org/gha/blob/master/workflow/perses-workflow.yml.
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Fig. 3. Conceptual Model. Configuration File.

1 - name: "Build Android project"
2 uses: vgaidarji/android-github-actions-build@v1.0.1
3 with:
4 args: "./gradlew assembleDebug assembleAndroidTest"...
5 - name: "Perses Setup"
6 run: |
7 cd.perses_runner
8 node index -a setup -g../.perses-full.yml -c../.perses-credentials.yml
9 ...

Listing 1: Perses Workflow

4. Experimental evaluation

Perses is a framework that allows the deployment of virtual scenarios to assess the QoS of distributed computing
applications. However, although it can configure scenarios with heterogeneous devices, these devices are not real; they
have virtualized images with limitations to consume a similar amount of resources as real devices. In this section, we
present the evaluation of a case study in a real scenario with physical devices and with Perses to study the feasibility of
the proposal and the accuracy of the results obtained.

In this section, first, the characteristics of both scenarios are presented (devices used, characteristics of the cloud
node, characteristics of the Perses’s virtual scenario, etc.). Second, the tests to be launched and the QoS parameters to
be measured are explained. Finally, the results obtained, the comparison of both scenarios in terms of executing time,
transfer time, etc., and their operational cost are analyzed and discussed.

The case study focuses on the evaluation of the viability of the proposal. For this purpose, the distributed computing
application mentioned in Section 2 will be used in which several QoS parameters will be evaluated.

4.1. Experiment set-up

The experiment was carried out with seven physical mobile devices for the real scenario and seven virtual mobile
devices for the virtual scenario. To make the test fair, each of the seven devices in each scenario was loaded with a
specific set of locations so that the same volume of data was processed and transferred in both scenarios in the different
tests.

The real scenario is composed of three Xiaomi Mi 9, two Mi 9T, OnePlus 6T, and Huawei Mate 20, which have similar
hardware characteristics. All have 6 GB of RAM, and the processors are very similar (Qualcomm 855, 845, and 730 and
Kirin 980). All of them have Android 9 as their OS.

The virtual scenario has been defined in the configuration file with all the features required to use Perses. More
information about the configuration file can be found in the link.10 To host and deploy the virtual scenario, we use a
C5.metal EC2 instance of AWS. The set of virtual devices consists of seven devices, as in the real scenario. The hardware

10 https://github.com/slasom/Covid-Heatmaps/.
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is limited to similar characteristics to those of real devices. Otherwise, as they are located in a fairly powerful instance,
they clearly outperform physical devices. Each of them is composed of three CPUs, 6 GB of RAM, and Android 9 as the OS.

The cloud node is the same for both scenarios. It has been deployed on a T2.large EC2 of AWS. For communication and
data transfer with mobile devices, the MQTT [22] communication protocol was used.

4.1.1. Scenario evaluation set-up
To evaluate the QoS parameters, a set of tests with different configurations is launched based on the main functionality

of the application, i.e., to search for close contacts after a COVID-19-positive user registration.
The different configurations in the tests are linked to the definition of different ‘positive users’ with the set of synthetic

locations that has been created to obtain more varied results. When a positive user is registered, one, three, five and
seven devices real/virtual respond to the request with a heatmap of 100, 1,000, 5,000 and 10,000 location points. These
increments are defined to evaluate Perses in the face of increased mobile device and data/computer complexity. Each of
the tests was repeated four times to obtain consistent results. To check the dispersion of the mean of the test repetitions,
the coefficient of variation was calculated, obtaining a maximum value of 0.078 among all the results.

Finally, three QoS parameters are measured that allow us to compare Perses with a real scenario. Mobile-Side
execution time is the time it takes for mobile devices to process their heatmaps. Transfer time measures the time it
takes to send the data from the cloud side to the mobile side and vice versa. Aggregation time captures the time the
cloud spends processing and comparing the heatmaps to detect possible close contacts.

4.1.2. Results of the experiments
This last subsection presents the results obtained after the evaluation of the COVID-Heatmaps app in both scenarios.
Mobile-Side Execution time: Fig. 4(a) shows the computing time on real and virtual mobile devices for the different

numbers of devices involved and location points exchanged. It can be seen that they follow the same trend in both
scenarios. There is a small gap between both scenarios; this is due to the existing hardware inequality, and the processors
of real mobile devices are less powerful due to their size, architecture, etc.

To better analyze the differences between the two scenarios and the existing gap, Figs. 4(b) and 4(c) show the difference
between the plane for the real scenario and the plane for the virtualized scenario. Fig. 4(b) shows a 2D graph with different
lines for the different data consumption as the number of devices increases. Fig. 4(c) shows different lines for the different
number of mobile devices as the quantity of data to be processed increases.

The graph 4(b) shows that for 100 location points, the difference is approximately 28 ms on average for the whole
set of devices, as each device computes its heat map concurrently and therefore the computation time is very similar.
The same is true for the other sets of points sent; for 1,000 location points, the difference is slightly higher, 46 ms. For
5,000 location points, the difference increases to 80 ms. Finally, for 10,000 location points sent, the difference is 134 ms
on average. This increase can be better seen in Fig. 4(c), showing that for every configuration (number of devices), the
execution time increases with the same trend. However, the increase is the same with respect to the total time, and
the dashed pink line shows the percentage of the difference in the execution times between both scenarios. As seen in
Figs. 4(b) and 4(c), percentage-wise, the difference is constant at approximately 34%. This gap cannot be reduced due to
the minimum hardware requirements for virtual devices to be deployed. If they are further constrained to match real
devices, they do not have sufficient capacity to deploy the docker container. However, as can be seen this gap constant,
therefore extrapolation can be applied in order to obtain results closer to the real devices.

Finally, Fig. 5(a) shows the results obtained with Perses after a test with different sets of virtual mobile devices to
evaluate scalability, deploying up to 50 simultaneous devices. An increase in execution time can be observed as the number
of points increases. However, increasing the number of devices does not affect the performance because the execution is
performed in parallel on each device.

Transfer time: Fig. 6(a) shows the results obtained on the data transfer time. As with Mobile-Side Execution time, they
follow the same trend with the constant difference between the two scenarios. In this case, the difference is minimal, the
integration of Kathara with Perses allows emulating the communication of real mobile devices. In the real scenario, the
mobile devices receive the request and transfer the data via WiFi technology plus the existing distance to the location
of the cloud node deployed on the AWS servers. In the virtual scenario, the data is transmitted directly over the wired
network. So without network emulation, the transfer time of virtual mobile devices would not come close to that of the
real scenario.

As before, Figs. 6(b) and 6(c) show the difference between the real and virtualized scenario planes. Fig. 6(b) shows
different lines for the different numbers of points. Fig. 6(c) shows different lines for each set of responding devices. Both
figures show a difference between ±25 ms. This means that in certain cases, the virtual scenario transfers data faster
than the real scenario and vice versa. The percentage of difference between both scenarios is between 3%–5%, a minimal
variation. Therefore, Perses allows developer to simulate the network infrastructure and execute the tests over it.

Finally, Fig. 5(b) shows the results obtained with the scalability test. We can observe a growth of the transfer time both
when increasing the number of points and the number of virtual devices. The growth due to the increase in the amount
of virtual devices is caused by the increase in the number of virtual devices and the increase in the coordination time of
all the responses received by the cloud.
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Fig. 4. Mobile-Side Execution time results.

Fig. 5. Large-scale test results.

Aggregation time: Fig. 7(a) shows the aggregation time in the cloud node of the heatmaps for the different numbers
of devices involved and location points sent. In this case, it can be seen that the planes obtained from both scenarios are
practically the same. The cloud node is the same for both scenarios, the number of devices involved and the volume of
data are the same. Figs. 7(b) and 7(c) show the differences in aggregation time between the two scenarios as a function
of the number of devices and the amount of information shared, respectively. A constant trend is observed horizontally,
and there is hardly any difference (between 0.01 and −0.01), as expected.

Operational costs: This last section shows the differences concerning the operational costs required for testing the
application in both scenarios.

The real scenario had a cost composed of the physical smartphones and the AWS infrastructure. The price of the
smartphones (launch price) gives a total amount of $2,804. With respect to the AWS infrastructure, a T2.large instance
was used in the Ireland region at a cost of $0.1008/hours. The duration of the tests in this scenario lasted 5 min or 0.083 h,
resulting in $0.009. Therefore, the real scenario had a cost of $2,804.01
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Fig. 6. Transfer time results.

Fig. 7. Aggregation time results.

The virtual scenario had a cost composed of the AWS infrastructure used to host and use the scenario with the virtual
devices, the cloud node, and the MQTT communication protocol. The virtual scenario was hosted on a C5.metal instance in
the Ireland region for $4.608/hours. As before, the cloud node and the MQTT protocol were hosted on the same instance.
These tests took 20 min or 0.33 h. Therefore, a cost of $1.536 for the virtual scenario and $0.033 for the cloud node and
the MQTT protocol was obtained. Therefore, the virtual scenario had a cost of $1.569.
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Fig. 8. Operational costs.

Fig. 8 shows the total costs for each of the scenarios. There is a large difference between testing in a real scenario
and testing with the Perses framework. For the cost of deploying the real scenario, we performed Perses’s evaluation on
applications with similar characteristics 1,787 times.

5. Related works

There are different frameworks and commercial platforms for testing mobile applications. In addition to the afore-
mentioned AWS Device Farm and Azure App Center Test, there are other tests, such as the Firebase Test Lab [23] and
Perfecto [24]. All of them offer different functionalities and features for testing mobile applications with real and virtual
devices (selection of different models and hardware characteristics, video reports of results, etc.). They are also easily
integrated into different development tools and in CI/CD pipelines of the software development cycle of companies.
However, they are focused on UI testing, i.e., they do not evaluate QoS parameters such as response time and latencies,
as they are designed for mobile applications with client–server architectures.

At the research level, there are some proposals detailing frameworks, tools, and techniques for evaluating distributed
applications focused on the IoT. In [25], the authors proposed a framework for developing and evaluating component-
based distributed systems for heterogeneous scenarios, considering mobile and fixed networks. It is an interesting proposal
and similar to our work focusing on distributed applications. However, it is not clear what the workflow of the platform
was and what the development and evaluation process was. Moreover, it is not possible to evaluate standard applications,
only those developed on the platform. The focus was specifically on the evaluation of applications developed with the
proposed framework. Therefore, approaches are needed that can also evaluate any applications that can be deployed on
the target devices.

In [26], the authors presented a framework for automated IoT application testing. The framework allows the automated
execution of user-defined experiments and can generate virtual testbeds with adjustable network properties. To do so,
they virtualize devices acting as fog and edge devices using the QEMU emulator. The authors developed a prototype of the
framework and, in the experiment, performed experiments with physical and emulated Raspberry Pi 3. The framework is
promising; however, it does not allow the creation of heterogeneous testbeds. All emulated devices run under the same
operating system and the same defined features. Finally, they do not integrate the defined framework in a development
cycle for companies.

In [27], the authors presented a simulator that enables the design and analysis of large-scale IoT systems for smart
city applications consisting of mobile devices. It supports the simulation of devices, gateways, and applications. It also
supports environment modeling (including movement, interference, etc.). They explain and simulate an IoT system that
is deployed in Leuven. Nevertheless, it is intended for specific case studies of smart city applications.

In [28], the authors proposed a system for testing the usability and performance of Android mobile applications with
virtual reality. This system simulates different network and mobility behaviors to evaluate applications in close-to-real
environments with different network configurations. However, they focused on manually testing the application using a
single device, which makes it impossible to evaluate distributed mobile applications. Furthermore, the tests performed
focused on the user experience, and no QoS-related parameters were collected.

6. Conclusion

The market for mobile applications has grown at a frenetic pace. Moreover, the capacities of mobile devices have
increased considerably. With this, new paradigms and distributed architectural designs have emerged for developing
mobile applications exploiting these capabilities to further improve the QoS. However, new tools are needed to easily
assess these distributed and highly heterogeneous environments and to ensure application quality.

In this paper, we presented a framework called Perses, which allows developers to create virtual scenarios and can
deploy a large number of virtual mobile devices to correctly evaluate the QoS. This framework was fully integrated into
a DevOps software development flow, which allows automating the tasks of creating and deploying the virtual scenario,
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launching E2E tests, collecting results, etc., which reduces the effort required to perform these tests. This is a fundamental
aspect so that it can be better embraced by software development companies. Finally, the framework was evaluated with
a case study, and the results obtained were comparable to those obtained from a real scenario.

In future work, we are working on allowing the emulation of new devices (IoT devices). This will increase the
heterogeneity of the scenarios. We are also working on providing different network topologies with Kathara (distribution
of devices connected to different nodes simulating the connection to different WIFI or LTE connections). Finally, we are
also working on automatically generating a cost analysis to allow developers to visualize the costs that will be generated
before the deployment of the virtual scenario, being able to adjust it to the budget they have defined.
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The massive deployment of Internet-connected devices has led to an increase in the
collection of data that are then used by companies to improve their decision-
making processes. This growing trend demands more and more cloud and
communications infrastructure. The limited resources, the need for sharing them,
and the fact that many consumers are interested in the same data, call for an
efficient management of the available resources. The cloud-to-things continuum
can be used to execute different analytics closer to the data source so that
infrastructure consumption and data circulation can be optimized. In this article,
different dimensions for achieving elastic analytics and a framework for
dynamically modifying their behavior are proposed.

Over the last few years, there has been a mas-
sive deployment of Internet of Things (IoT)
devices, from heart rate sensors to location

monitoring devices. This deployment has been espe-
cially driven by IoT applications that facilitate everyday
tasks for every individual and organization. These tasks
cover a wide range of use cases and applications, from
managing an individual’s personal health to under-
standing the flow of people and movement patterns in
a city. This massive deployment of IoT devices has also
led to the creation of networks of smart devices. This
growing use of IoT devices is putting stress on current
infrastructures in different dimensions.

On the one hand, it is putting stress on the amount
of devices deployed. As IoT applications become more
complex, they require combining devices from different
domains for offering more useful functionalities. So far,

new IoT applications and functionalities require the
deployment of new devices. However, in this growing
trend, the deployment of new IoT devices for sensing
similar data is becoming unfeasible and unsustainable.
For instance, a city that monitors the movement pat-
terns of its citizens may also want to combine the loca-
tion information with the heart rate in order to know
what kind of activity citizens tend to do in each area of
the city and, thus, provide more useful services and bet-
ter plan their investments. For that purpose, instead of
asking citizens towear new heart ratemonitors, it would
bemore feasible to ask them to share the data obtained
by the monitors they already wear for other apps. Thus,
in coming years, we will see how IoT applications will
share large networks of devices already deployed.

On the other hand, it is putting stress on the infra-
structure for data circulation and processing. Data,
especially those coming from IoT devices, have
become a strategic asset because of their availability
to continuously monitor the environment without
human intervention. IoT device networks are enablers
of a new data economy in which more and more data
are being exchanged not only within but also amongst
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companies.1 This fact boosts the massive deployment
of IoT device networks. However, it also entails an
increase in the circulation of information and the need
for its processing and, consequently, a management
model to support the optimal network usage. Such
requirements will be even harder when different infor-
mation systems require data from the same devices,
for different needs and with different qualities. For
example, a system to monitor an individual’s heart
rate during his/her activities may require very high
information freshness; however, for a municipality to
plan its services, such information does not have to
be very fresh, but it has to be obtained from as many
devices as possible.

In order to reduce the network overhead and
improve the quality of service (QoS), IoT applications
already attempt to take advantage of the cloud-to-
things continuum to deploy services closer to informa-
tion providers and consumers. However, such applica-
tions are still isolated systems that do not favor the
sharing of data or analytics streaming. Thus, a sustain-
able data economy in this market2 poses many chal-
lenges, among which we can count the following.

› First, the shared use of IoT devices so that data
they are sensing can be used by different appli-
cations minimizing the drain on resources.

› Second, the optimization of the use of the cloud-
to-things continuum infrastructure by enabling
optimized deployment so IoT applications inter-
ested in the same data streaming and analytics
can be deployed as close to the data as possible
and together in the same nodes of this continuum.

› Third, elimination of duplicate streams by enabling
applications interested in the same data or analyt-
ical streams to use the samedatum.

In this article, we address these challenges by
using elastic IoT data analytics whose behavior can be
dynamically modified according to the quality require-
ments defined by each IoT system and the available
resources of the cloud-to-thing infrastructure. For
defining and deploying these analytics, we also pro-
vide a framework with an orchestrator managing the
elasticity. This orchestrator evaluates the state of the
infrastructure, the other analytics in progress, and the
QoS required by each analytic. As a result, it reconfig-
ures all the analytics to maximize the quality provided
by each of them without exhausting the infrastructure
nor the IoT devices.

In the following, we first discuss the different
dimensions that should be taken into account for
building elastic data analytics. Then, we present a

framework for achieving elastic data analytics consid-
ering some of the defined dimensions. Finally, we pres-
ent some conclusions and discussion about the
elasticity required by IoT applications.

ENABLING ELASTIC DATA
ANALYTICS

Data analytics allow companies to process large vol-
umes of information in order to: find trends, eliminate
unnecessary information, aggregate information, etc.
In addition, they can enable efficient information man-
agement, as they may reduce the overhead of the
transferred data. However, they may also require data
storage and processing capabilities from the cloud-to-
things continuum nodes. These analytics must be
defined by each data consumer, since the results
must be adapted to their requirements. Nevertheless,
the circulation of information should be controlled to
increase the efficiency in the use of both the system
and the data.

Let us define a smart city scenario to better show
the need of elastic data analytics. In order to maintain
the simplicity, this case study is focused only on the
citizens’ location. Different institutions can analyze
this information to identify their movement patterns,
but with different goals. For instance, a healthcare sys-
tem can use the real-time movements of the citizens
to identify crowded areas and reduce the risk of infec-
tion for COVID-19. Instead, the city council may
require long-term movement patterns to study future
infrastructure investments (accessibility, bus lines,
etc.).

The execution of these analytics impacts on sev-
eral highly related dimensions, as Figure 1(a) shows,
that must be controlled in a sustainable computing
and information environment: data quality, resource
consumption and cost.

First, one of the most important aspects for data
consumers is the quality of the information. This qual-
ity must be appropriate for the specific functionalities
they want to provide. While there are different proper-
ties to measure data quality, for information coming
from IoT devices two properties are particularly
relevant.3

1) Accuracy: It is the level to which data represent
the real-world scenario. In this sense, in a net-
work of IoT devices, the higher the number of
devices involved in the data analytic the better
they will represent the real world.

2) Freshness or the timeliness of the data: For
some applications, the data have no value if it is
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not available at the right moment. Freshness
indicates the frequency at which IoT devices
have to provide information for the analytic to
provide value to the consumer.

Combining both dimensions, as Figure 1(b) shows,
different types of analytics can be executed. When the
accuracy and the freshness are low, small data analyt-
ics are executed in order to have a limited quantity of
highly granular data that usually provide valuable infor-
mation for the system. As the freshness and the accu-
racy increase, bigger data analytics are executed
focusing on processing large volumes of information for
business decisions. Instead, if only the accuracy
increases, long-term data analytics are executed for
predictive decision-making processes. In addition, if
mainly the freshness is important for achieving an
acceptable data quality, short-term data analytics are
usually executed for developing reactive processes. For
instance, for our case study, the healthcare system
would require short-term analytics while the city coun-
cil would require long-term analytics.

Second, this type of analytics has a direct impact
on the resource consumption of the nodes in the
cloud-to-things continuum. A greater accuracy means
that more IoT devices will be involved in sending infor-
mation, consuming their resources, and increasing the
number of information flows. Edge and fog nodes can
be used to distributedly process such analytics, reduc-
ing and aggregating the information flows. However,
the greater the dispersion, the greater the number of
nodes involved. Therefore, a high accuracy usually
leads to a greater distribution of the resource con-
sumption over the entire network. For our case study,
the city council may require to use different nodes to

cover the whole city, storing and aggregating the
movement patterns whilst the healthcare system
would only require a sample of some areas.

Finally, in addition to the data cost (which may
depend on each data producer), its processing also
entails some infrastructure costs associated with the
use of edge and fog nodes.4 Thus, the greater the
freshness and frequency at which the information
must be processed, the greater the need for process-
ing this information in the fog or edge nodes, and the
higher the infrastructure cost of the analytics. This
cost may be limited to a small number of fog or edge
nodes if the accuracy is low or to a larger one as the
accuracy increases. For instance, for the healthcare
analytics only the nodes involved in crowded areas
would incur a higher cost. Furthermore, in a leveraged
scenario with an open market of sensors,5 this cost
could also be dynamic depending on the fluctuations
of the market.

In environments where multiple IoT applications
are consuming similar information and using the same
computing resources, data analytics should be able to
have an elastic behavior.6 They should be able to
increase or decrease the provided quality depending
on the available resources (and within the consumer’s
requirements). In addition, a framework would be
needed to efficiently manage the distribution of all the
requested analytics on the cloud-to-things continuum.
For each analytic, this framework should identify in
which fog or edge nodes it should be deployed to
meet the accuracy and freshness requirements, with-
out overloading the infrastructure. Likewise, when a
new analytic is requested, the framework should use
the defined elasticity to reconfigure the already exist-
ing analytics in order to achieve an efficient use of the

FIGURE 1. (a) Dimensions impacting the analytics. (b) Analytics depending on the data quality.
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computing resources, while maximizing the provided
quality. Moreover, this distribution should also con-
sider if several analytics should be deployed together,
because they can share the same sensed data and,
thus, increase the general efficiency of the system.

REALIZATION AND APPLICATION
OF THE FRAMEWORK

To achieve elastic data analytics, we propose a frame-
work orchestrating the analytics required by different
data consumers and leveraging the cloud-to-things
continuum to distribute them depending on the avail-
able resources and the required quality. The source
code of the frameworka for the presented case study
and a videob showing the achieved elasticity are pub-
licly available.

Figure 2 shows an example of the infrastructure
that can be used for our smart city case study. It
shows the different layers of the cloud-to-things con-
tinuum. Note that we limited the number of layers to
improve readability. Data consumers (healthcare sys-
tem and city council, for our case study) can request
different analytics through the entry point to the infra-
structure, the cloud. The deepest layer is composed
by the end devices sensing and sending information

to the cloud. This information goes through the fog
and edge nodes on its way to the cloud where it is pro-
vided to data consumers.

Data analytics can be requested with different
parameters. First, the application-specific parameters
(for instance, the area tomonitor in the smart city) and,
second, the data quality parameters (accuracy and
freshness). For the current implementation, the accu-
racy and the freshness can take different values from a
range (low, medium, and high). The accuracy relates to
the ratio of end devices involved, and the freshness to
the frequency at which the information is obtained.

Figure 2 also defines the most important compo-
nents of the proposed framework. First, cloud, fog, and
edge nodes are composed by a data aggregator (DA)
component. This component processes the deployed
analytics. To that end, it requests the required informa-
tion to the lower nodes depending on the data quality
(mainly the freshness) required by themost demanding
analytic, caches the obtained data to be reused by the
other analytics, and processes it. In addition, the
obtained results are also cached and always available,
waiting for the higher levels to request them.

In addition, an elasticity orchestrator is proposed to
balance the load of the whole infrastructure, modify the
behavior of the elastic analytics depending on the previ-
ously defined dimensions, and to provide the best QoS
to all parties. When a new analytic is required, it is ana-
lyzed by the orchestrator to evaluate the desired quality

FIGURE 2. Architecture of the elastic data analytic framework.

a[Online]. Available: htt _ps://doi.org/10.5281/zenodo.5793214
b[Online]. Available: htt _ps://doi.org/10.5281/zenodo.5793189
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(accuracy and freshness), the analytics already
deployed in the architecture, and the workload of the
different nodes. If there are enough resources, it directly
deploys it providing the highest possible quality. If there
are not enough resources, it checks if the analytics
already deployed can be reconfigured to make room for
the new one. This reconfiguration can be provided by
redeploying existing analytics on other nodes to have a
more efficient distribution or, if possible due to the qual-
ity defined by consumers, reducing the accuracy

and freshness of some analytics to free up some
resources.

Finally, all the DAs have the same communication
interface (API). Thus, the infrastructure can be easily
increased or reduced without heavily impacting the
orchestrator. This also facilitates the work of develop-
ers and operators, avoiding having to create ad hoc
solutions.

Figure 3 shows a working example of the provided
elasticity. The example consists of a timeline with six

FIGURE 3. Elasticity dynamics.

FIGURE 4. Analytics obtained for the smart city case study.
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instants (t). At each instant, an action is triggered
that has an impact on the infrastructure. At the top
left of each instant, a small legend appears with a
vertical bar. This legend indicates for each analytic
(each colored horizontal bar) if it is inserted/removed
from the system (þ/�) and, depending on its height

in the vertical bar, the accuracy that it will provide.
Note that we only represent the accuracy dimension
to improve readability. At t1, the orange analytic is
requested, requiring low accuracy. The orchestrator,
therefore, assigns it to only a part of the infrastruc-
ture. At t2, two new analytics (yellow and blue)

DATAMANAGEMENT IN THE CLOUD-TO-THINGS
CONTINUUM

Cloud computing has not only been a revolution at the

business level to reduce IT costs. It has also fostered the

massive deployment of new Internet-connected devi-

ces, with reduced computing resources but with huge

capabilities for sensing and interacting with the environ-

ment. This has led to a steady increase in the data flows

between these connected devices and the cloud. Para-

digms such as fog and edge computing have brought

the cloud environments, and hence the information

processing, closer to the data sources. In fog computing,

the processing is done on servers residing between the

cloud and end devices, while edge computing focuses

on processing the information at the edge of the net-

work (gateways and end devices). By processing the

information closer to the data source, the infrastructure

overhead and the QoS can be improved.1

These paradigms allow the generation of distributed

cloudsmaking use of the cloud-to-thing continuum for

the deployment of services throughout the entire

infrastructure.2 These services, some of them focused on

data processing, can dynamically migrate fromone layer

to another depending on the volume of information to be

processed, the workload of the nodes, or the QoS

desired. Different technologies even orchestrate these

distributed services to execute complex workflows.3

The incorporation of intelligence to the cloud-to-

thing continuum is allowing researchers to take a

further step in the processing of these huge data flows

in order to get predictions and automate the decision-

making process. However, fog and edge nodes have

limited computing resources, hindering the execution of

common artificial intelligence techniques. New

techniques are being defined for reducing the rigidity of

these mechanisms, allowing their distribution along the

cloud-to-thing infrastructure.4

Finally, the cloud-to-thing continuum should not only

manage the distribution of resources for a single IoT

application but also support the integration of various

applications, even fromdifferent domains. However, the

different data semantics, requirements, and qualities of

the different consumers complicate the interoperability

and turn the collaboration acrossmultiple vertical

systems into a challenging task. New architectures are

being defined tomanage the infrastructure resources

and share services between different systems.5

Nevertheless, an elasticmanagement of the information

flows in the cloud-to-thing continuum is needed. This

elasticity must consider the limited infrastructure

resources, the interactions between applications, the

data that can be shared between them, and the quality

required.
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are inserted, with low and high accuracy, respec-
tively; the orchestrator deploys the blue analytic
throughout the whole infrastructure while the yellow
one is deployed only in the less loaded part. At t3,
the orange analytics ends and, because there are
enough resources, the orchestrator upgrades the yel-
low one to a medium accuracy. At t4, the purple ana-
lytic is inserted and the orchestrator again assigns it
the lowest loaded part of the infrastructure. At t5,
the blue analytic ends and a new one with a low
accuracy is deployed. Finally, at t6, the yellow analyt-
ics ends and the rest are reorganized to better dis-
tribute the resource consumption.

Finally, to show how the elasticity may affect the
results obtained, Figure 4 shows two different analytics
for the smart city case study. For each analytic, the data
quality parameters (freshness and accuracy) are
detailed. The results are the citizens' locations, which
are shown with heatmaps for an easier decision-making
process. The first analytic is focused on quickly identify-
ing crowded areas for the healthcare system. Therefore,
it has been requested with low accuracy and high fresh-
ness. Consequently, the orchestrator has only ordered
the execution of the analytics to a part of the infrastruc-
ture and fewer citizens are involved but with real-time
data. On the other hand, the second analytic would be
interesting for the city council to study future invest-
ments. In this case, it has been requested with high
accuracy and low freshness. Therefore, the orchestrator
assigns the entire infrastructure to execute them and,
therefore, gets the information fromall the available citi-
zens in the area.

CONCLUSION
The deployment of a swarm of sensors and Internet-
connected devices is giving rise to a new data-driven
economy. We envision an environment in which both
the data to be consumed and the existing resources
must be efficiently managed. In this article, we pro-
pose elastic data analytics, and we define the different
dimensions affected by them. We also outline a frame-
work to manage the dynamicity of these analytics in
real time depending on the context.

Nevertheless, there are still some open challenges to
be addressed to fully implement elastic data analytics.
First, different policies should be generated for changing
the management of elasticity depending also on the
cost. For instance, trying to maximize the available com-
puting resources, or minimize the costs to foster a sus-
tainable economy. Second, more dimensions should be
analyzed to identify how the elasticity affects them, such

as the cost of the data. Currently, we work on including
artificial intelligence to define self-managed analytics.
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“Si se cree y se trabaja, se puede”
“If you believe and work, you can”

Diego Pablo Simeone

Chapter 4

Conclusions

This chapter closes the thesis. Section 4.1 discusses the results with respect to
the goals proposed in this thesis. Section 4.2 presents the general conclusions
on the results obtained throughout the PhD. In Section 4.3 we discuss future
lines of research. Finally, in Section 4.4, some personal reflections on the
context of this thesis are given.
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4.1 Discussion

In this section, we review how our relevant proposals have contributed to the
state of the art, taking into account the proposed goals.

SG1: Providing tools and processes that speed up the implementa-
tion of emerging architectural styles such as Edge, Fog, and Mist Comput-
ing. This goal was focused on covering the implementation or Code phase
according to the DevOps lifecycle of IoT applications in the Cloud-to-thing
continuum. Three proposals were presented, Human Microservices, SOLID in
Smartphones, and Distributed API Composer. The first two respectively are
focused on supporting the Mist layer. Human Microservices [13] provided a
framework for the design and implementation of APIs for devices belonging
to these layers to provide their own microservices; and SOLID in smartphones

117
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[32] was focused on providing a model for the storage of personal data, having
control of access to the data by external entities. The last of the proposals
called Distributed API Composer (API) [35] aimed to cover the Cloud, Fog,
and Edge layers, completing the whole spectrum of the Cloud continuum [92].
This component has the goal to perform the whole process of coordinating in-
vocations, obtaining the data, and aggregating it from the APIs distributed in
the end devices. The proposal provides a model and a process for its design and
implementation. It also has the ability to be deployed in any of the mentioned
layers, which allows developers to decide where to deploy them according to
their requirements. During the research in this phase, we realized that there
were proposals for the same purpose [64, 93, 94] but they are ad-hoc solutions
for specific examples, not allowing us to generate them in other projects with
different requirements. One of the advantages of the presented proposals is the
use of OpenAPI [34] a standard for the design and development of APIs that
reduces the impact on developers and companies because they do not have
to learn a new language. This allows the learning curve for developers to be
lower. And SOLID [30], is another well-known initiative to provide alternative
models for decentralized data storage.

SG2: Providing tools and processes that facilitate the evaluation of the
QoS of IoT applications that apply architectural styles making use of paradigms
such as Edge, Fog, and Mist Computing. This goal was focused on covering
the evaluation or Test phase of the DevOps methodology. In this phase, we
presented Perses [14], a framework that allows to deploy of virtual scenarios
with heterogeneous devices to evaluate the QoS of distributed applications, i.e.
applications deployed in the Cloud continuum. It also allows to integrate into
a software development process, such as DevOps, by automating the tasks of
creating and deploying the virtual scenario, launching tests, collecting results,
etc. During the research in this phase, we realized that such a tool was needed
when trying to evaluate and compare a distributed architecture versus a tra-
ditional cloud architecture for another research work [95]. However, during
the literature review, as in the previous phase, we realized that there were
proposals that focused, for example, on evaluating applications but developed
with a specific framework [96, 97] or tools that allowed automatic testing but
in scenarios without heterogeneity [98]. Commercial tools that allow testing
with real or virtual devices but are focused on user interface testing, i.e. they
do not evaluate QoS [57, 99]. Our proposal currently also has some limitations:
Currently only mobile device virtualization is supported, but we are working
on extending the range of end devices (microcontrollers, sensors, etc). Re-
garding network emulation, currently, we can define the type of connectivity
(Wi-Fi or ISP) that the mobile devices have but we do not take into account
the network topology (groups of devices connected to different networks) or
mobility, which is an important aspect to consider [100].



4.2. RESEARCH CONCLUSIONS 119

SG3: Provide mechanisms so that an application can dynamically change
the architecture topology to adapt to the context needs or resources required at
the time. The last goal was focused on covering the deployment or Operate
phase according to DevOps. The contributions that have been presented were
aimed at the implementation of applications so that the deployment of the
Cloud continuum infrastructure can be dynamically adapted to the needs of
the application context (e.g. communication, transmission, and data quality
requirements, etc.). On the one hand, we presented the Oppnets [42], a solu-
tion based on an opportunistic network algorithm that enables the deployment
of the Cloud-to-Thing communication technology solutions in isolated areas
where connectivity is limited. The solution consisted of a DTN-based system
applied to both elderly healthcare and industrial activities in rural areas. It
was based on cooperation between nodes by dynamically adapting the com-
munication according to the type of data and the receiver’s interests. There
are proposals to use DTN for deployment in isolated and specific areas where
Internet connection is not possible [101, 102, 103]. However, our proposal im-
proves these solutions by dynamically adapting the communication according
to the interests of the nodes. On the other hand, our proposal Elastic Data
Analytics [43] is more focused on favoring data sharing or analysis flow, in
those applications that use the same type of data. Using Elastic Data Analyt-
ics, applications can launch analytics by defining their quality requirements,
whose behavior can be dynamically modified according to these defined qual-
ity requirements (freshness and accuracy) and the available resources of the
cloud-to-thing infrastructure. For this purpose, we provide a framework with
an orchestrator that manages the elasticity produced by the variation of the
analysis quality requirements. This orchestrator evaluates the state of the in-
frastructure, the other ongoing analytics, and the QoS required by each scan.
As a result, it reconfigures all analytics to maximize the quality provided by
each analytic without exhausting the resources of the cloud-to-thing infras-
tructure. Currently, there are other proposals on elasticity but applied in
other areas such as Blockchain [104] or Service Level Objectives (SLOs) [105].

4.2 Research Conclusions

In recent years, the number of IoT devices has increased considerably. Their
computational capabilities have also increased to get more information from
the environment where there are a wide variety of IoT applications that use
microservices deployed in the Cloud to adapt the physical environment to
users’ needs and preferences. This wide variety of applications usually has
strict QoS and QoE requirements to provide end users with a good experience
and be better than the competition.
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However, QoS and QoE can be affected by the demand for network
traffic of the infrastructure from all Internet-connected devices [106], as well as
higher operating costs due to increased scalability in their cloud environments.

In order to try to meet these requirements, researchers have proposed
new architectural paradigms such as Fog Computing, Edge Computing, and
Mist Computing. All these proposals are within the so-called Cloud-to-thing
continuum, which are all infrastructures that extend from the cloud to the end
devices closest to the users. These paradigms aim to distribute computing and
storage services in different layers. Among other benefits, these paradigms
reduce network load and dependency on the cloud environment, improving
response time and providing a better user experience.

Currently, some tools or frameworks allow reducing the effort and devel-
opment time for IoT applications based on Cloud Computing. However, this
does not happen with these distributed computing paradigms so that they can
be applied in a real development environment. This implies that companies
must devote more effort to the development of these systems.

Therefore, this thesis has focused on investigating and contributing to
the development of these emerging architectural paradigms such as Fog, Edge,
and Mist along the Cloud-to-thing continuum. To this end, different propos-
als have been presented to help facilitate the development of IoT applications
based on these paradigms focused on implementation, evaluation, and deploy-
ment activities within software development methodologies such as DevOps.
This integration with development methodologies will facilitate the introduc-
tion of these architectural paradigms in developing IoT applications in enter-
prises.

4.3 Future Work

This section describes some future lines that this thesis leaves open. Each of
them is listed below.

• Human Microservices and SOLID: Both proposals currently have the
same drawbacks, which is the limitation of supported devices. There-
fore, the next steps for these proposals would be to increase support
for more end devices for both API deployment and secure storage on
them. Finally, with respect to Human Microservices, end devices cur-
rently provide and consume information through a single communication
node. However, if that node is located far from the point where data
is presented or consumed, the QoS may be affected. Therefore, we are
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working on a distribution of communication nodes in different layers
(edge, fog, etc.) where devices can be connected to several nodes and
some routing mechanisms can be implemented to achieve a higher QoS.

• Distributed API Composer: We are working, first, on improving and
evolving the DAC functions, and second, on conducting experiments to
compare with traditional systems and to know the perception of analysts
and developers regarding the use of this system. The whole proposal and
its improvements are being reflected in the preparation and writing of
an article to be submitted to a journal.

• Perses: We plan to enable the emulation of new devices (IoT devices).
This will increase the heterogeneity of the scenarios. It is also planned
to provide different network topologies with Kathara [59] in the same
scenario (distribution of devices connected to different nodes simulating
the connection to different WIFI or LTE connections) and the mobility
of the simulated nodes. Finally, we have also planned the automatic
generation of a cost analysis that allows developers to visualize the ex-
penditures that will be generated before the deployment of the virtual
scenario, being able to adjust it to the budget they have defined.

• OPPNets: The next step considered for this proposal is to provide the
proposed algorithm with intelligent behavior employing a machine learn-
ing model, also taking into account the trajectory in the movement of
the nodes.

• Elastic Data Analytics: This proposal is the most current and the most
challenging to achieve. We are currently working on the development of
a framework to generate scenarios (supported by Perses) with different
conditions (number of devices involved, data granularity, data quality
requirements, etc.), to evaluate different parameters (QoS, costs, etc.)
between an infrastructure with elastic data analytics and a traditional
cloud and determine at which moments of an IoT application it is more
beneficial to use one or the other depending on the context conditions.
We have also considered generating different policies to change the man-
agement of elasticity depending also on the cost. For example, try to
maximize the available computing resources, or minimize costs to pro-
mote a sustainable economy. Finally, we have also raised the inclusion
of Artificial Intelligence to define self-managed analytics.
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4.4 Personal Reflection

Finally, in this section, I present some personal reflections on the work of this
thesis and thoughts on the objectives and possible future implications.

The present thesis is the culmination of a whole body of work that
began with my master’s studies. Although it is not the end either, since with
the future works described above there is still a long way to go in this field of
research.

The aim of this thesis is to show the potential of distributed computing
and the benefits it can bring. Especially for the coming years, where it is
estimated that the number of devices connected to the Internet will increase
considerably [2]. This implies that in order to continue maintaining infrastruc-
ture with the quality requirements as the current one, it will be necessary to
continue increasing resources, which implies higher costs but above all higher
energy consumption[107].

We are currently facing different problems related to the extraction of
fossil wastes caused by climate change, scarcity of resources, wars, etc. being
the main source of energy generation in the world [108]. This implies that
important efforts are being made in new ways of energy generation but also
in how to manage it as efficiently as possible [109]. In my opinion, I believe
that these new distributed computing technologies can be beneficial for the
optimization of resource consumption and therefore lower energy consump-
tion [107].

In 2020 in my master’s thesis, I said ”I believe that in the near future, we
will have to manage all resources as efficiently as possible, so that in addition
to obtaining better results in terms of QoS, lower costs, etc., it will have the
least possible impact on the environment”. Although only a short time has
passed so far, I believe that this moment has already arrived.
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Abstract. The increase in the end and near-to-the-end devices capa-
bilities has led to the development of paradigms such as the Internet of
Things, Fog Computing and Edge Computing. These devices require an
internet connection for sending the sensed or processed data, and for
getting specific requests. Many of these devices are intended to make
people’s live easier and they can also be used to better monitor peo-
ple’s health. One of the problems of these devices is that they require
internet connection and in most rural areas there is a poor internet in-
frastructure, making their use almost unfeasible. This paper presents
a tool for generating applications with a mobile-centric architectural
style that takes advantage of the capabilities of the end devices for
processing and storing the sensed data. This style allows devices to
process the information requests asynchronously, reducing the Inter-
net requirements and allowing the use of these technologies in areas
where the Internet connection is poor and intermittent.

Keywords: Internet of Things · Server-Centric · Health · Mobile-Centric.

1 Introduction

End and near-to-the-end devices capabilities have increased enormously.
During the last years, computational and storage capabilities have been mul-
tiplied with the aim of obtaining more information from the environment and
performing increasingly complex operations. This increase has favored the
development of paradigms such as the Internet of Things (IoT) [14], where
they have a greater integration in the Internet.

IoT and end devices are designed to be connected to the Internet all
the time. Usually, they are integrated into the Internet following a server-
centric architecture [7], in which the final devices act as simple clients ob-
taining information through their sensors and interfaces, and sending it to
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the back-end. Currently, with the capabilities that many devices have, other
architectures, such as mobile-centric, p2p, and so on, can be followed with
the aim of limiting the use of Internet [11], being useful in many cases.

For instance, in rural environments, it is common to find areas with poor
and limited access to 3G / 4G communication networks [6]. These connec-
tions are often of poor quality and intermittent. Therefore, the use of server-
centric architectural designs can provide a bad user experience. If we have a
set of IoT devices collecting information and sending it back to the server or
cloud, it is more than likely that in this environment some of the information
will be lost generating a bad user experience and a undesirable behaviour
that can jeopardize the success of almost any application.

To cover these shortcomings, the use of mobile-centric architectural de-
signs have been proposed by some researchers [10]. These designs focus on
making use of the devices’ capabilities for computing and storing the gath-
ered information. The stored information is provided by the device itself to
any other entity to be consumed in an asynchronous manner, limiting the
need for constant Internet connection. Nevertheless, the lack of tools assist-
ing developers in the application of these designs, hinders and limits the use
of these architectural styles [8].

In this paper, we present a tool that helps developers to implement APIs
following a mobile-centric architectural design. This tool is focused on An-
droid devices, since currently they usually are the devices with enough com-
puting capabilities for computing, storing and providing the sensed infor-
mation. To assist in the development of these APIs, this tool requires an
OpenAPI specification [4] of the designed application, and it generates the
scaffolding of the application and the whole communication interface. In this
way, the effort to develop this type of architectures is reduced.

This type of design is very useful in rural environments that have an
intermittent connection since the gathered data is no longer sent to cloud
environment, reducing the loss of information.

The rest of the paper is structured as follows. Section 2 describes the
motivations for this work and describes briefly two tools used in this work.
Section 3 explains the tool for generating mobile-centric applications. Sec-
tion 4 shows several related works. Finally, Section 5 details the conclusions.

2 Motivation

Elderly people are increasingly accessing new technologies, and specially
smartphone and IoT devices, to live independently and be in contact with
their relatives [17]. With the massive deployment of IoT devices and the
mHealth paradigm [16], they also are starting to use their smartphones to
monitor and control their health status [13]. Usually, they have different IoT
devices, such as tensiometers, oximeters, smartbands, or the smartphone
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itself, to gather information about their health like heart rate, oxygen levels,
etc. Once this information is gathered, it is sent to the smartphone that acts
as a gateway with the cloud environment, where it is processed and stored.

This designs leads to some advantages, since the information is stored in
the cloud and can be remotely evaluated by relatives and healthcare profes-
sionals. Nevertheless, it also has some drawbacks. For instance, one impor-
tant problem is raised in rural areas, where the Internet coverage is poor
and intermittent. In these situations, these IoT devices and the smartphone
cannot send the gathered data to a server or cloud, being lost in some sit-
uations. This may also lead to some health alarms to be raised because, for
instance, the heart rate value has not being received by the cloud during a
couple of days, generating unnecessary worries to relatives and healthcare
professionals.

To better show this problem, we are going to describe a scenario. This
scenario will be used as running example in the rest of the paper to show
the benefits of this work.

Pedro is 74 years old and lives in Casares de las Hurdes in the province
of Cáceres. His sons purchased him a device for monitoring different health
dimensions (heart rate, blood pressure, oximeter, ...) and a smartphone with
an application to receive data from the device and to get the GPS position
of the smartphone. When the application receives the data, it connects to
a server and sends all the sensed data so that it can be reviewed by some
healthcare professionals. Casares de las Hurdes is a village with poor ac-
cessibility and communications networks, therefore, the coverage is quite
bad being null or intermittent in many locations. Pedro’s sons indicated him
some places in his home where there is some coverage, but they are not the
usual place where he stays. So, Pedro usually forgets to move to another
location to take the measurements and sometime they are lost when they
unsuccessfully sent to the server.

Figure 1 shows a scheme of the current architecture.

As can be seen, there are several problems apart from the obvious one
that is the bad Internet connection, starting with the task of being aware
of the coverage of the device and having to move to places where there is
coverage. Another problem and it is quite serious, is the loss of data that
occurs when it cannot be sent correctly to the server.

There are different architectural styles and designs to try to solve this
problem, in this paper we will use a mobile-centric architecture. This ar-
chitecture is focused on taking advantage of mobile devices’ capabilities in
order to compute, store and provide services or functionalities that are in-
voked or consumed by a third entity, that is, as if we had our own server in
the smartphone itself. In this architecture, the interactions with the mobile
devices could be asynchronous and its connection to the Internet could be
limited. Therefore, if the application described above is updated with this
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Fig.1. Server-Centric architecture.

style, the values captured by the IoT devices are processed and stored on
the smartphone and the request to obtain the data are sent and processed
directly by it.

The problem that exists with these alternative architectures is that there
are not tools supporting them and facilitating their development [8]. Most
of the current development tools are focused on providing support to the
server-centric architectural style, since it is the most used one. For exam-
ple, through an OpenAPI specification [4], developers can generate part of
the source code of both the back-end and the client of the application. How-
ever, these same tools are not yet available for these alternative architec-
tures. This is a great disadvantage for developers using such designs, since
it entails an extra effort for its development.

To facilitate the development of these designs, in Section 3, we shall
present a tool that assist developers in the implementation of applications
following a mobile-centric architecture. This development tool is focused
on using OpenAPI for specifying the app’s behaviour and Firebase Cloud
Messagging (FCM) [1] for supporting for communication and interactions
with it.

2.1 OpenAPI

Currently, there are many tools that facilitate the specification and deploy-
ment of applications. One of them is OpenAPI, which was created to stan-
dardize the description of RESTful APIs [12]. With it one can specify APIs
using its standard, and through code generators such as OpenAPI Generator
[3], get the skeleton of the application from both the server and the client.
However, these facilities are not available for other architectural styles, such
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as mobile-centric. The current capabilities of mobile devices allow them to
also be mobile cloud environment having different APIs deployed on them
processing and storing data and serving the information to third entities.
This is especially useful in rural environment that have an intermittent con-
nection.

2.2 Firebase

One of the major problems of mobile-centric applications, especially those
deployed in closed or not completely open operating systems, is the com-
munication between consumers and the providers, as it is limited by privacy
and security policies. To solve this problem, services offered by Google, Fire-
base Cloud Messaging (FCM) [1], can been used to interact with the devices
through Push notifications.

There are other similar messaging protocols such as MQTT [2] or Rab-
bitMQ [5]. These can also be used is this design. In fact, MQTT is already
included, but it has not been specified because the focus of this paper is in
the general workflow. The advantage of FCM is that its integration is easier
in Android-based applications.

FCM can send messages through the Firebase Admin SDK or through
HTTP or XMPP protocols. These messages can be received through push no-
tifications to iOS, Android or Web (JavaScript) devices. This system allows
one to send a message directly to a single device or a set of them through
’topics’. FCM has the property of storing messages in a queue for a while
until the device has Internet connection. It is an asynchronous communica-
tion method, therefore, it can be used in places with an intermittent internet
connection.

3 Generation of Mobile-Centric Applications

In this section, the process to generate mobile-centric applications and APIs
for Android devices is explained. As can be seen in Figure 2, in the first step
"API Definition" the API features are defined, this task will be done through
the OAI (OpenAPI) Specification following the same notation as if it were
to be developed and deployed on a cloud environment. The API specification
will describe the different resources and endpoints that it will have available
to be invoked.

In the second step "Generate base code" generates the skeleton code
of the API. Currently, there are no tools to facilitate this task for this type
of architecture as discussed above. In order to offer this functionality, the
OpenAPI Source Code Generator has been extended so that the skeleton of
services or functionalities can also be generated to be deployed on Android-
based mobile devices. Thus, these services can be consumed by third entities
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as if they were deployed in an cloud environment. To that end, the source
code to simulate the communication logic of an APIRest is also generated,
reducing the effort required by developers. This communication logic has be-
ing simulated using Firebase Cloud Messaging, Thus, first, any third party
can invoke the offered services and, second, the services can also be con-
sumed asynchronously, providing support to the consumption of this infor-
mation in environment with an intermittent Internet connection.

Therefore, having the application generated in the second step, in the
third step "Deployment", developers only have to finalize the implementation
of each feature and configure the Firebase Cloud Messaging services to be
able to deploy it.

Finally in the fourth step "Requests" with the application deployed, we
invoke the resources defined through any service invocation tool.

Fig.2. Steps to Generate Mobile-Centric Application.

Following the described scenario, with this new proposal, as can be seen
in Figure 3, all the data collected from both the devices and the smartphone
itself will be stored on the smartphone. To access this data, relatives and
healthcare professionals will only have to invoke the necessary smartphone’s
services through a client application to obtain the sensed information. The
services invocation is done asynchronously, so if Pedro does not have Inter-
net coverage when the request is made, the request (asynchronous) will be
sent and it will be stored in the Firebase’s queue waiting for Pedro to have
connection. Once he has Internet connection, it will reach Pedro’s phone and
the requested data will be sent to the doctor’s app.

Below an extract of the OpenAPI specification for the Health Monitor-
ing application of the described scenario can be seen. As discussed earlier,
this specification uses the same notation that could be used to implement it
in a cloud environment. Obviously, the main difference is that the services
have to be designed to offer and provide the specific information stored in a
mobile device.
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Fig.3. Mobile-Centric Architecture.

1 openapi: 3.0.1
2 info:
3 title: Health Monitorization
4 description: This application monitors the health constants
5 of users to keep track of their health.
6 version: '1.0'
7 termsOfService: 'https://healtmonitorization.spilab.es/terms'
8 contact:
9 name: Health Monitorization

10 url: 'https://spilab.es'
11 email: info@spilab.es
12 paths:
13 /health:
14 get:
15 tags:
16 - Health
17 summary: Gets a health constants.
18 description: Get several health constants from a patient.
19 operationId: getHealthConstants
20 parameters:
21 - name: patientID
22 in: query
23 required: true
24 schema:
25 type: number
26 format: double
27 responses:
28 '200':
29 description: Successful response
30 content:
31 application/json:
32 schema:
33 $ref: '#/components/schemas/HealthConstants'
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34 '404':
35 $ref: '#/components/responses/404NotFound'

With the specification shown above, the OpenAPI Source Code Generator
performs the conversion and generates a project with the API’s skeleton. The
generation of the source code is done as follows: the title of the specification
"Health Monitorization" is used as the identifier and name of the applica-
tion; each tag, in this case only Health, groups all the endpoints it contains
(in this case only getHealthConstans); then, each tag is transformed into a
resource or Android service (Class) that exposes those endpoints; finally, for
each endpoint a specific method is created for developers to implement the
concrete behaviour.

Thus the HealthResource class that is shown in listing 3, groups all the
endpoints belonging to the Health tag. This class is formed by a first method
called "executeMethod", which contains a switch to redirect the request to
each specific endpoint. In this case, the OAI generator only generated one
endpoint getHealthConstans (as was defined in the specification). This is the
only method that have to be implemented by the developer, in addition to the
Firebase configuration. Finally, the generated API also contains an auxiliary
method to return the request results.

Listing 1.1. Code generated by new version of OpenAPI Generator.

public class HealthResource {
...
public void executeMethod(HealthResponse response){

healthResponse=response;
switch (response.getMethod()){

case "getHealthConstants":
getHealthConstants(response.getParams().getuserID());
break;

}
}
public HealthConstants getHealthConstants (Double userID){

//TODO
return null;

}
...

}

Firebase Cloud Messaging (FCM) cannot be directly used to implement
the same communication logic as an APIRest, the communication between
consumers and providers have to be asynchronous. For environment with
an intermittent connection, an asynchronous communication is an advan-
tage. FCM saves the requests in a queue for a while, so if the from which
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we want to get information do not have Internet connection, there will be
no problem, requests will reach devices once they have it. In addition, the
integration with this communication method is generated automatically by
the tool when the mobile application is generated. An implementation for
synchronous communication could also be generated, but it is out of focus
of the paper.

Having the application deployed, it is possible to invoke the services us-
ing any REST client. The following listing shows the structure to invoke the
service from which one can obtain the vital signs of a patient using the de-
fined API. The structure general of the request is the same for every appli-
cation, the Url and the type of Method don’t change. In the Header, it is
necessary to put the Authorization Key that Firebase provides in the project
configuration details. Finally, the structure of the Body is also the same for
every application, obviously, it has to be adapted to its corresponding meth-
ods, parameters, etc .

– Url: https://fcm.googleapis.com/fcm/send
– Method: POST
– Headers:

• Content-Type: application/json
• Authorization: key=<Key obtained from Firebase configuration>

– Body:

18 {
19 "to": "tokenId or topic",
20 "data":{
21 "resource": "Health", --Endpoint
22 "method": "getHealthConstants", --Method (operationId) of Endpoint
23 "sender": "158.49.112.1/result", --Address to send reply
24 "params":{ --Parameters of the method
25 "patientID": 2458372
26 }
27 }
28 }

The tools presented in this paper, facilitate the development of applica-
tions following a mobile-centric style, promoting their use and also covering
problems, such as those presented in disconnected environments.

4 Related Work

There are few commercial tools that support other architectural styles, such
as mobile-centric, peer-to-peer or other fog-based styles. However, at the re-
search level, more and more proposals are presented fostering the use of the
available specification and resources to generate the source code and facil-
itate the development process of any application following these alternative
styles.
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As we have seen, the popular OAI specification is very useful for defining
applications, including generating new styles by creating or expanding its
code generators. In [15], the authors propose WoTDL2API. WoTDL2API is
a tool to generate a RESTful API with a web interface from an OAI specifi-
cation. The generated API has the goal of generating and deploying a web-
based RESTful interface obtained from the WoTDL descriptions to provide
interoperability between different IoT devices that communicate with differ-
ent communication protocols (Zigbee, Bluetooth, RFID, ...).

However, this solution doesn’t cover our connection problem in rural en-
vironment. Although it is possible to deploy the API on a local network not
relying on 3G / 4G connections, it requires Internet coverage to receive re-
quest from third entities that are not connected to the same local network.

On the other hand, in [9] they propose a system to download general-
ized applications with strict delay requirements as stateless functions on
edge nodes with available computing capabilities. The execution of func-
tions passes through edge nodes with sending capabilities, which are ideally
located as close as possible to end users and is highly scalable. They have
shown that this distributed architecture works better than a centralized ap-
proach but still does not cover the problem regarding the bad or intermittent
connection that occurs in most rural areas.

With these works, we see that tools are needed to support the deployment
of applications in environments with intermittent connectivity and following
a mobile-centric style.

5 Conclusions

The increase of the computing capabilities of end and neart-to-the-end de-
vices opens the possibility to the application of architectural styles that until
now could only be used in very specific scenarios. Thanks to these emerging
architectural styles, one can solve some problems that exist today. This pa-
per exposes the lack of tools helping in the development of these alternative
architectures.

In this paper, we have presented a tool that automates the creation of the
skeleton of an application following a mobile-centric style, thus promoting
its use and advantages such as, for example, in disconnected rural environ-
ment.

Currently we work, first, on analyzing the impact of using these tools
and if they would increase the application of these alternative architectural
styles. In addition, we are also working on providing support to other emerg-
ing architectures such as Fog Computing.
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Abstract. Food is one of the fundamental pillars of our lives, and that
of the elderly as well. In many cases, elderly people do not follow a bal-
anced diet according to their vital needs. Nowadays, there are technolog-
ical solutions that help in the daily activities of the elderly and indicate
which foods they should eat. But all of these solutions require atten-
tion and manual registration. Therefore, we propose an application for
smartphones that assists in feeding the elderly through the realization of
a photograph of their pantry. This application uses Artificial Intelligence
techniques such as Machine Learning and Deep Learning.

Keywords: Elderly · Smartphone · Food-inatake monitoring

1 Introduction

At present, the world is experiencing population-aging, a trend that is both
pronounced and historically unprecedented. Over the past six decades, countries
had experienced only a slight increase in the share of people aged 65 years and
older, from 8% to 10%. However, in the next four decades, this group is expected
to rise to 22% of the total population, a jump from 800 million to 2 billion people
[1].

This trend is even more worrying in rural regions, for example, Extremadura
in Spain or Alentejo in Portugal. This kind of regions have lower population
density than the average, and they keep losing its young population to more
socioeconomically developed regions. Therefore, they have a higher-than-average
aged population while being economically disadvantaged with a fragile cultural
and socioeconomic context. Additionally, due to low population density and
youth migration to richer regions, elders frequently live alone [2].

Aging in these regions is not a problem by itself, at least not directly. How-
ever, as people become older, they are more prone to diseases such as cognitive
impairment, diabetes, hypertension, and cardiovascular problems. Di↵erent stud-
ies indicate that a significant number of these diseases related to aging have their
origin in deficient nutrition [3].
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Elders are a particularly disadvantaged group with respect to nutrition, es-
pecially if compared with the rest of the population in developed countries [3].
Frequently, the elderly su↵er changes in their nutritional patterns that, in some
cases, can cause significant damages to their physical condition. For instance,
some older people change their dietary habits, increasing their intake of greasy
and salty food, or decreasing the total ingested food. This change of patterns
usually leads to important-nutrient losses that directly influence the health of
older people [4]. Deficient eating habits can cause serious problems in the func-
tion and cognitive status of elders, in addition to a higher rate of mortality, such
as due to cardiovascular problems or anorexia episodes [5].

During the last few years, important research e↵orts have been devoted to
various aspects related to feeding, not only for aging populations but also for
the general population, addressing di↵erent nutritional disorders. One of the
main objectives of the scientific community is to precisely monitor and identify
nutritional patterns and ingested by elderly people. Di↵erent studies have shown
that elders’ nutritional patterns are a valid parameter for predicting their quality
of life [6] [7] [8]. Specifically, there are approaches in this area to propose new
algorithms, techniques, or systems for improving food-intake monitoring.

Food-intake monitoring is intended to acquire information, such as the num-
ber of vitamins, minerals, and other substances ingested by a person [9]. This
information is then used for the identification of nutritional patterns and the
detection of nutritional problems. Most works in this field focus on the state
of nutrition and their relationship with di↵erent diseases, such as obesity [10],
Alzheimer’s disease [11], depression [12], and metabolic syndrome [13].

In general, these approaches propose to periodically carry out di↵erent sur-
veys to the elderly in order to know their food-intake patterns, what their ill-
nesses are, and the evolution of both. In this process, the prevalent method of
diet monitoring is manually recording survey results [14] [15] [16]. However, this
is a tedious process that ends with a low adherence rate, reducing its long-term
e↵ectiveness [17] [18]. To address the problem presented by manual recording,
numerous technological solutions have been proposed. These solutions introduce
the use of a wide range of devices, technologies, and algorithms to automatically
identify di↵erent aspects of the food-intake process, like the type of food being
eaten and the amount of ingested calories, or identifying the person ingesting
the food.

However, food-intake monitoring solutions have additional di�culties when
taking into account the circumstances of an aging population, particularly when
the monitored elders live in rural environments like the ones mentioned above.
The lack of infrastructure, the low average technical skills of people living on
these regions, the loneliness of elders, etc. hinder the deployment and use of
food-intake monitoring systems. A study of the existing proposals is necessary
to know if they can be deployed in these environments.

Continuous nutrition monitoring is essential to influence positively the nu-
trient content of the food supply and meet the changing nutrition needs of the
population. Nutrition scientists in the food industry use nutrition monitoring
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data in a variety of ways that include developing nutrition communications for
consumers and health professionals, guiding product development and reformu-
lation, and applying research applications [19].

In this paper, a application making use machine learning and deep learning
techniques for food-intake monitoring is presented focused on the coverage of
the requirements the elderly living in rural and low populated regions. This
research is part of an European project (International Institute for Research
and Innovation in Aging - 0045-4IE-4-P) granted to improve the quality of life
of elder people living in rural environments.

The rest of the paper is structured as follows. Section 2 presents the moti-
vation for food-intake monitoring of aging populations in rural areas. Section 3
describes the proposed solution for food-intake monitoring making use a smart-
phone. And finally, Section 4 concludes this work.

2 Motivation

Monitoring food-intake in an aging population is important for detecting nu-
tritional problems and, thus, be able to prevent related diseases. As mentioned
above, one of the cheapest and less intrusive ways to perform this monitoring is
through technological solutions, because methods relying on external supervisors
can be complex, expensive and inaccurate, as the supervisors themselves are not
involved in the eating activity and mostly rely on visual observation.

Existing monitoring systems usually focus on technical aspects related to
automating the monitoring process, and improving precision in food and intake
detection. Aspects like overall user impression, social acceptance, or system out-
puts are often considered. However, most works do no take into account the
specific context in which the systems are deployed. This is particularly relevant
in the case of elders living in rural regions, since several aspects have to be taken
into account to make them viable for these environments.

Fig. 1. YourPantry Application.
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3 Proposed solution

The details related to the design and development of the proposed application
will be detailed below. The architectural aspects of the software application, the
navigation diagrams, the visualization screens and the details of the development
of the solution proposal will be detailed below.

3.1 Architectural Design

As can be seen in Figure 2, the architecture is composed of three layers: Presen-
tation layer, Domain Logic layer and Data Source layer.

Fig. 2. Architectural design

The three-layer architecture is a type of architecture used in the large ma-
jority of systems. It is usually used in systems that implement a business model
such as an online store, an application to manage certain data, etc..

The complete data management system will have a database to store that
data and a user interface that will be the interface with which users interact.
In addition, a part of the system will be in charge of processing the data and
managing what is done with it. The three-layer architecture divides the system
into three distinct parts, so that each layer only communicates with the lower
one.

– Presentation Layer. All kinds of utilities o↵ered in Android will be used in
order to have a clean and minimalist user interface. Basically it constitutes
the whole visual part of the application. Its only function is to pass the user’s
actions to the business layer.
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– Domain Logic. This layer manages the application logic. It is where they
say what to do with the data. It will carry out the business logic of the appli-
cation, where it will communicate the user interface with the data needed for
the application. This will be reflected in the Classifier (will be responsible for
analyzing the image and processing before showing them), will also perform
a results management (edit, delete and insert) as well as a management of
the pantry and shopping list. Other elements will also appear here such as
the adapters that will help us to show the data in the di↵erent lists of the
application through (in this case) the RecyclerViews. It will be connected to
the persistence layer in order to perform its functions.

– Data Source. This layer is in charge of saving the data. It will be where
you manage everything related to the database and the creation, editing and
deletion of data from it. The application will have local persistence, we will
store all the information of the pantry and the shopping list in a database.

3.2 Navigation Diagram

Next, as can be seen in figure 3, the navigation diagram is detailed, that is, the
di↵erent screens that the application will have:

– Home screen: it is the main screen of the application and from it the user
can access the other screens through the di↵erent buttons.

– Analysis screen: in this screen, the results obtained by the classifier are
shown, in this screen we will be able to edit the results if there was some
error, before inserting it in the pantry or in the shopping list.

– Pantry contents screen: the contents of the pantry are shown in a list.
– Shopping list contents screen: this screen shows in a list, the contents of the

shopping list, each product will contain a check to mark the products we
have purchased and have a control.

Fig. 3. Navigation diagram.
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3.3 Visualization Screens

Next, as can be seen in figure 4, the screens of the YourPantry application are
shown following the navigation diagram shown above. The application’s interface
is simple and intuitive for anyone, including seniors, can use it.

Fig. 4. Visualization screens.

3.4 Development Solution

Once we have described the system architecture, the navigation diagram and the
screen visualization of the application, we will proceed to detail the development
process. In which a process of preparation, training and optimization of the Deep
Learning model has been carried out with Tensorflow.

The current image recognition models have millions of parameters. Training
them from scratch requires a lot of training data and a lot of computing capacity
(hundreds of hours of processing with a GPU).

In the same way, Transfer Learning is a technique that greatly simplifies this
training process by taking a model that has already been trained and reusing it
in a new one.

For this work we will reuse the feature extraction capabilities of the powerful
image classifiers trained in ImageNet (MobileNet in this case) and form a new
classification layer at the top for our purpose.

To start training the model, it is necessary to have a set of images so that
it can be trained, in this work, following the proposed requirements, the model
must recognize a considerable amount of food products.
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The images used in this work have been obtained from ImageNet. For the
retraining of the MobileNet model a script has been used that provides us with
Tensorflow in a Codelab.

Once the model has been re-trained, the mobile application is generated with
this model, and then the comparison is made with the images taken from the
camera.

4 Conclusions

Today, society’s food consumption is losing quality. The diet followed by people
does not follow the recommendations of health experts, leading to di↵erent dis-
eases, such as diabetes or cardiovascular disease. And in the elderly sector it is
no di↵erent.

This paper presents an application for smartphones for the food monitoring
and for the recommendation of diets according to the needs of each elder, making
use Machine Learning and Deep Learning techniques.

The project is in the verification and validation phase, although satisfactory
results have already been obtained with the first tests carried out.
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Abstract—The high penetration and acceptance of smart
devices has encouraged the development of IoT applications.
The increase in the capabilities of these final devices has
also led to the development of paradigms such as Fog and
Edge Computing. Through these new architectural paradigms,
developers can exploit the capabilities of the end devices to
store, process and provide services, in order to improve the
application by reducing the response time and the network
overload. Currently, most applications are developed following
a Server-Centric architecture because there are a lot of tools
facilitating their development. However, these types of tools are
not available for these emerging paradigms, which means an
extra effort for developers. This paper shows a tool that semi-
automatize the generation of applications based on the Edge
Computing paradigm, thus reducing the developers’ works and
the application of these new architectural paradigms.

Index Terms—Microservices, Android, Microcontroller, Ope-
nAPI, Edge Computing

I. INTRODUCTION

During the last few years, the capabilities of Internet-
connected devices have increased enormously. Their process-
ing and storage capacity have multiplied in order to be able
to sense and/or process more information [1]. This increase
has led to the development of the Internet of Things paradigm
[2], in which these devices are used and coordinated to make
people’s life easier.

IoT applications require devices to be almost constantly
sensing the environment, processing the gathered data and
executing some actions for adapting the environment. For these
applications to be really useful and accepted by end-users, they
have to fulfill very stringent requirements regarding response
time, location-awareness, etc. [3].

To meet these requirements, new paradigms such as Fog
Computing, Edge Computing or, even, Mobile Centric archi-
tectures [4] have arisen for deploying applications closer to the
end-user [5]. Fog Computing aims to to provide computing,
storage and networking services between end devices and
traditional cloud computing data centers. On the other hand,
Edge Computing brings computational and storage capacities
to the edge devices. Among other benefits, these paradigms
reduce the network load and dependency on the cloud envi-
ronment; improving the response time and providing better
user experience. For example, using data closer or even inside
the end device.

Currently, the predominant paradigm for deploying applica-
tions or APIs has been the Server-Centric or Cloud-Centric.

In which the data gathered by IoT devices is sent to the cloud
where it is stored and processed. Initially, that architectural
style was applied because Internet-connected devices did not
have enough capabilities for processing the gathered data [6].
It is still the most applied and used architectural style. This
is because currently there is a myriad of tools and services
facilitating the development of applications applying this style.
For instance, OpenAPI [7] allows one to generate some of the
code for both the server and the client from an application
specification. Likewise cloud environment providers such as
AWS [8] or Google [9] provide different tools.

Nevertheless, the number of tools providing support for the
application of Fog, Edge or Mobile-Centric styles is much
lower. This is because end devices or IoT devices were initially
conceived as simple clients, not as cloud environment. In
addition, in order to improve the security, they have a closed
operating system. Therefore, implementing application making
use of these paradigms require an extra effort by developers
and a higher cost for software companies.

In this paper, we present a tool that helps developers to
implement and deploy APIs on end devices, in order to
easily apply the Edge and Mobile-Centric paradigms [10].
Concretely, it allows developers to deploy an API on Android
devices and microcontrollers. To that end, common tools that
are usually used by developers when they apply a Server-
Centric paradigm have been adapted, reducing the impact
and the learning curve. The presented approach requires an
application designed with the OpenAPI specification. That
design is used for generating the scaffolding of the application
and all the communication interface required for deploying it
on end devices.

The rest of the paper is structured as follows. Section II
shows several related works. Section III explains the tool. Sub-
section III-A explains the process of deploying applications
to end devices. Section IV describes a demonstration example.
Finally, Section V details the conclusions.

II. RELATED WORK

Few commercial tools support architectural styles such as
Edge or Fog-based styles like AWS IoT Greengrass [11] or
Azure IoT Edge [12]. However, at the research level, more and
more proposals are presented fostering the use of the avail-
able specifications and resources to facilitate the development
process of any application following these paradigms. For
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instance, Noura et al. propose the WoTDL2API tool, which
automatically generates a RESTful API for controlling differ-
ent IoT devices [13]. This API is generated from an OpenAPI-
based specification and using its toolchain for code generation.
The generated source code can be deployed on peripheral
devices, such as gateways, routers, etc. Nevertheless, it cannot
make use of the capabilities of end devices.

In [14], the authors present a virtualization of IoT devices
to improve response time for intelligent city applications. In
the proposal, they apply a shared use of microservices and
dynamic scaling of resources to improve the use of computing
resources and the quality of the application. In [15], the authors
also present a modular and scalable architecture based on
lightweight virtualization. The modularity provided, combined
with the orchestration provided by Docker, simplifies the
administration and enables distributed deployments, creating
a highly dynamic system. Both approaches distribute the
computing load among different layers. However, the data is
stored in a cloud layer. Besides, they do not provide tools for
developers to easily apply their approaches.

In this paper, we present the modification of existing tools
for applying the server-centric architectural style in order to
also be able to deploy APIs on end devices, making the
application of the Edge paradigm easier.

III. APIGEND - API GENERATOR FOR END DEVICES

Currently, the specification and development of microser-
vices are supported by a large number of tools that facilitate
the work of the developer. Specifications such as OpenAPI are
widely used to detail an API, generate documentation, perform
tests and even, generate the API skeleton. This type of tools
can generate the source code for different technologies such
as Node.JS, Kotlin, JAX-RS, etc., but they focus on deploying
the API on a server or on a cloud environment.

This section shows an extension of the OpenAPI Generator
[16] to create and deploy an API on Android-based end de-
vices (from API 23) and microcontrollers (ESP32), simplifying
the development of these applications. In this way, these APIs
can be consumed by third parties as if they were deployed on
a cloud environment.

A. Deployment Process

APIGEND is part of a set of steps you need to follow
to deploy APIs on end devices. This process can be seen in
Figure 1. These steps are:

Fig. 1. Deployment Process.

1) API Definition. In this step, the API characteristics are
defined, this task will be done through the OpenAPI

Specification following the same notation as if it were
developed and deployed on a cloud environment. The
API specification will describe the different resources
and endpoints that will be available to be invoked.

2) Generate Base Code. In this step, the API base code
is generated with the presented tool. The tool also
generates the source code to simulate the communication
logic of an API Rest, reducing the effort required by
developers. This communication logic has been im-
plemented using Firebase Cloud Messaging [17] (for
Android devices only) and MQTT [18], being able to
decide during the generation of the source code what
type of communication should be used.

3) Deployment. In this step, the developers only have to
finish the implementation of the generated API and
configure the messaging services.

4) Requests. Finally, with the deployed application, one
can invoke the defined resources.

IV. DEMO CASE

In this demo, we will show attendees how to perform the
whole process to deploy an API in an Android device and
ESP32 Microcontroller and invoke the available services. We
are going to define an API called Event Alerts. This API
serves to post different cultural events within an area. You
can also get the preferences of different users to organize
events more adapted to them. Each device will represent a
fictitious user and, therefore, each one will be able to alert
with an event to the other users. They will also be able to
obtain the preferences of each one to know which event is the
most suitable to organize.

The steps to be realized in the demonstration are described
below (following the steps described in Subsection III-A).

1) API Definition. We define the API with the OpenAPI
Specification (OAS). This API will contain two mi-
croservices or endpoints:

a) Post Events: This microservice is a POST type
operation in which in the body of the request
an object Event is included, which contain the
information of the event and the area (lat,long,rad)
in which we want to publish the event.

b) Get Users: This microservice is a GET type op-
eration that will take as parameters the area from
which we want to get the users’ preferences. This
microservice will return the the user’s information
in an object detailing the user’s id and a list of
strings with their preferences.

2) Generate Base Code. In this step, the API base code
is generated with APIGEND. For this demo, the MQTT
communication interface will be used, as is shown in
Figure 2.

3) Deployment. In this case, the MQTT communication
interface of both devices will be configured, indicating
the IP address and port of the MQTT broker and a
small implementation will have to be made to send a
predefined request from both devices.
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Fig. 2. Parameters to generate the Android application using the MQTT
library.

4) Requests. After the deployment, we will be able to
make requests. In this demo, both devices will be able
to send predefined requests, the Android device will do
it through a button in the application and the microcon-
troller through a physical button. As for the reception,
the Android device will receive a push notification and
will display the information in the main screen of the
application as shown in Figure 3. The microcontroller
will display the alert information a screen associated to
the microcontroller.

Fig. 3. Notifications received on the Android device

V. CONCLUSIONS

The increase of the computing capacities of the end de-
vices opens the possibility to the application of architectural
paradigms that until recently could only be used in very
specific scenarios, obtaining benefits such as lower latency and
lower consumption of network traffic. This paper discusses the
lack of tools to help in the development of these alternative
architectures. Therefore, it presents a tool that automates the
creation of the skeleton of an API in order to be easily

deployed on final devices such as Android devices or micro-
controllers. This approach is based on tools weel-known by
developers, so it reduces the learning curve and expands the
target audience that could apply it.
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I. INTRODUCTION

This artifact is a guideline for the generation of APIs
through the APIGEND (API Generator for End Devices) tool.
This tool is an extension of the OpenAPI Generator [1]. It
originally allows developers to create both the client and
server side through an OpenAPI Specification with a Server-
Centric style in different languages. The extension developed
also allows one to generate APIs for end devices, specifically
for Android devices and ESP32 Microcontrollers, making the
application of the Edge [2] and Mobile-Centric [3] paradigms
easier.

II. REQUIREMENTS AND DEPLOYMENT

APIGEND is a web application developed with Spring1and
uses Mustache’s templates2 for code generation. APIGEND
can be deployed locally using the development environment
by running the openapi-generator-online module as shown in
Figure 1, on a Docker3 container as it has a DockerFile or
directly on a cloud environment. This last option has been
followed for deploying APIGEND on Heroku4 and which can
be accessed through the following link:

https://openapi-generator-spilab.herokuapp.com

The source code can be dowloaded from the following
public Bitbucket repository:

https://bitbucket.org/spilab/openapigenerator

III. GENERATING APIS

This section shows the complete process to generate APIs,
specifically for Android devices with MQTT [4] as com-
munication protocol, although to generate APIs with other
languages, the procedure is practically the same.

When we access the web interface we have three sections
(Gen-Api-Controller , Clients and Servers). We will have to
access the Servers section and the endpoint called ”Generates
a server library” as shown in Figure 2.

1https://spring.io
2https://mustache.github.io
3https://www.docker.com
4https://heroku.com

Fig. 1. Module Package.

Fig. 2. Web Interface.

To generate the API for an Android device with MQTT, we
must select the option Try it Out. This will allow us to specify
the parameters required for generating the API. Concretely, we
have to specify in framework the ”android-server” option. In
the parameters section, we have to indicate in ”openAPIUrl”
the url of the API specification and in ”options” we have to
indicate as library, ”mqtt” (if no library is indicated, by default
it is generated using Firebase Cloud Messagging [5]). Figure 3
shows an example for the use case that will be followed during
the demo.

To generate the API, click on the Execute button and if
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Fig. 3. Parameters to generate the Android application using the MQTT
library.

there is no error in the specification, we will get as a result a
JSON. Inside the JSON, the link option specify the URL for
downloading the application as Figure 4 shows. If we copy and
paste it into the browser bar, a .zip file with the API generated
will be downloaded automatically.

Fig. 4. Correct Generation.

IV. DEPLOYING APIS ON END DEVICES

In this section, we will proceed to show how the deployment
could be done for Android devices. Having downloaded the
.zip file, it have to be unzipped in order to finish the implemen-
tation of the different endpoints defined in the specification and
also to configure the MQTT communication protocol. To do
this, it is necessary to access the MQTTConfiguration.java file
located in the following path:

src/main/java/org/openapitools/server/
service/

In the file, we must introduce the IP and the port of the
MQTT broker to which we want to connect the API for the
reception of requests.

Fig. 5. Android Configuration.

V. REQUESTS ON END DEVICES

This section explains the structure that has to be followed
to invoke an endpoint employing MQTT. The Listing 1 shows
the content of a request to one of the endpoints declared in
the Event Alerts API5. This is the specification that will be
used during the defined demo.

The different parameters that have to be specified are:
• resource: this parameter corresponds to the names of the

Tags created in the specification. There are two in this
specification, Event and Location.

• method: corresponds to the operationId of each endpoint
in the specification.

• sender: this parameter is automatically included in the
Response of the API (it is not necessary to indicate it in
the specification), it can be useful to introduce, to which
client we want to respond to. In this case, the sender’s
topic is specified to receive the reply.

• params: in this parameter are included the objects or
parameters that go in the request. In this method, the
specification has a request body with the Event object
schema as a parameter.

The MQTT topic for sending requests to the API is the title
of the specification without spaces. In this case, EventAlerts.

Listing 1. Content of an Event Alerts API request.
{

"resource": "Event",
"method": "postEvent",
"sender": "client3248",
"params": {

"event": {
"id": 1,
"title": ’Football Match!’,
"description": ’Football match at 11:00 in CC’,
"location":{

"latitude": 38.514377,
"longitude":-6.844325,
"radius": 200
}

}
}

}
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Abstract. Advertising has become the most important source of in-
come for a significant number of web-based companies. This income is
usually dependent on the personal information that companies gather
from their users which has led them to create very rich profiles of their
users. However, these profiles do not follow any standard and are usu-
ally incomplete in the sense that users provide different subsets of in-
formation to each platform. Thus, the quality and quantity of the data
varies between applications and tends to inconsistency. In this context,
the SOLID initiative proposes an alternative to decentralize the user in-
formation giving them complete ownership of their information. In this
demo, we propose a proof of concept in which SOLID is used to store the
user information in their mobile device, following the People as a Service
paradigm to provide this information as a service to third parties.

Keywords: SOLID · Mobile-centric architecture · Advertisement · Per-
sonal Data · Smartphones.

1 Introduction

Advertisement on the Internet is based on very specific targeting, so the right
products are proposed to the appropriate public. Therefore, it is critical to iden-
tify user preferences and interests [1]. Moreover, corporations invest a lot of
money in obtaining relevant data about their users. This background is used
to better understand how to focus the marketing campaigns and advertisement
of trademarks and products. Enterprises, like Facebook or Google, mainly base
their business model on the management of this kind of information [2].

Companies using this business model are under the obligations imposed by
the different personal data protection laws existing around the world. However,
the potential of these companies to infer more complex information [3], which
can be used for private ends or politics interests [4] is a current concern. Also,
the lack of any storage standard implies that each enterprise maintains their
own set of information, causing a big duplicity of resources. Additionally, data
leaks suppose a potential threat for users who can find their data exposed. This
problems were already brought to the public attention in cases like Cambridge
Analytica [5]. An example of these problems can be music streaming platforms.
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A user that plays music 90% of the time in an application (e.g. Spotify) and 10%
of the time in another (e.g. YouTube), would have accurate recommendations
in the first one but poor in the second one. The user would also have two music
listening profiles, each of them incomplete.

To address this, different projects are trying to establish an alternative model
for personal data management. One of the most relevant works in this area is
the SOLID initiative [6], a movement conceived by the World Wide Web ideator,
Tim Berners-Lee. This project proposes the use of PODS (Personal Online Data
Stores) to store personal information. Thus, external applications which require
the information must be authorized by the PODS manager and they have to
actively request the information.

In this demo, we present a prototype that integrates a SOLID PODS into a
smartphone. This idea is based on the People as a Service (PeaaS) [7] paradigm.
PeaaS propose to use smartphones as a virtual representation of their owners.
Thus, the paper is organised as follows. First, Section 2 briefly describes some
alternatives for massive data storage, explaining the relevance of SOLID and
PeaaS. Second, Section 3 specifies the details about the presented demo and how
the PODS is integrated to allow the smartphone to serve the user information
as a service. Finally, Section 4 draws some conclusions about the paper.

2 Background and Related Work

The management and storage of personal information have elicited multiple
works which try to bring transparency and control for the users. The SOLID
initiative [6] is the most popular focused on personal information management,
but it is not the only one which introduces an alternative models for data stor-
age. There are also several works based on a distributed network where data
storage is decentralized. Examples of these are [8], [9], [10] or [11].

The HAT project [8] (Hub of All Things) is similar to SOLID in the sense that
it proposes a centralized entity to store the personal information. This centralized
microserver provides the users’ personal information. Thus, external applications
consume the provided data without having to privately store it. It is a proposal
which shares the purpose with SOLID, nevertheless, it is more centered on how
to distribute the information with the external entities while HAT brings a model
based on the combining, production and exchange of information.

Freenet [9] was originally born to fight censure and guarantee anonymous
navigation. Thus, it distributes the information along with the network compo-
nents, sharing bandwidth and storage space. Moreover, Freenet is based on the
same principles as blockchain and support the delocalization of massive storage.

The Dat Foundation [10] promotes universal access and distribution of knowl-
edge, avoiding data monopolies and private massive storage. The initiative has
mainly boosted the Dat Protocol, which provides a peer-to-peer tool for dataset
sharing. Furthermore, the system implements the tracking of data version [12],
following the free software philosophy.
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The Threefold Network [11] is an ecosystem for technology development
which provides communication tools based on three main concepts: equality,
freedom and sustainability. Thus, the project proposes a peer-to-peer model
where data is only stored by the owner entity.

These three approaches bring alternative models for information storage and
interactions between network elements. Nevertheless, the collaborative nature of
the projects and the data scalability do not provide a concrete pattern to stan-
dardize personal information storage. SOLID is a proposal focused on changing
the paradigm of data management and bringing real privacy to users. For that
purpose, the users’ personal information is kept in PODS, entities which work as
a user profile and manage requests from external apps. The PODS is managed
by the own user, who specifies the personal information and the applications
which can access to this data. Thus, the user must approve external demands,
becoming able to revoke the access anytime. As a result, personal information is
separated from applications which must actively demand the data and remain
authorized.

In this paper, we present a solution which integrates the SOLID philosophy
into PeaaS [13], a paradigm that proposes the use of smartphones as a virtual
representation of their owners. Due to the amount of sensors present in those
devices and their pervasive presence in society they are the perfect tool to gather
users information. Moreover, thanks to their computation capabilities, the user
profiles gathered in smartphones can be used in a variety of ways.

Additionally, as detailed above, SOLID provides a solution to manage the
user information in a single profile. This goal is perfectly aligned with the PeaaS
paradigm, which needs a storage mechanism for the user virtual profile. Thus,
this demo brings an integration between these two works, drawing on the pos-
sibilities of the smartphone. In the next section, we present an overview of the
proposed solution and how external applications interact with the system.

3 Storing and accessing SOLID information in PeaaS

This paper proposes a proof of concept for personal data storage on smartphones
using Solid under the PeaaS paradigm. The proposed solution deploys a PODS in
a smartphone, serving as provider of the personal data to authorized applications
which demand it. As a result, the personal information is stored in the user’s
device, managing external accesses and getting a full control of the data.

The proposed solution is based on two main elements: an smartphone, which
serves the data and performs the storage process, authorization control and
definition of the information; and an API gateway, an intermediate layer which
is in charge of communicating the external requests with the user device.

The smartphone is in charge of executing a local SOLID PODS. This element
is originally designed to be deployed in web servers. However, for this demo we
have deployed it on an smartphone (technical details to replicate this demo can
be found in 1). Once this process is finished, the deployed application provides to

1 https://bitbucket.org/spilab/solidsituational.context/src/master/
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the user all mechanisms to specify the personal information and manage external
requests. To adapt the behaviour of the PODS to the PeaaS paradigm, it is
necessary to install a PeeaS Application (also included in the above mentioned
repository). This program will be in charge of executing a callback method in the
smartphone when a call from the API Gateway is received. The API Gateway
works as a common layer for all devices, providing the external request with
the communication mechanism to reach the SOLID PODS. Figure 1 shows a
step-by-step guide of the solution.

Fig. 1. Serving data from a smartphone based PODS.

The process begins when an external application requires information from
the user. Since the data is stored in the local PODS, the API Gateway is in charge
of communicating the request to the device. Thus, the process begins when the
external application provides the individual SOLID domain of the data owner
(1). Next, the API Gateway maps the SOLID domain with the corresponding
device, notifying the request and waiting for the smartphone response (2). When
the smartphone receives the notification (3), it executes a callback method in the
PeeaS Application (4) which internally requests the personal data to the PODS
deployed in the phone. When the personal profile information is obtained (5),
the smartphone returns the data to the API Gateway (6), which responds to the
external application (7). This way, the full communication process is completed.
It is important to take into account the API Gateway is a common entity for all
calls and interactions with the phones, becoming a relevant intermediate element.
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Following this working scheme, an example case of use is explained in Fig-
ure 2: Facebook wants to know the geolocalization position and interests of a
concrete user to display custom advertisement. First, it is important that the
user specifies Facebook as a friendly domain in the PODS, otherwise, the infor-
mation request would not be allowed. This way, Facebook application knows the
SOLID Domain of the user, value used to indicate the smartphone involved in
the request. This variable is provided by the user when registration process is
made. Thus, Facebook marks the GPS position and user interests set as desired
information to the API Gateway, performing a GET petition and waiting for the
response. Internally, the API Gateway maps the provided SOLID Domain and
notifies the PeeaS application in the smartphone about the petition. Once the
device is informed, authorization checks are made in the PODS. In the case the
requester application is accepted, a callback method is executed and the SOLID
PODS replies with the GPS position and interests set. As a result, the smart-
phone returns the data to the API Gateway, which provides Facebook with the
demanded information. This working scheme is followed every time an external
app requests a concrete data.

Fig. 2. Process to obtain GPS value and interests data from user PODS.

The proposed solution is based on the interoperation of multiple entities. As a
result, the SOLID PODS works autonomously on the user smartphone, achieving
a real separation between personal information and external applications. Thus,
the governance of the data is entirely placed on the user. As a consequence,
the personal information is managed by the user, becoming able to control the
accesses from external parties.

4 Conclusions

Data governance has become an important issue, specially for online adver-
tisement. Personal information has become an appreciated coin and enterprises
invest important money amounts to obtain the users’ personal information [1].

In this paper, a demo which joins the SOLID philosophy into the PeaaS
paradigm has been provided. Therefore, smartphone devices become personal
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PODS for data storage. This way, the users keep the personal information on the
phone and external applications must request it. Thanks to this, personal data is
integrated into the individual device, allowing the user to keep a full control over
the stored information and the access of external applications. Joining these two
paradigms encourages a change of mind in privacy philosophy while providing a
vanguard technological solution.

Acknowledgment This work has been partially funded by the 4IE+ project
(0499-4IE-PLUS-4-E) funded by the Interreg V-A Espańa-Portugal (POCTEP)
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ABSTRACT In the mobile device market there is a large number of applications to help people monitor
intake or provide suggestions to lose weight and manage a healthy diet. However, the vast majority of
these apps consume a lot of time by having to introduce food one by one. This paper presents the work
to develop and pilot test a new Android application, FoodScan, aimed at people over 70, specially those
from rural environments or with limited technical knowledge, to manage their food from the items that
appear on their grocery receipts, avoiding the obligation to introduce one by one those foods, and generating
recommendations. To achieve this final objective, specific objectives have been completed as indicated in
the methods section. We conducted a review of current calorie control applications to learn about their
weaknesses and strengths. Different algorithms were tested to expedite the introduction of food into the
application and the most suitable for the FoodScan application was selected. Likewise, several options were
taken into account to create the knowledge base of food, taking into account dietary recommendations
for people over 70 years. Once developed, a pilot evaluation was carried out with a convenience sample
of 109 volunteers in rural areas of Caceres and Valladolid (Spain) and Alentejo (Portugal). They tested
FoodScan for a month after which they completed a user satisfaction survey. 93 % (101/109) believed that
the app was easy to download and install, 66 % (72/109) thought that it was easy to use, 47 % (51/109) noted
that the charts with the recommendations helped them with diet control and 49 % (53/109) indicated that
FoodScan helped them improve healthy eating habits. One-month pilot evaluation data suggested that most
users found the app somewhat helpful for monitoring food intake, easy to download and easy to use.

INDEX TERMS MHealth, android, food intake monitoring, elderly, automatic dietary assessment, Web
scraping, optical character recognition algorithm (OCR), user evaluation.

I. INTRODUCTION
The guidelines to follow in any healthy diet are summarized
in: (1) variety in foods; (2) reduce fat consumption; (3)
increase the consumption of complex carbohydrates such as
fruits and vitamins; (4) increase the consumption of fiber-
rich foods; (5) reduce sugar and salt; (6) maintain the intake
of vitamin D and calcium; (7) hydrate; (8) moderate alcohol
consumption; (9) make 4 or 5 meals a day reducing the
amounts in each one; and (10) exercise regularly. Technology
is a highly effective tool for controlling diet and physical
activity [1], [2].

The associate editor coordinating the review of this manuscript and
approving it for publication was Shen Yin.

Overweight, which affects all age groups, has increased
to alarming levels as a consequence not only of excessive
calorie intake but also of being more sedentary [3], [4].
The increase in the production of processed foods, the rapid
urbanization and the change in lifestyles have led to a change
in eating habits.More andmore people are far from their ideal
weight, which is a serious health problem due to related heart
diseases, diabetes, stroke, etc. Eating a healthy diet helps
protect us from malnutrition in all its forms, as well as the
diseases mentioned above. It is necessary to change people’s
lifestyles, controlling the amount of food we eat and start
eating healthier.

In rural areas, with an increasingly aging population and
with medical services distant from their homes, it is observed

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 227915
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that many elderly people who live alone are suffering from
nutritional deficiencies that, in some cases, can cause signif-
icant damage to their physical condition. To determine the
health of the elderly population and avoid these problems,
we should have accurate information about their nutritional
patterns to predict their quality of life [5]–[7].

The objective the FoodScan application is to facilitate the
control of the elder diet, specially of those living in rural
areas. These people have limited technical knowledge and
prefer simple devices. In the development of the application,
it was taken into account that connectivity can also be a
problem. Sometimes the Internet connection does not arrive
in optimal conditions to certain rural areas or they do not
even have any signal. FoodScan is a simple application that
collects the information by scanning the purchase groceries
receipts and that does not require an Internet connection for
its management. We can store food in an integrated way with-
out having to do it one by one. It has been developed for the
Android Operating System, since it has a higher penetration
rate than other operating systems.

The steps that we have carried out throughout the work
have been: (1) to review existing Calorie Control Apps; (2)
to analyse algorithms registering the purchased groceries
and select a food collection to compare; (3) to develop the
FoodScan App; and (4) to conduct a user evaluation.

II. RELATED WORK
Technology can help people to maintain a healthy diet [8].
A large number of applications have been designed for this
purpose [9], [10]. Some manage sports activities or physical
exercise plans [11]–[14]. Others focus on food control [15].
Nevertheless, most of those applications unify both aspects:
control of food, caloric intake and sports activities.

Generally, applications for food control have the main
function of registering and storing meals throughout the day.
The user must enter, one by one, the type of food ingested.
This controls the calories ingested in a day and the specific
nutrients (proteins, carbohydrates, fats, vitamins), and allows
comparisons with the data recorded from previous days.
Applications can incorporate other functions such as: (1) set
goals to lose weight over a period of time; (2) store healthy
food recipes; or (3) include a step counter to complement the
record of calories ingested with those that have been burned
throughout the day doing physical exercises.

Mobile applications have been developed to scan purchase
receipts [16], [17]. We found a study to measure the effects
of front-of-pack interpretive nutrition labels on grocery shop-
ping using label scanning[18]. In another article, the authors
tried to know, by registering receipts, the behavior of buying
food in households [19]. In addition, that will be effective
if there is a commitment by the user to scan the tickets.
However, we have not found any mobile application that
photographs and records the groceries receipts to compare
them over a period of time, and based on that comparison
show recommendations for a balanced diet.

FIGURE 1. Flow chart.

III. METHODS
A. WORK FLOW
As a starting point, we carry out a review of mobile appli-
cations that offer characteristics similar to those we try to
implement in our app. After this comparative review, several
algorithms were analysed to speed up the introduction of food
into the application. It was also very important to choose the
most appropriate food knowledge base, taking into account
the food recommendations for people over 70 years old living
in rural areas. After achieving these objectives, we developed
the application and finally carried out a satisfaction survey
among end users. Figure 1 shows the flow chart followed in
this work.

B. REVIEW OF CURRENTLY AVAILABLE MOBILE APPS TO
CONTROL CALORIES
A search was performed through Google, Scopus and Web of
Science. The terms used were: ‘‘best calorie counter apps’’,
‘‘apps to control calorie intake’’, ‘‘apps to control diet’’, and
‘‘apps to control feeding’’. After an exhaustive examination
of mobile applications, we focused on the three that had
the higher number of downloads in order to analyse their
functionalities and features: Lose It! [20], Fat Secret [21] and
My Fitness Pal [22]. Five people downloaded these three free
applications and tested them for a period of approximately
two months. They tested them simultaneously by entering the
same data in all three applications. It was decided that the
evaluators would analyse characteristics of the applications
such as ease of downloading, user registration in the applica-
tion, graphical interface, simplicity of the food registration
process, possibility of scanning food barcodes, and using
graphs and charts for providing the results. After this trial
period, opinions on the functionality of the applications were
shared.

227916 VOLUME 8, 2020
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C. ANALYSIS OF ALGORITHMS REGISTERING THE
PURCHASED GROCERIES AND SELECTION OF A FOOD
COLLECTION TO COMPARE
Three options were tested: (1) Web Scraping; (2) object
recognition and; (3) Optical Character Recognition (OCR).

Web Scraping allows one to extract large amounts of infor-
mation from web pages in an automated and dynamic way.
In order to prove its effectiveness, online shopping websites
were crawled with the aim of analysing and comparing the
user’s different purchases over a period of time. The tech-
nique is not efficient for our purpose because pages have
different structures. In addition, data protection problems
must be taken into account [23]–[25]. Finally, people over
70 years old living in rural areas do not use online shopping
websites.

Image recognition identifies objects in an image or video
sequence and facilitates their subsequent classification
[26]–[28]. To test the algorithm, photographs of the prod-
ucts of the refrigerator were taken several days apart to
see the food that the user consumed during that time inter-
val. Comparing the photographs, and from a healthy diet
scheme or template, it can be concluded if the user followed
a balanced diet or needs to buy or consume certain foods.
Although it is a good strategy to compare images, the amount
of comparisons is very large. The vectorization process con-
sumes a large amount of resources, and the methodology
to recognize the similarity between these objects is very
complex. If we add difficulty in taking a clear and clean
photograph of the items in the refrigerator, it is concluded
that this technique does not turn out to be the most efficient
for our target population.

The Optical Character Recognition (OCR) algorithm con-
sists of the digitalization of texts that are automatically iden-
tified from an image, symbols or characters that belong
to a certain alphabet [29], [30]. There is a wide range of
tools or libraries that make the use of OCR algorithms easier
for developers. Asprise OCR SDK provides an API to recog-
nize text and image barcodes. The problem is that the demo
has very limited functions [31], [32].

As a search method to select a food collection to compare,
we analysed online bibliographic references. It is important
to know the recommendations of the specialists, and differen-
tiate the types and groups of food that are classified according
to the distribution of the food pyramid for people with the age
range above 70 years [33]. And we must keep it in mind to
avoid the nutritional disorders of the elderly.

D. APP STRUCTURE AND DEVELOPMENT
FoodScan has been developed for a minimum Android 6.0
version, equivalent to the API level 23, and the version with
which the project has been compiled is Oreo 8.1, equivalent
to the API level 27. Support for older APIs is provided since
the target users of the application tend to own low-end devices
that are not frequently updated and the latest data shows that
more than 84 % of Android devices run a version 6.0 or

FIGURE 2. FoodScan use-cases diagram.

higher. Nevertheless, the proposed application has been tested
in new and more powerful devices with similar results. The
functions allowed by the application are:

1) Scan grocery receipts for food registration.
2) Manually add a food to an already registered grocery

receipt, or create a new one.
3) View the record of stored grocery receipts, and search

and filter by date.
4) See summaries of statistics, by groups of food con-

sumed in the week or month and those that remain to
be consumed, through graphs.

The domain of the FoodScan ontology would be "Food"
as the main class. Different food groups are established as
subclasses, namely: Legumes, Vegetables, Fruits, Cereals and
derivates, Dry fruits, Milk and derivates, Eggs, Meats, and
Fish. In the case of meat and fish, new subclasses are estab-
lished based on the proportion of fat: fatty and lean. Finally,
more than 100 individuals, specific products that can be auto-
matically recognized by the application, has been included
in the ontology, distributed along the different classes. The
relationships that appear in this ontology are only belonging.
A food belongs to a certain class, regardless of relationships
between classes. We save and export the ontology in a file of
the RDF / XML type. The file uses different brands or labels
to indicate classes, individuals and relationships. It is possible
to modify this file, to add new individuals to some class,
because it is not static. For the implementation of the ontology
we used the editor ‘‘Protégé’’[34].

The use-cases diagram shows the structure of the applica-
tion, the actors involved and the different functions performed
by those actors. These types of diagrams are designed to show
the interaction between the system and the user, or another
system. User interactions with the application allows them
to: (1) scan a grocery receipt; (2) register a grocery receipt
manually; (3) see records; and (4) see recommendations. See
in Figure 2.

VOLUME 8, 2020 227917
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FIGURE 3. FoodScan Activity Diagram.

FIGURE 4. FoodScan architecture.

The activity diagram (see Figure 3) shows the workflow
that is performed and details the different routes between the
events of the application.

Two tables are created for the design of the relational
database and implemented using the SQLite database. The
‘‘grocery receipts’’ table contains the grocery receipt data in
the app, storing an automatically generated grocery receipt
code that identifies it, the date onwhich this receipt was added
to the database and a text with the address where the image
is stored of the grocery receipt. The ‘‘food’’ table contains in
each of its records the name of the recognized food and the
code of the grocery receipt to which it belongs.

In Figure 4, one can observe the relationships between
the modules that integrate FoodScan: (1) OCR algorithm;
(2) food ontology; (3) groceries receipt database; and (4)
functions of the result graph.

Since the application data is personal and unique for that
application it is not necessary to upload it to a remote
server. That is why we have chosen to use SQLite as the inter-
nal database for the Android application. Data management
is done locally and, therefore, personal data is not sent to a
remote server to be analysed, improving the privacy of the
proposed solution.

To generate the graphics, we use MPAndroidChart [35].
We established the recommended weekly quantities for each
food group, and they were all stored together in a numerical
array. Each bar of the graph is composed of two sections. The
first section indicates the food bought. The second section of
the bar presents the food that remains to be ingested. This
amount is the result of the operation: Recommended amount
- Ingested amount.

E. END USER EVALUATION
A small group of volunteers visited rural areas from the
provinces of Caceres and Valladolid (Spain) and Alentejo
(Portugal) to show FoodScan. The population was notified
about the investigation by means of posters placed in the civic
centers and the town hall. The number of people who attended
the first demonstration meeting exceeded 270 among all the
rural areas visited. Volunteers gave a practical demonstration
of how to download and enter food data into the FoodScan
app to get graphs of results.

About a month after the first meeting, volunteers returned
to conduct the web based survey among those who used
the FoodScan application. A considerably smaller number of
users attended this second meeting: 109 Spanish and Por-
tuguese users. All of them tested the application and were
interested in answering the satisfaction survey. Please, note
that no incentive were offered by the volunteers.

The questions were created by the researchers. It is not
based on an established user satisfaction survey. A person
in charge of the Privacy Policy Service of the University of
Valladolid reviewed the survey and recommended to elimi-
nate the questions that could identify the respondents. After
following the recommendations, the survey was approved.
In addition, participants were not asked to provide demo-
graphic characteristics. We did not consider requesting these
data because we did not aim to know the health of the partic-
ipants. We were only interested in the age of the respondents
because the application is aimed to people over 70 years old.
All the people recruited for the study were over 50 years old
with medium-low technological knowledge.

Although the data collected is anonymous and therefore
it is not necessary to include transparency clauses on data
protection in the survey, an informed consent was also col-
lected from those who completed the survey. Participants
were informed by letter of the content of the survey and asked
about their implicit consent. Participants who gave ethical
approval were offered the possibility to use tablets to conduct
the survey.

227918 VOLUME 8, 2020
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TABLE 1. User satisfaction survey.

The tool for the development of the survey was Google
Forms due to its simplicity and because a license is not
required for its use.

A survey was carried out with 7 questions (see Table 1),
accessible through a link provided to the users of the applica-
tion. We were especially interested in the answers to ques-
tions regarding the usability and ease of downloading the
application. We decided that the number of questions in the
survey should be small, so that peoplewould be encouraged to
complete it. Thanks to the simplicity of the questionnaire, all
the people who carried out the survey answered all the ques-
tions. These results were transferred to an Excel spreadsheet
in order to better analyse the results and generate graphs.

IV. RESULTS
A. SUMMARY OF THE REVIEW OF CURRENTLY AVAILABLE
APPS
All three applications offer similar features and interfaces.
The user can set the ideal weight (s)he wants to achieve and
how quickly (s)he hopes to achieve it. Depending on their
age, weight, height and sex, the application indicates a daily
calorie regime. The user has to record the daily food and
physical exercises, can visualize in a graph the calorie and
nutrient intake, follow the progress in their marked objec-
tives, modify the quantities or portions of the foods, and see
suggestions of healthy recipes. The success of these three
applications compared to others is that it is possible to scan
the food barcode with the camera of the mobile device and
register the food. The scanned item is recognized if it is
stored in the database. If the food is not stored, it can be
manually included. They are visual applications and have
different sections. Graphs show the values of calories and
nutrients in quantities and percentages. It also offers a simple
and navigable interface, with the possibility of configuring
the app in several languages.

But not everything are advantages. The main problem of
these applications is that the user must introduce food and
physical activities one by one. This can be a tedious and
time-consuming task, since they have to provide the food,
the quantity and the time of day at which it is ingested. In the
long run, there is an increased likelihood of abandonment

due to the high burden related to entering foods into apps.
Therefore, in order to increase the adherence, users need
applications registering the food intake without requiring
introducing these foods one by one.

B. ANALYSIS OF ALGORITHMS REGISTERING THE
PURCHASED GROCERIES AND SELECTION OF A FOOD
COLLECTION TO COMPARE
The one that was finally used in FoodScan is the OCR algo-
rithm. The OCR character recognition services of web pages
were tested. Some of those consulted were Newocr.com,
Onlineocr.net, Ocr.space, and Tess4j together with tesseract
[36]. In the Android Studio development environment, there
were difficulties in making the Tess4j library compatible.
Finally, Google Vision was used, which allows us to under-
stand the content of an image by encapsulating powerful
machine learning models in a simple and easy-to-use way
[37]–[39].

Foods are categorized into different groups. It is a data
store that allows us to compare the scanned and recognized
foods of the grocery receipts using the OCR algorithm. The
considered alternatives were: (1) UNESCO Thesaurus [40];
(2) Database; and (3) Ontologies. For FoodScan we use an
ontology, because it offers several functions that allow us to
build a simple and complete collection. It can be adjusted to
the needs of FoodScan, to help and advise people who use
it in the diet, offering recommendations based on purchases
made within a certain period of time.

C. FOODSCAN APPLICATION
The FoodScan home screen is shown in Figure 5. It offers
three options to add or register a grocery receipt in the app’s
database: (1) take a picture; (2) choose an image from the
gallery; and (3) add a new groceries receipt by selecting
foods manually. The 3 horizontal lines icon, in the upper
left of the screen, takes us to the menu with the functions
of the app: (1) back to the beginning; (2) open the record of
the groceries receipts stored in the database; and (3) initiate
recommendations or statistics.

Figure 6 shows the grocery receipts registration screen.
It allows one to insert the ‘‘start date’’ and the ‘‘end date’’. The
"Filter" button shows only the grocery receipts between these
dates. If the dates are not selected correctly, an error message
will be displayed on the screen. If the dates are not selected,
all the grocery receipts registered in the database are shown.
By clicking on a grocery receipt, a pop-up menu will appear
with 3 options: (1) see details, which offers groceries receipt
details, the food it contains and an image if it exists; (2)
delete, which allows the grocery receipt to be deleted; or (3)
cancel, to close the menu without changes. The user can
manually add a food to the grocery receipt among those stored
in the application. This is done sequentially as can be seen
in Figure 7.

Regarding the recommendations of FoodScan based on
the recorded data, we decided to provide them using visual
techniques such as graphs. FoodScan has the advantage of
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FIGURE 5. FoodScan home screen.

FIGURE 6. Menu of the groceries receipt list.

offering weekly or monthly recommendations. In the case of
the weekly recommendation, the user must select the day on
which that week begins, and the application will take that
day and the next six. If it is monthly, the user must select
the month and year. In both cases, the app will search the
database for grocery receipts included in this period of time,
and if there are grocery receipts on those dates, it will show
the graph with the results of the analysis. If there is not any
grocery receipt in the database, the process is canceled and
the app displays a message to the user warning of the error.

FoodScan offers a visual analysis of the foods of each
group consumed in a given time, comparing them with the
amounts recommended by specialists, to follow a balanced
diet. If there are groceries receipts stored for that period of
time, a bar graph is shown for each food group with the
amount of food consumed, and those that remain to be con-
sumed according to the established recommended quantities.
A possible limitation of FoodScan is that it only tracks the

FIGURE 7. Sequence to manually add a food to the groceries receipt.

FIGURE 8. Graph with recommendations.

food bought, not the one consumed. As a criterion of colors,
we consider the "traffic light system", whose colors range
from green to dark red, and which mark the different levels
of risk. A Color Code has been established based on the
percentage of food consumed: (1) between 0-25 %, red color;
(2) between 25-50 %, orange color; (3) between 50-75 %,
yellow color; and (4) between 75-100 %, green color. If the
color of the bar for a certain food group is not green, the user
should adjust their diet to meet the recommended amounts (in
grey color). In Figure 8, we see that only three food groups
were added to the application database: (1) vegetables; (2)
cereals and derivatives; and (3) milk and derivatives. All in
insufficient quantities and that is why the bars are in orange
and red. In a balanced diet, Figure 8would show all the bars in
green. Therefore, from the visualization of this graph, the user
knows that the consumption of food should be increased,
if (s)he wants to follow a healthy diet, according to the
recommendations of the dietitians.

D. RESULTS OF THE END USER EVALUATION
The opinion of the users allows us to know if it has a friendly
interface. In addition, the information collected will help us
to improve the application in the future.
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FIGURE 9. Weight Loss Apps usage.

Regarding the use of applications for weight loss, more
than half users answered that they did not use any before try-
ing FoodScan. Those who had used weight loss applications
indicated that the most used were My Fitness Pal, Fat Secret
and Lost It! Few users reported having used more than one
application. See Figure 9.

Regarding the download and installation of FoodScan,
65 out of 109 participants (60 %) answered that it was easy
and 36 out of 109 (33 %) very easy (see Figure 10). As can be
seen in Figure 11, regarding ease of use, 4 out of 109 partic-
ipants (4 %) found it difficult, 33 out of 109 (30 %) average
difficulty, 53 out of 109 (49 %) easy and 19 out of 109 (17
%) very easy.

As can be seen in Figure 12, with the exception of 2 of
the total of 109 polled (2 %) who do not consider it useful,
the public appreciates the recommendations shown in the
charts. As shown in Figure 13, users generally agree with
the fact that the app helps them improve their healthy eating
habits. In Figure 14, one can see the price users would be
willing to pay if it were marketed. It is an application that,
in general, has liked. 101 out of 109 participants (93%)would
recommend it to other users (see Figure 15).

V. DISCUSSION AND CONCLUSION
A. PRINCIPAL RESULTS
In this work, we started from the analysis of mobile applica-
tions that offer similar characteristics to those that we try to
implement in FoodScan. After this comparative review, var-
ious algorithms were analysed to accelerate the introduction
of food and the most suitable food knowledge base for people
over 70 years old. Next, we developed the application and
finally we carried out a satisfaction survey among users who
used the application for a month. Below we summarize the
objectives achieved:

1) Review the currently available apps. The analysis
allowed us to better understand its characteristics,
weaknesses and strengths. The main weakness iden-

FIGURE 10. Problems downloading and installing.

FIGURE 11. Ease of use.

FIGURE 12. Do the charts with recommendations help control the diet?.

tified is that the information of the food intake has
to be manually provide to the analysed apps. Table 2
compares the features of FoodScan with other apps.
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FIGURE 13. Does it help improve your healthy diet habits?.

FIGURE 14. What amount of money would you be willing to pay?.

FIGURE 15. Would you recommend it?.

Only our application allows you to register the food
included in the ticket by scanning.

2) Analysis of algorithms registering purchased foods.
Three options were tested: (1)Web Scraping; (2) object
recognition and; (3) Optical Character Recognition

TABLE 2. Comparison of the features of FoodScan and other commercial
apps.

(OCR). OCR was finally used because of the number
of services available and its accuracy. Also, we selected
a food collection to compare. The following alterna-
tives that were considered: (1) UNESCO Thesaurus;
(2) Database; and (3) Ontologies. We used ontologies
because it allowed us to easily build a complete collec-
tion.

3) Development of the FoodScan application. We based
on the premise that our target audience is people over
70 years old, with limited technical knowledge and
living in rural areas. This population group is generally
reluctant to use technologies and, therefore, the need
to create a simple, intuitive, friendly application that
offers visual results that are very easy to understand
is crucial to increase the user experience. In addition,
FoodScan works without being connected to the Inter-
net, so it does not require any communication for using
it. FoodScan is an Android application that meets the
characteristics and functionalities necessary for these
users to control their food, in an easy and intuitive
way. It allows users to add the food products they
purchased by scanning grocery receipts. By means of
an OCR algorithm, the grocery receipts are analysed
and the food that matches to those stored is added to
a grocery receipts register. With these grocery receipts
stored, the app offers users a visual and understandable
analysis of the product bought in each group during
a period of time, comparing them with the amounts
recommended by the specialists.

4) End user evaluation. The results of the satisfaction
survey, completed by users who tried the FoodScan
tool, highlight its ease of installation and handling.

B. LIMITATIONS
The implemented application and this study have some limi-
tation that should be highlighted:

1) The satisfaction survey do not ask for the demographics
information of the participants. We did not consider
their inclusion because the only requirement for partic-
ipating in this study was to be over 50 years old. They
all met the demand.

2) FoodScan tracks what is purchased, not what is con-
sumed. Therefore, it cannot be used to estimate the
daily nutritional intake, since some of the purchased
groceries could be shared or thrown away. These
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drawbacks were explained during the demonstration of
the application and the users were given correct guide-
lines. Also, consideration should be given to whether
the person lives alone or not.

3) The user should follow a good practice in using the
application, but if (s)he shares, throws away and buys
more than necessary, the results will not be realistic.
We are not able to specify what a person has eaten at a
certain time, but we get a general idea in a period of a
week or a month.

4) Further research is required to determine if users are
able to persist in app use over the long term and if
the app leads to improvement in dietary intake. We are
also interested in knowing the lack of adherence to the
application. The responses obtained in a short period of
use of the application cannot offer reliable data on the
improvement in diet habits or weight loss.

C. CONCLUSION
The elderly who are not used to new technologies may find it
difficult to use mobile applications to control their diet. The
disadvantage ofmany of these applications is that they require
a lot of time to introduce the food consumed throughout the
day. From the user’s point of view, it is not practical and,
in the long run, most of them will abandon this control. Our
app is useful and easily manageable and avoids the obligation
to introduce one by one those foods. The analysis of the
purchased food is offered through a bar graph with different
colors, so it is simple and intuitive. The elderly, or the people
in their care, can control how they are eating or what food
deficiencies they may have.

It can be used by all kinds of public, regardless of their
technical knowledge. Although it is geared towards serving
people over the age of 70, we hope that it will also be used
by anyone in their daily lives and that they will be loyal in the
long term. Only by adopting healthy habits we can improve
our quality of life.

FoodScan is an application that we have just developed and
will continue to improve thanks to the contributions of users.
We will regularly monitor the 109 people who completed the
survey on the regular use of FoodScan to control their diet.

D. FUTURE LINES OF WORK
One of the aspects of the application to consider in the future
is to extend it and implement a more complete ontology and
a bigger food collection by adding more quantity and variety.
Furthermore, we are already working to expand the food
ontology and include users of a wider age range. Another
important point would be to improve the design of the appli-
cation based on user ratings. This application is configured in
Spanish, Portuguese and English. It is planned to adapt it to
other languages to reach a greater number of users.

To make the application more powerful, artificial intelli-
gence should be added, capable of learningwhat items refer to
a specific food, since a direct comparison is currently made.
We will have to weigh that it does not affect the performance

and/or speed of the groceries receipt analysis, so that the user
does not have to wait a long time. Another improvement to be
developed is the possibility of making the food analysis more
complete by offering, a more specific study of nutrients and
calories ingested.
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Many rural areas along Spain do not have access to the Internet. Despite the huge spread of technology that has taken place during
recent years, some rural districts and isolated villages have a lack of proper communication infrastructures. Moreover, these areas
and the connected regions are notably experiencing a technological gap. As a consequence of this, the implementation of
technological health solutions becomes impracticable in these zones where demographic conditions are especially particular.
Thus, inhabitants over 65 suppose a large portion of such population, and many elderly people live alone at their homes. These
circumstances also impact on local businesses which are widely related to the agricultural and livestock industry. Taking into
account this situation, this paper proposes a solution based on an opportunistic network algorithm which enables the
deployment of technological communication solutions for both elderly healthcare and livestock industrial activities in rural
areas. This way, two applications are proposed: a presence detection platform for elderly people who live alone and an analytic
performance measurement system for livestock. The algorithm is evaluated considering several simulations under multiple
conditions, comparing the delivery probability, latency, and overhead outcomes with other well-known opportunistic routing
algorithms. As a result, the proposed solution quadruples the delivery probability of Prophet, which presents the best results
among the benchmark solutions and greatly reduces the overhead regarding other solutions such as Epidemic or Prophet. This
way, the proposed approach provides a reliable mechanism for the data transmission in these scenarios.

1. Introduction

Communication technologies have experienced an exponen-
tial spread in the last years. The increasing interest of users
on the Internet has unleashed a big competition between
Internet Service Providers (ISPs) to provide coverage to as
many areas as possible. Furthermore, the lowering prices of
broadband access have allowed small businesses and homes
to have access to the Internet. Nowadays, the percentage of
the population in Spain with access to high-speed Internet
connectivity has extraordinarily increased up to values of
81% in 2019 [1]. In Figure 1, the evolution of the percentage
of homes with FTTH (Fiber To The Home) coverage in Spain
is shown for recent years. These numbers highlight an aver-
age increase of 12.98% per year, which is expected to con-
tinue growing in the next decade. The constant expansion

of technology has promoted the improvement of infrastruc-
tures and the rise of connected places. Nevertheless, these
encouraging statistics are not the same in all regions. Terri-
tories like Madrid, Barcelona, or the Basque Country possess
the highest numbers of connected homes. However, regions
like Extremadura, Castile and León, or Galicia constitute
the lowest rates and the biggest “shadow surfaces” [1]. These
districts, where Internet infrastructures are minimal, are
normally rural and isolated areas in which network operators
are not interested in deploying their solutions due to the low
benefits they acquire. These circumstances aggravate the
problem. Furthermore, along the technology gap, rural areas
face additional challenges like healthcare.

Demography in rural areas is commonly characterized by
a significant percentage of people who are over 65. In this
manner, rural regions face the challenge of providing
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solutions to enhance the lives of elders in this challenging
context. Loneliness is one of the main features in elderly peo-
ple since a meaningful portion of them live alone in their
homes. These circumstances can become a severe problem
for health, especially in elderly people who are under clinical
treatments. As a consequence of the lack of Internet infra-
structures, technological solutions to help elderly people in
their day-to-day routines cannot be applied, since monitor-
ing systems and telemedicine platforms, which actively
depend on the Internet, cannot be deployed. This way, these
situations impact on the life of elderly people in rural areas.

On the other hand, technological constraints affect not
only the elderly people but the local businesses too. Rural
areas are filled with business activities like livestock or agri-
culture, and they are especially impacted by the conditions
of the zone. Technological solutions for industry perfor-
mance have become disruptive tools in production improve-
ment. These systems provide mechanisms for monitoring
and analyzing production processes, being implemented
consistently in daily operation. Many of these systems pro-
vide a set of tools for production monitoring. In this manner,
data processing becomes a relevant feature which requires
specific communication infrastructures. In remote rural
areas, where there is no Internet access, these procedures
cannot be easily deployed.

Taking this context into account, rural areas that lack
communication infrastructures face difficult challenges. The
specific needs and the technological isolation motivate the
spreading of alternative technologies which explore mecha-
nisms for information transmission and system communica-
tion. Based on this idea, this paper proposes a DTN-based
communication system for healthcare monitorization and
livestock data transmission. The proposed platform brings a
solution for elderly monitorization without an Internet con-
nection. Thus, presence information about the elderly is
transmitted to detect possible dangerous situations derivated
from the physical inactivity. As a consequence, mortality
rates in elderly people who live alone may decrease, taking
into account that emergency detection becomes a crucial fac-
tor in healthcare. Moreover, since the platform provides a
communication mechanism for isolated areas, local livestock
businesses can transmit performance and production data.
As a result, the technological gap is addressed while the sys-
tem provides a healthcare solution for elderly people. The
proposed approach exploits the use of SACAR OCVN [2], a

routing algorithm based on the cooperation among nodes
with different interests. In particular, this algorithm provides
the mechanism to forward the information by adapting it
depending on the type of data and on the interests of the
receiver.

This article proposes the solution structuring the content
as follows: firstly, Section 2 consists of a brief study of techno-
logical approaches to the communication challenges and
rural areas. Section 3 describes our proposal, as well as the
system model with the elements composing it. Section 4
shows the experimental results and the algorithm perfor-
mance, by comparing the obtained results with the outcomes
of other well-known opportunistic routing algorithms.
Finally, Section 5 draws some conclusions and the next steps
in this research line.

2. Related Work

During the last years, the research community has been
actively working on solutions for communication in isolated
areas. These ideas propose an alternative behaviour regard-
ing the classical network operation, using the close proximity
between devices and the movement between places. The
most popular network technologies based on this idea are
Delay Tolerant Networks (DTN). DTN technology is a com-
munication paradigm based on the physical proximity of
devices to reach information transmission [3]. This way,
low energy interfaces are used to provide communication
and broadcast information between the network components
or gateways.

DTN are notably deployed in isolated and concrete areas
where the Internet connection is not possible. However, the
possibilities of DTN are numerous. Hostile-communication
contexts like subaquatic communications, spatial transmis-
sion, or intermittent connections are some of these opportu-
nities. Moreover, some communication applications do not
require a constant information flow like wildlife tracking
[4] or low-priority information traffic [5]. This way, DTN
provides a suitable option for the deployment of applications
and data exchange. Nevertheless, one of the most relevant
applications of DTN is the reaction and deployment in natu-
ral disaster scenarios. Since the communication architecture
is usually critically damaged, DTN provides a useful solution
for simple data transmission. The application of DTN in iso-
lated rural areas has led to multiple works in this field. In the
early 2000s, many proposals based on DTN brought the con-
nection to remote areas. Projects like Zhang et al. [6] or Pent-
land et al. [7] are good examples of technology applied in
these isolated areas.

In Zhang et al. [6], the authors propose a communication
system based on DTN which allows the population at Swed-
ish Lapland to be connected to the Internet. This project
addresses the requirement of providing a solution which
adapts to the nomadic living conditions of the inhabitants.
Following the same line, Pentland et al. [7] brought a low-
cost communication infrastructure to remote areas using
wireless communications and public transport mobility.
Besides, the article includes the successful results of the
deployment in isolated parts of India and Cambodia. Both
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proposals are mainly oriented to provide inhabitants with
communication services like email or access to documents.

As DTN is improving, recent works explore new
prospects. Some projects like Berrocal et al. [8] bring new
paradigms like the hybrid model conformed by SDN [9]
and DTN, using the movement of the cars and intermediate
nodes to relay information to gateways. Other ideas like
Galán-Jiménez et al. [10] focus on providing Internet cover-
age to rural and low-income areas based on 5G architectures,
using Unmanned Aerial Vehicles (UAVs) in remote zones,
and exploring optimal energy consumption [11].

Of course, the purpose of these systems is significantly
varied. Technological healthcare is especially relevant in rural
areas but is arduous to match with the possibilities of DTN.
Usually, the healthcare system requires constant communi-
cation and Internet connection, factors which are hard to
provide using DTN. However, several projects already pro-
posed eHealth solutions using this network paradigm. Works
like Galán-Jiménez et al. [12] proposes the use of the DTN
model to monitor patients. This specific scheme provides
opportunistic communication between the patient and the
doctor, using body sensors and smartphones. Moreover,
Galán-Jiménez et al. [13] keeps a similar behaviour but
benefiting from intermittent connections. As a result, this
architecture brings viable ideas which propose a solution
for isolation and healthcare in rural areas.

The work presented in this paper is different from the
ones introduced above in the sense that technological health-
care is addressed through the integration of SACAR OCVN
[2], an opportunistic routing algorithm based on the interests
of the nodes and that it is applied in rural areas to provide
health monitoring and communication infrastructure for
local businesses. Therefore, the proposed model forwards
two kinds of information: health info from the ageing inhab-
itants and production data from smart livestock. Thus, the
solution faces the problem of healthcare monitoring through
the presence detection of the elderly at home and provides a
mechanism to deal with the technological gap in rural indus-
tries. In the next section, the behaviour of our proposed algo-
rithm is explained.

3. OPPNets and Rural Areas

As previously introduced, this work proposes a solution for
healthcare monitoring and data transmission in rural iso-
lated areas. The possibilities of DTN enable the deployment
of schemes which allow communication in places where the
Internet is not available. Therefore, the provided network
scheme benefits from vehicular traffic and physical encoun-
ters to transmit two kinds of information: presence data from
elderly people’s homes and sensor records from livestock.
These two types of variables are quite relevant in the pro-
posed scenario.

Presence detection in homes of the elderly is critically
relevant. A large number of elderly people live alone at home
in isolated rural areas, which becomes a severe health issue in
the case of an emergency. This way, the detection of a
dangerous situation becomes arduous without human super-
vision. Nevertheless, there are some relevant clues for possi-

ble health risks like interaction within the home
environment. Taking this into account, the proposed scheme
is based on obtaining data from sensors distributed around
the house. These devices provide information about actions
like door opening or lights operation. Hence, this presence
information is transmitted through the network.

On the other hand, the gateways receive additional infor-
mation: livestock analytic reports. The usual isolation of
many areas of agricultural exploitation and many livestock
farms becomes a significant technological gap compared with
those businesses which can access the Internet. These indus-
try holdings are especially suitable for the deployment of sen-
sors and production analytics. Nevertheless, the lack of
communication infrastructures affects these technological
approaches. Thus, using the communication capability of
the proposed network, reports from sensors are transmitted
into the platform to end gateways.

The network behaviour follows the scheme provided in
Figure 2, which identifies several components: (i) sender
nodes, (ii) intermediate nodes, and (iii) gateways.

(i) Sender nodes refer to the homes of the elderly people
and the smart livestock. These elements generate
and transmit new information toward gateway
nodes which are connected to the Internet. Thus,
the messages are sent into the network in specified
intervals of time. This way, the nodes send the mes-
sages to reachable intermediate nodes, which serve
as data mules

(ii) Intermediate nodes are in charge of forwarding mes-
sages to the gateway. Therefore, cars and pedestrians
receive, carry, and deliver the information as they
move through the streets and roads. These nodes
decide the information which they prefer to obtain
and broadcast: presence info or livestock perfor-
mance data. Additionally, there is another funda-
mental element in the scenario: throwboxes. These
devices are placed on the main points of the road
path and can store messages from any other inter-
mediate node. Thus, throwboxes work as a “meeting
point” for data and distribute it to other interested
reachable nodes

(iii) Gateways are the destination elements of the
messages generated by the sender nodes. They are
connected to the Internet and are in charge of pro-
cessing and transmitting information to the Cloud.
As a result, the collected data can be externally proc-
essed, enabling the detection of anomalous patterns
in the elderly activity and recognizing a possibly
dangerous situation. In the same way, the perfor-
mance information about livestock can be processed
when it is finally delivered

The opportunistic behaviour of the network is mainly
based on the routing algorithm we propose to perform
distributed communication among the aforementioned ele-
ments. In this paper, the idea behind the SACAR OCVN
algorithm defined in [2] is applied to the rural scenario in

3Wireless Communications and Mobile Computing



order to relay on cooperating nodes to successfully deliver
the information from elders and livestock. The behaviour of
the nodes in the scenario is based on the preferences of the
nodes, following the Situational-Context model [14]. This
paradigm proposes an automatic communication scheme
for devices, using a virtual profile which defines the node’s
capabilities and preferences.

SACAR OCVN [2] applies the Situational-Context
scheme as a means to automatise the nodes’ encounter pro-
cess. Thus, the nodes in the scenario have a virtual profile
which identifies them as sender nodes, intermediate nodes,
or gateways. The different roles available on the virtual pro-
file are Goals and Skills: the first one defines the information
preferences, while the Skills indicate the actions the node is
able to perform. This model, once it is adapted to the sce-
nario, is used to distinguish between sender elements (repre-
sented in Figure 3), carrying nodes (depicted in Figure 4),
and end gateways (Figure 5).

The communication takes place when two nodes encoun-
ter each other. This way, by using low-energy technologies,
the information is exchanged within the corresponding
range. Thus, the communication process follows three main
steps: (1) devices encounter each other, (2) virtual profiles

are gathered, and (3) information is exchanged. All these
steps are shown in Figure 6. The proposed scenario raises
an opportunistic context where communication provides an
improvement in the day-to-day routines of local inhabitants.
The idea has been executed as a simulation which has tested
the algorithm under different situations, trying to define the
most appropriate context for interactions. The next section
details the simulation process and the parameters that have
been tuned.

OPPNets and rural areas
an opportunistic solution for communications

1
Elderly’s house

Sensors detect the presence of the elderly
and interactions with doors and household 
appliances. Then, the information is sent to 
intermediate nodes.

Smart livestock 

Sensors obtain performance information
about production. Then, the information is
sent to intermediate nodes.

2 Intermediate nodes

...can be cars or pedestrians. They are 
in charge of broad casting the 
information to a throw box or a reachable
gateway.

3
Gateways

These devices are the destination of 
messages and are in charge of 
processing these messages and 
sending them to the Internet

Throwboxes are stationary elements which
carry and forward the information, as a 

"meeting point" for messages. 

Figure 2: Working scheme of OPPNets in rural areas.

Smart livestock 

Goals
ProductionReport

Elderly’s house

Goals
PresenceReport

Figure 3: Virtual profile of sender nodes.
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4. Experimental Results

The result section is organized as follows: firstly, the selected
scenario is described. Then, the results are analyzed focusing
on two aspects: (i) performance analysis of SACAR OCVN
algorithm on the scenario and (ii) comparison with other rel-
evant opportunistic routing solutions.

4.1. Simulated Scenario. Simulations have been carried out
using The ONE simulator [15]. This tool provides a develop-
ment environment for DTNs, allowing the specification of a
detailed scenario, movements, and protocols. Thus, the per-
formance of the routing algorithm can be obtained through
execution reports. In this work, the simulated scenario recre-
ates a rural area with low connectivity, which reflects a village
community and the surrounding roads. Figure 7 represents
the simulation map.

The simulation process follows an execution scheme
which varies the context inputs and node behaviour.
Table 1 summarizes the input configuration. The number
of total nodes is N = 146, where Ns = 3 is the number of
destination nodes, Ni = 66 is the number of intermediate
nodes, and Ng = 80 are referred to sender nodes. Destina-
tion locations have been established far away from the rural
village in order to analyze the effectiveness of the commu-
nication. Intermediate nodes are distributed along paths
in an area of A = 81000m2 with different movements pat-
terns, P, which specify how the nodes move. The type of
interest settings is composed of the Skill set, S, and the Goal
set, G. The first group keeps the capabilities of the nodes, in
this case, store-and-carry presence information or perfor-
mance data. Also, the Skill of transmitting messages to
the Internet is possible. On the other hand, the Goal set
defines, in this case, the kind of information the node

generates. The maximum number of Goals in the nodes is
gn = 2 and sn = 2 in the case of Skills. Simulation duration
is set to T = 28000 s.

Message generation interval, ω, is in charge of establish-
ing the waiting time before the sender nodes generate new
information. It is a key parameter in the simulations since
the number of created messages depends actively on it. In this
scenario, three times are considered: ω = f900, 1800, 3600gs.
These intervals adapt the message generation to real values
since presence data requires a fluent transmission. In the next
section, simulation results are analysed, as well as compared
with other well-known opportunistic routing algorithms
under different contexts.

4.2. Parameter Setting. Four main outcomes are analyzed
after running the simulations: (1) delivery probability (dprob),
(2) overhead ratio (θ), (3) average latency (τ), and (4) average
number of hops (γ):

(i) dprob is the percentage of messages which reached
the destination node. This way, it is a critical value
which reflects the success of communication and
forwarding. This value is calculated as the relation
between the number of messages originally sent,
dsent, and the number of messages received at desti-
nations, dreceived

(ii) θ is the relation between duplicated messages and
received messages. It reflects the use of the network

(iii) τ reflects the average time needed to receive a mes-
sage once it is sent

(iv) γ represents the average number of intermediate
nodes needed to reach the destination

These results are obtained when the simulation process is
finished. This way, the scenario receives two main inputs
which vary the final results. These two variables are interval
message generation (ω) and interest distribution at interme-
diate nodes.

(1) Interval message generation, ω, specifies the waiting
time before newmessages are created. Thus, it defines
a variable which plays an important role in simula-
tion. The considered times are 900, 1800, and 3600
seconds

(2) Since SACAR OCVN is based on node interests,
three different distributions of interests are consid-
ered: (i) the percentage of nodes only interested in
carrying elderly presence information (Ielderly), (ii)
nodes only interested in carrying industrial produc-
tion information (e.g., from livestock) (Iindustry), and
(iii) nodes interested in carrying both types of infor-
mation (Ihybrid). Moreover, there are also nodes
which are not interested in carrying any type of infor-
mation (Iempty). Table 2 shows the selected values for
the three considered scenarios

Pedestrian

storeProductionInfo
or/and

storePresenceInfo

Skills

Car

Skills
storeProductionInfo

or/and
storePresenceInfo

Skills Skill

Throwbox

Skills
storeProductionInfo

or/and
storePresenceInfo

Figure 4: Virtual profile of intermediate nodes.

Gateway

sendProductionInfo
or/and 

sendPresenceInfo

Skills

Figure 5: Virtual profile of gateway nodes.
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5. SACAR OCVN Performance Analysis

The proposed algorithm is executed on each scenario distri-
bution, varying the message generation interval, ω. As
Figure 8 reflects, the delivery probability (dprob) obtained by
SACAR OCVN is very relevant. Since it is a critical value
which captures the success at message transmission, a high
percentage is needed. This way, the algorithm experiences
the lowest rates when the message generation interval is
low. On the other hand, the best results are obtained when

1. device makes contact 2. virtual profilesare read 3. information exchange 

Figure 6: Detailed communication process.

Sender nodes
Gateway nodes 
Intermediate nodes

North 
gateway

Livestocks

Intermdiate
nodes

Livestocks

1 km

East 
gateway

South 
gateway

Village

Figure 7: Rural scenario simulated in The ONE.

Table 1: Parameter setting for the rural scenario.

Parameter Value

A 81000 [m2]

N 146

Ns 3

Ni 66

Ng 80

S {SendPresenceInfo, SendproductionInfo,
StoragePresenceInfo, StorageProductionInfo}

G {PresenceReport, ProductionReport}

sn 2

gn 2

P {StationaryMovement for Ns, StationaryMovement for
Ng, MapRouteMovement for Ni with stationary time

periods in the range of t = 300,500½ � s.}P

T 28000 [s]
{900,1800,3600} [s]ω

Table 2: Percentage of nodes contemplated for scenario
simulations.

Scenario
Ielderly
(%)

Iindustry
(%)

Ihybrid
(%)

Iempty
(%)

Elderly interest
scenario

50 20 20 10

Factory interest
scenario

20 50 20 10

Hybrid interest
scenario

35 35 20 10
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the value is increased, reaching dprob = 0:945when ω = 3600 s
. This is essentially due to low interval values which involve a
larger number of messages to be transmitted.

The overhead ratio results are included in Figure 9. This
value is a suitable parameter to know the practical usage of
the bandwidth in the network. SACAR OCVN experiences
an overhead increase when the predominant interest is the
information from elderly people. On the other hand, when
industry interest is predominant, the value of θ decreases.
As a result, the algorithm experiences an average result when
the scenario is mixed.

Since the transmitted information is elderly-care related,
the average latency (τ) is critical to minimize the needed time
to reach the destination. As Figure 10 shows, SACAR OCVN

presents very similar results in each scenario with an average
latency of around τ = 2500 s.

Finally, the average number of hops, γ, is the median
number of intermediate nodes needed by the messages to
reach the destination. The latency value is usually related to
the hop rate since the encounters and information transmis-
sion at hops improve possibilities of delivery. This way, as
Figure 11 shows, SACAR OCVN average hop outcomes fol-
low an inversely proportional trend w.r.t. latency values.

As a conclusion, SACAR OCVN results are positive. The
delivery probability in ω = 3600 s is dprob = 0:945, guarantee-
ing a high rate at message broadcasting. Besides, the message
generation interval which provides a better performance is
ω = 3600 s. This successful result means that the algorithm
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Figure 8: Delivery probability in SACAR OCVN.
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provides a good communication mechanism for the exposed
scenario. As a consequence, the data of presence from the
elderly’s homes is fluently transmitted through the network.
Thus, the system allows the remote detection of possible dan-
gerous situations, derivated from the inactivity of the elderly.
Besides, the local industries can transmit performance data
from the exploitation.

Once SACAR OCVN best results are obtained, they are
compared under the same context conditions with the rest
of the DTN algorithms included in The ONE. Furthermore,
this second stage of result analysis is addressed.

6. Comparison with Other Opportunistic
Routing Solutions

SACAR OCVN experiences better results when the message
generation interval is ω = 3600 s. This way, using the same
scenario conditions, in this section, we compare these values
with the ones obtained when running other well-known
opportunistic routing algorithms in The ONE. Note that
the analysis uses the same set of parameters described in
the previous section. Next, benchmark algorithms are briefly
described. DirectDeliveryRouter [16] works based on straight
delivery between the sender and the receiver node. Thus,
intermediate elements are ignored. EpidemicRouter [17],
on the other hand, belongs to the flood algorithm family.
Thus, the behaviour is based on duplicating the messages
with every encountered node. MaxPropRouter [18] uses the
previous node encounters to define the most appropriate
path to the destination. ProphetRouter [19] works based on
a probabilistic scheme while SprayAndWaitRouter [20]
replies to messages by creating copies which can be specified
by the user.

The executions take place with ω = 3600 s for the differ-
ent interest distributions over the same scenario described
in Figure 7. Delivery probability is the most significant
parameter in performance comparison. As Figure 12 shows,
the best delivery probability is dprob = 0:95 and belongs to
the SACAR OCVN execution. The other algorithms provide
a low delivery rate in the three scenarios.

Overhead ratio results are reflected in Figure 13. Direct-
DeliveryRouter is based on communicating sender nodes
and destination, without using intermediate elements. Thus,
message traffic is low. Besides, the lowest values belong to
SprayAndWaitRouter, which provides the communication
process with better use of the bandwidth than EpidemicRou-
ter and ProphetRouter. SACAR OCVN, in turn, keeps close
values to SprayAndWait.

Figure 14 shows the average latency in executions.
SACAR OCVN is the algorithm which has the highest
latency value, mainly because of the largely supported mes-
sage traffic, as well as the low hop rates. On the other hand,
EpidemicRouter and ProphetRouter keep the results below
these numbers. Besides, SprayAndWaitRouter provides the
lowest rate.

The average number of hops in each of the algorithms is
presented in Figure 15. DirectDeliveryRouter bases its behav-
iour on senders delivering messages straight to the destina-

tion; thus, it is always one hop. On the other hand, SACAR
OCVN keeps an average hop number quite low regarding
EpidemicRouter and ProphetRouter results, which represent
the highest in the hybrid interest scenario. Again, SprayAnd-
WaitRouter provides a good performance and draws on few
hops to reach the destination.

The comparison process clearly shows the performance
of SACAR OCVN compared with the opportunistic routing
algorithms included in The ONE. The high delivery probabil-
ity value guarantees the applicability of the solution in the
described scenario, becoming a powerful tool in the imple-
mentation of the project. It is important to remark that
SprayAndWaitRouter keeps good results at θ, τ, and γ, but
dprob is too low to provide a reliable communication. The
possibilities of the router are relevant and follow a promising
work line.

7. Discussion

Rural areas represent a big percentage of the population over
65. Only in Spain, around 30% of inhabitants in small villages
are older adults. These demographic conditions become a
challenge for health, since issues like personal assistance, sol-
itude, and isolation play a big role in the daily routines of
seniors. Technology has become a very significant ally for
healthcare, providing mechanisms and tools such as eHealth,
remote monitoring, and smart systems which ease communi-
cation and quick emergency detection. However, many of
these rural spaces lack Internet connection, where no infra-
structures to deploy eHealth solutions can be exploited.

In this paper, a response to this context is provided. Mak-
ing use of alternative communication mechanisms like
opportunistic networks, a reliable system for remote areas is
introduced. Thus, the proposal supplies villages with an
architecture for message transmission which allows the
detection of possible emergencies of seniors who live alone
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while local exploitations are also able to transmit perfor-
mance reports.

On the one hand, information about the presence habits
of seniors who live alone is transmitted. This way, several
sensors are installed along the houses, recording the presence
of the elderly and sending such information toward the
opportunistic network. The possibility of determining the
presence patterns of elderly people allows the detection of
potentially risky situations that can happen in the solitude
of the home. As a result, mortality risks in the elderly who
live alone are reduced by exploiting the detection of anoma-
lous behaviour.

On the other hand, the local exploitations in isolated
rural areas face the challenge of the lack of Internet infra-
structure. The technological gap reduces the competitive

advantages compared to the connected industries, and there-
fore, their maximum performance capabilities cannot be
reached. In order to tackle this problem, the proposed solu-
tion exploits the use of sensors at the exploitation place like
livestocks or hives, playing roles like weight measurement,
animal tracking, or food consumption.

The data collected by sensors is broadcasted toward the
destination making use of BLE technology and intermediate
nodes. These nodes, which serve as mules, can be different
types of devices like cars, smartphones, smartwatches, or
throwboxes. These lasts are devices installed on the roads,
fed by solar panels, which store and forward the information
to the devices in their range.

As a result, the proposed solution in this paper is
aimed at improving the quality of life in remote areas.
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Communication possibilities in these scenarios go further
and provide an eHealth architecture for eldercare and local
business improvement. In this way, the opportunities of
deploying a prototype in a real isolated zone could bring
a brand new autonomous model for well-being, alliance,
and cooperation.

8. Conclusions and Future Works

Many isolated rural areas do not have an Internet connec-
tion. These limitations are often induced by the remote situ-
ation and the geographical issues, as well as the lack of
interest from telecommunication companies. Thus, inhabi-
tants cannot keep connected in a world where the Internet
expansion is exponentially growing. Furthermore, the popu-
lation in rural areas is usually over 65 years old. Thus, iso-
lated regions face the difficult challenge of providing
services and health attention, especially when these elderly
people live alone. However, this context can be improved
by using technological solutions. Digital elder healthcare is
an active work line where many researchers and companies
are working on. Nevertheless, the lack of an Internet infra-
structure prevents the deployment of many of these solu-
tions. Moreover, the technological gap also affects the local
industry and livestock, which are not generally able to imple-
ment solutions to monitor and improve performance.

In order to face these challenges, DTN solutions become
a suitable technology to provide connectivity in remote
places. This paper proposes a DTN routing algorithm based
on information interests which transfer elderly presence
information and industry performance data to gateway
points.

Our proposed algorithm has been simulated on a realistic
isolated region of Spain. The obtained results are positive and
guarantee a high rate of successful message delivery under
different conditions. Furthermore, the outcomes of our pro-
posed algorithm are also compared with other well-known

opportunistic routing solutions, outperforming them. There-
fore, the proposed scheme brings a solution to the technolog-
ical gap in isolated rural areas, enabling the monitoring of
elders’ activity and providing a reliable communication sys-
tem to improve the performance of livestock industries.

The authors are working on providing the proposed algo-
rithm with a smart behaviour through a machine learning
model. Moreover, trajectory prediction in nodes’ movement
presents other key aspects to be explored.
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Abstract—The increasing capabilities of end devices has led
to a wider distribution of the computation and the massive
deployment of distributed mobile applications. The success of
these applications is highly dependent on the Quality of Service
they provide. This quality is especially difficult to assess due to the
large number of entities involved and their heterogeneity. Current
tools are usually focused on evaluating the QoS provided by a
single entity. Nevertheless, the QoS of distributed applications not
only depend on the QoS of each entity, the interactions among
entities has also to be evaluated. Therefore, new techniques are
required to perform a comprehensive evaluation of the expected
QoS of these applications before their production deployment.
This paper presents a framework, called Perses, for launching
virtual environments to simulate and test the execution of dis-
tributed mobile applications. This simulation provides results of
the QoS achieved. Moreover, the framework has been integrated
into a DevOps methodology in order to automate its execution.

Video showcase— https://youtu.be/wpIApe_sPFE
Index Terms—Distributed Mobile Applications; Quality of

Service; DevOps; Virtual Environment

I. INTRODUCTION

The success or failure of any mobile application depends on
many dimensions such as advertising, virality or the Quality
of Service (QoS) provided [1]. The QoS is a key dimension
that can be controlled and evaluated during the development
and operation of the application [2]. A poor quality will lead
users to quickly reject the application.

These applications have been usually developed using a
client-server architectural style to achieve a maximum QoS.
The most demanding computing components were usually de-
ployed in cloud environments due to their large computing and
storage capabilities. The basic components were deployed at
the client-side, especially the user interface, as their computing
requirements are usually low and can be executed by almost
any mobile device with a minimum set of functionalities.

During the last few years, mobile devices computing and
storage capabilities have significantly increased [3], leading
to the emergence of new paradigms focused on exploiting
them, such as Human Microservices [4], Mist Computing [5]
or Federated Learning [6]. They allow developers to on-load
some computing functionalities on mobile devices to further
improve the QoS and be more competitive at the enterprise

level. For environment, such as Healthcare or Industry 4.0,
with stringent QoS requirements (such as response time or
latency) this on-load of functionalities is crucial [7]. These
paradigms allow developers to locally store and compute
the sensed information in order to be consumed by local
applications or nearby devices.

In client-server applications, QoS-sensitive functionalities
are deployed in cloud environments, in which cloud providers
can guarantee a minimum quality of the infrastructure and also
scale it up if more resources are required. In such a context,
QoS is mainly evaluated at the server-side, whilst the tests at
the mobile-side are typically focused on the user experience
(functionality and adaptability of graphic elements, navigation
through different screens, etc.).

In distributed applications, both the cloud and the mobile-
side have computing and storage components. Moreover, QoS-
sensitive functionalities can be deployed at both sides. There-
fore, the QoS evaluation must combine the integrated assess-
ment of the server-side, the mobile-side, and the interaction
among devices. Only evaluating the three dimensions in an
integrated would allow one to predict with adequate accu-
racy the expected QoS. In addition, these are usually highly
heterogeneous environments (different mobile devices, with
different capabilities, etc.), being even more difficult to predict
the expected QoS. Therefore, technologies and methods are
required to evaluate the QoS of distributed applications in
heterogeneous environments.

Currently, there are different environments that can be
used to evaluate the behaviour of non-distributed mobile
applications in heterogeneous environments, such as AWS
Device Farm [8] and Azure App Center Test [9]. They allow
developers to create customized environments composed of
devices with different hardware, versions of the operating
system, configuration, etc. However, these platforms focus on
evaluating and launching user interface tests (using Appium,1

Espresso,2 etc.). Therefore, they are not designed to measure
the QoS attributes integrating the cloud and the mobile-side,

1http://appium.io/
2https://developer.android.com/training/testing/espresso
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and their interactions.
Likewise, there are some research efforts towards the evalu-

ation of the QoS of distributed applications. In [10] the authors
propose a framework for the development and evaluation of
distributed systems based on components for heterogeneous
scenarios, taking into account mobile and fixed networks.
However, this evaluation is limited to applications developed
using the proposed framework. Therefore, approaches are
needed that can also evaluate any application that can be
deployed in the targeted devices. In [11], the authors propose
a system for testing the usability and performance of Android
mobile applications with Virtual Reality. This system simulates
different network and mobility behaviours in order to evaluate
applications in close to real environments. However, this
approach is focused on manually testing the application using
a single device, which hinder the evaluation of distributed
applications deployed on heterogeneous devices. Furthermore,
the tests carried out are focused on user experience.

In this paper, we present a framework, called Perses [12],
to evaluate the QoS of distributed mobile applications. To that
end, it allows the definition and deployment of customized
virtual environments, with multiple heterogeneous virtual de-
vices, in which developers can simulate the deployment of
distributed mobile application and launch performance tests
to evaluate different QoS attributes, namely computing time,
response time or latency.

Moreover, this framework has been fully integrated into a
DevOps methodology [13] integrating the virtual environment
deployment and the tests execution in a continuous integration
pipeline, reducing the effort of evaluating the QoS before
deploying the application into production.

The rest of the paper is structured as follows. Section II
explains the characteristics of Perses. Subsection II-A details
its architecture and Subsection II-B describes a demo use case.
Finally, the conclusions are presented in Section III.

II. PERSES

In distributed mobile applications, the holistic evaluation of
the QoS is crucial to predict their success. In these applica-
tions, some components are deployed on the server and others
on the mobile-side. If the QoS is evaluated independently
in each entity and, then, aggregated, the results can be far
from reality. The interactions among entities, and devices
heterogeneity must also be taken into account.

Perses is a framework that allows developers to easily
deploy a virtual environment with multiple heterogeneous
virtual devices to evaluate the QoS of a distributed application.
To use it, one only has to define a configuration file where the
desired QoS and the characteristics of the environment where
it is to be tested are indicated.

Perses is fully integrated into a DevOps methodology,
being able to automate all the different steps that should be
executed during the evaluation process, from the deployment
of the environment to the collection and checking of the
results obtained to determine whether or not the application
achieves the desired quality. This is an important feature for

development companies since they can easily integrate Perses
in their continuous integration pipeline.

Perses is fully scalable, allowing one to evaluate applica-
tions with a large number of virtualised devices. It also allows
customizing their characteristics such as hardware, OS, etc,
being able to easily test different configurations.

A. Architecture
Perses is a framework based on different tools to facili-

tate the creation and deployment of the virtual environments
with heterogeneous virtual mobile devices simulating a real
deployment environment. This section explains the different
modules of this framework, how they have been developed
using existing tools, and how they have been integrated.

Figure 1 shows a general diagram of Perses’s architecture.
Perses consists of two components: Perses Launcher, focused
on the definition and configuration of the virtual environment,
and Perses Virtual Environment, responsible for creating the
heterogeneous environment and executing the defined tests.
Each component has different modules that are explained
below:

• Setup: this module allows developers to create a config-
uration file that is used for defining the characteristics of
the virtual environment to be deployed, the tests to be
launched and the desired QoS attributes to be evaluated
during the test execution.

• Deployment: this module takes as input the configuration
file and is responsible for creating and deploying the
whole virtual environment. To that end, an abstraction
layer has been defined that encapsulates Terraform [14]
–a framework with a high-level language that can be used
to define the deployment infrastructure of an application
for cloud providers. This module, in addition to deploying
the cloud infrastructure, orchestrates the virtual environ-
ment obtaining and installing the necessary resources,
creating the virtual mobile devices and deploying the
distributed mobile application.

• Tests Execution: this module is in charge of launching
and analysing the tests defined in the configuration file.
Two different kinds of tests can be executed: performance
and user interface tests. The performance tests evaluates
the QoS of the application. To that end, APIPecker [15]
– a simple API performance tester in which different
attributes can be defined (concurrent users, iterations and
delay) – is used. For the user interface tests, Perses allows
developers to execute UI tests developed with Espresso.
After launching the tests, this module collects, analyses,
and aggregates the system log of every virtual devices
and the general performance metrics to determine if the
desired QoS is achieved.

• CI Manager: this module is in charge of the integration
with DevOps. It automates the whole deployment process
of Perses and the execution of the different modules. This
automation is carried out through a workflow defined with
GitHub Actions [16]. Once the process is completed, the
test results are provided to the developers.
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Fig. 1. General diagram of Perses.

B. Demo Use Case

In this demonstration, we will show attendees how the
Perses framework works by evaluating the QoS of a distributed
mobile application. For this purpose, we will evaluate an ap-
plication to help curb the Covid-19 pandemic. This application
provides the contagion risk of a person.

The application is made up of a server and a mobile-
side. The server-side is the access point for users to obtain
the risk percentage and, therefore, is also responsible for
calculating this risk. The mobile-side is in charge of saving
the traces of each user and providing on-demand to the cloud
the places/regions in which they have been on.

To know the contagion risk, the user provides the regions
where he has been on during the last three days to the server.
Then, the server compares them with the regions visited by
recently diagnosed positive users in order to calculate the
infection risk.

To make the application suitable for the production deploy-
ment, an average response time of no more than two seconds
is required. For this purpose, Perses will create a virtual
environment with a set of devices simulating a real situation to
evaluate the QoS. The environment will be composed of virtual
mobile devices that already have a location history stored.
Some of them will act as users with Covid-19 to evaluate
the most adverse cases where a user has moved through areas
where there have been several positive people.

III. CONCLUSION

QoS is one of the key dimensions for the success or failure
of any application. In recent years, the capabilities of end
devices have increased considerably, leading to the emergence
of new paradigms focused on the exploitation of these capa-
bilities. This gives rise to distributed applications where both
the cloud and the mobile-side can have computing and storage
components with the aim of further improving the QoS. For
environments with strict QoS attributes this distribution of
functionalities is crucial. Moreover, with the advance of IoT,
these applications are going to be more and more common.
Nevertheless, this quality depends on different entities and
their interactions, which should be carefully analyzed.

In this paper, we presented a framework for the deployment
of a customized virtual environment for assessing the QoS

of distributed mobile applications. We currently work on
analysing the impact of the use of this framework. We are
also working on using Perses to evaluate different architectural
styles and which one achieves a better QoS.
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I. INTRODUCTION

This artifact is a guideline for the use of Perses. Perses
is a framework for evaluating the Quality of Service (QoS)
of distributed mobile applications. Perses allows developers
to define and deploy customized environments with hetero-
geneous virtual mobile devices in order to simulate the de-
ployment of these applications and analyze the monitored
QoS attributes. Perses has been integrated into a DevOps
methodology, automating its execution before its deployment
in a real environment.

II. PERSES SETUP

This section explains how to configure Perses to evaluate a
distributed mobile application. The main requirements are an
account on Github [1] and Amazon Web Service (AWS) [2].
GitHub is required to maintain a repository storing the de-
veloped source code of the distributed mobile application.
Every new commit launch the virtual environments defined
with Perses by means of GitHub Actions [3]. AWS is used
by Perses as an infrastructure provider to host all the virtual
mobile devices to be deployed. In addition, Perses requires
high-capacity AWS .metal instances. These enable the nested
virtualisation required for Android device virtualisation. This
artifact will use C5.metal (Perses takes care of managing
it automatically) so you should verify if your account can
instantiate that kind of instances before starting the process.1

To test Perses, a distributed mobile application is required.
Currently, the mobile side is only compatible with Android
mobile applications. In order to facilitate the evaluation of
Perses, the distributed mobile application of the use case
explained in [4] is provided.

Both components are accessible in public repositories 2,3.
The process that should be followed to configure Perses and

evaluate the application’s QoS is:

1) Deployment of the server-side: To get started, it is
necessary to deploy the server-side. In its repository
(Readme.md) are the instructions for the deployment.

1https://github.com/perses-org/perses/blob/master/MetalVerification.md
2Mobile application: https://doi.org/10.5281/zenodo.4476671
3Server: https://doi.org/10.5281/zenodo.4476371

2) Create the application repository: It is also necessary
to create a personal repository on GitHub to upload
the mobile application. Please, note that in order to run
gradle-based applications, the gradlew script must have
execution rights 4). In order to ease the testing of Perses,
just a fork or a clone of the provided repository can be
created that already has the execution rights.

3) Virtual environment definition: A configuration file,
called .perses.yml, must be created in the mobile repos-
itory to define: the characteristics of the virtual environ-
ment in which the behaviour of the distributed mobile
application should be evaluated, the tests to be launched
and the desired QoS attributes that have to be checked
during the test execution. This file must be created in
the root of the mobile application repository.
For the running example, this file is already provided.
In particular, three sets of Android mobile devices have
been defined, each one consisting of 8 devices. The
difference lies on their hardware, simulating mobile
devices with different CPU and RAM. In addition, 3
performance tests have been defined for evaluating the
general response time of the distributed mobile applica-
tion with different number of concurrent users. Finally,
the QoS objective of a response time lower that two
seconds is also defined, in order to provide an adequate
user experience. An interface test with Espresso [5] has
also been defined to evaluate the main functionality of
the application in which the user clicks on the button to
calculate the infection risk percentage.

4) Automating the execution Workflow: The execution of
Perses is automated with GitHub Actions. For this, the
different steps to perform (compilation of the applica-
tion, installation of the necessary resources, deployment
of the virtual mobile devices, execution of the tests,
etc.) should be defined in a pipeline. This pipeline
is already defined and can be reused to automate the
execution of any project.5. To do this, it should be
copied into the root of the mobile application repos-

4https://stackoverflow.com/questions/17668265/gradlew-permission-denied
5https://raw.githubusercontent.com/perses-org/gha/master/workflow/perses-

workflow.yml
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itory following the structure: .github/workflows/perses-
workflow.yml. Please, note that this file is already also
included in the provided example.

5) AWS Credentials: In order for Perses to be able to
deploy the virtual devices in AWS, it needs credentials
to access and create the necessary infrastructure. To that
end, developers have to create an user and obtain the
EC2 Key Pair. To create the user, the AWS tutorial
should be followed.6. Please, note that this user must
have Programmatic access and AdministratorAccess per-
mission. After creating the user, download the provided
.csv file for later use. To create the EC2 Pair Key, again,
the AWS tutorial should be followed.7.Please note that
this key has to be created in the eu-west-1 region (this
is to make it easier the artifact guide) otherwise the
pipeline execution will not be successful. Finally, the
generated key should be downloaded as a .pem file.

6) GitHub Secrets: to automatically deploy the virtual
environment and execute the defined test when a new
commit is done, the encrypted environment variables on
GitHub, called Secrets, are used to include the AWS
credentials in the application repository. To create them,
in the application repository, developers have to access
to Settings and Secrets, creating the following variables:

• AWS_ACCESS_KEY. In this variable, developers
should add the Access key ID provided in the the
previously downloaded .csv file.

• AWS_SECRET_KEY is used to insert the Secret
access key provided in the .csv file.

• KEY_NAME, which contains the name of the EC2
pair key (not the ID).

• KEY_PEM, which stores a copy of the all content
of the .pem file.

Once these steps are completed, Perses should be ready to
deploy the virtual environment to evaluate the QoS.

III. EVALUATING THE QOS

Perses is integrated in a DevOps and a Continuous Inte-
gration process. To launch Perses, it is necessary to make
some changes in the repository (e.g. modify the Readme.md
file by including a sentence). After saving the change, Github
will automatically launch Perses.This launch will execute the
steps defined in the above mentioned pipeline. The process of
evaluating the QoS can be reviewed accessing to the Action
tab in the GitHub repository. Figure 1 shows an example of
different executions.

In order to thoroughly analyze the results obtained from
each Perses execution, developers can access to each of the
listed Perses runs by clicking on perses-test in the Jobs section.
The Github Action console will be opened showing the results
of each of the steps defined in the pipeline such as building the
project, creation of the infrastructure, deployment of the virtual
devices, test execution, etc. Figure 2 shows an excerpt of the

6https://amzn.to/3nVDoQb
7https://amzn.to/3sCr3Ut

Fig. 1. GitHub Actions Main Page.

content of the step Check Test Results, where the results of the
performance tests are evaluated to check if they are under the
defined response time requirement. This console also shows if
the Espresso tests were successfully passed on each device.

Fig. 2. Perses workflow.
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Publication type: Journal paper.

Journal: Mobile Information Systems.

Available online: 10.1155/2021/2756666.

Quality indicator: JCR Q4.

https://doi.org/10.1155/2021/2756666


Research Article
Pushed SOLID: Deploying SOLID in Smartphones
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Personal information has become one of the most valuable coins on the Internet. Companies gather a massive amount of data to
create rich profiles of their users, trying to understand how they interact with the platform and what are their preferences.
However, these profiles do not follow any standard and are usually incomplete in the sense that users provide different subsets of
information to distinct platforms. *us, the quality and quantity of the data vary between applications and tends to inconsistency
and duplicity. In this context, the Social Linked Data (SOLID) initiative proposes an alternative to separate the user’s information
from the platforms which consume it, defining a unique and autonomous source of data. Following this line, this study proposes
Pushed SOLID, an architecture that integrates SOLID in the user’s smartphone to store and serve their information from a single
entity controlled by the users themselves. In this study, we present an implementation of the Pushed SOLID proposal with the aim
of experimentally assessing the technical viability of the solution. Satisfactory performance results have been obtained at battery
consumption and response time. Furthermore, users have been interviewed about the proposal, and they find the solution
attractive and reliable. *is solution can improve the way data are stored on the Internet, empowering users to manage their own
information and benefiting third party applications with consistent and update profiles.

1. Introduction

Internet applications have become an important part of our
daily routines. Every day, thousands of users interact with
social networks, sharing new content, consuming posts, and
communicating with others. Platforms are concerned on
keeping users interested on the services they supply, so that
one of the main challenges is providing the appropriate
content to the right audience. Successful social webs such as
Facebook (https://www.facebook.com), Twitter (https://
www.twitter.com), Amazon (https://www.amazon.com),
Netflix (https://www.netflix.com), or Spotify (https://www.
spotify.com) provide customised services for their users
based on their preferences and habits [1]. For this, the
storage of personal data becomes critical for applications
which benefits from fidelity to enhance the experience and
competency [2]. However, these practises are not always
favourable both for users and companies. *e centralisation

and privatisation of the information storage can drive to
poor services and risks among other factors.

*e privatisation and centralisation of the information is
a common practise for applications and companies. Data
provide a significant competitive advantage which enables a
deeper understanding of the market and users. Services can
be improved and adapted to the changing demands of
audience which can be analysed and studied to infer these
conclusions [3]. Besides, targeted advertisement makes data
collection lucrative [4]. However, this privatisation trend
drives sites to form information silos, so that data storage is
performed independently and autonomously. Hence, the
access for other applications is disabled, and users do not
enjoy much control over their data. As a consequence, these
policies result in potential privacy problems, inconsistencies,
duplicity, and insecurity issues.

*e lack of any storage standard for information and the
unwillingness to share data between platforms have direct
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consequences on users and companies. Reutilisation of
information is not a common mechanism in this kind of
application. Users who create an account on a new platform
do not find easy by default to port information, friend lists,
and interests in new profiles. It is true that many services
allow login with Facebook or Google credentials; however,
this drives to another point: privacy and dependency. Many
of these platforms require accepting terms and conditions
which involve targeted publicity, empowering these com-
panies [5]. *erefore, many users place blind confidence in
these policies [6], which eventually can result in data leaks
[7] and in the use of information for private ends [8–10].
*is illusion of control is evident when information and
profiles cannot be deleted definitively even when users
deactivate their accounts [11]. However, the inconsistencies
and duplicity are also significant collateral effects of the
privatisation.

Considering most of the applications are reluctant to
share their stored information, there is a large set of data
duplicated between services [12]. Information about iden-
tification, address, contact, and interests are common topics
in registration processes. For example, fields such as name,
phone, sex, or birthday are required for new profiles in
platforms such as LinkedIn (https://www.linkedin.com/
signup), Facebook (https://es-es.facebook.com/r.php), or
Twitter (https://twitter.com/i/flow/signup). *is way, the
inputted data are duplicated, resulting in future inconsis-
tencies. A little change in any of these parameters would
oblige the user to update the information one by one. As a
result, it is common that services recommend content
according to past values such as addresses or interests.
Likewise, this is typical on multimedia platforms such as
music streaming services which recommend content
according to previous reproductions.*us, e.g., if two music
streaming platforms are used in unbalanced times, the
performance will not be accurate in any of them. *us,
inconsistencies and duplicity affect the user experience,
which becomes wasted and results in a bad service for both
application and costumer.

As a response for this, there are proposals which attempt
to provide alternative models for data storage. Following the
basis of data decentralisation, some of the most popular are
WebBox [13] or Diaspora [14]; however, Social Linked Data
(SOLID) initiative [15] becomes the most relevant among
these solutions. SOLID proposes the decentralisation of the
information to separate applications and personal data [16].
*is way, users store their information in autonomous
entities called Personal Online DataStores (PODS). *ere-
fore, applications would adopt a model where they do not
store data but request it from PODS. *us, users are able to
control accesses and authorise or deny petitions. Adopting
this model provides users and companies an enriched ex-
perience based on accuracy, privacy, and control, giving
response to information duplication and inconsistencies.
*is way, PODS becomes useful elements to enhance the
experience for users and to improve companies’ services.

In the present work, we propose the deployment of
SOLID PODS on smartphones. *is combination exploits
the pervasive and contextual characteristics of these devices

to provide a new storage model for personal data. Smart-
phones are appropriate devices to store data since most of
the information involved in the applications processes are
obtained from them [17, 18]. *ey become relevant sources
of information, so that they can be easily integrated in the
data flows without requiring further changes in applications.
*erefore, smartphones are suitable devices to store PODS
with the user profile, keeping personal information and
relevant data for applications. *us, external apps request
access which the user can authorise or deny. As a result, the
user is able to know which applications are consuming
information and when, whereas companies benefit from a
reliable update and consistent data source.

To present this work, the rest of the study is organized in
four main sections. Next, some alternative proposals for data
storage are introduced, and the differences with our ap-
proach are analysed. *en, our proposal is described in
detail, including a reference implementation. Following, an
assessment of the prototype is presented to study the ac-
ceptation and technical viability of the solution. And finally,
last section draws some conclusions about the study.

2. Related Works

As the present work, many approaches have brought so-
lutions for alternative data storage. *e management and
storage of personal information have elicited multiple works
which try to bring transparency and control for the users. In
this line, even some big companies manifest concern and
corporate responsibility about the data government and
propose mechanisms to help users. *is is the case of Apple
and its tool to enable or disable apps to track the user’s
activity [19].*is function increases the control over the data
and its diffusion. However, the tool does not provide a
mechanism to avoid data replication and inconsistencies.
For this, there are other works which provide further
mechanisms and privacy from external accesses. Some
proposals focus on the way the data is shared through a set of
entities, while others focus on centralising the storage on just
one point. Examples of these can be the HAT project [20],
Freenet [21], the DAT Foundation [22], the *reefold Net
[23], the ActivityPub [24], the Safe Network [25], or the BBC
Databox [26]. However, recently, the SOLID initiative has
become one of the most relevant.

Works such as by Paulos [27], Eisenstadt et al. [28],
Ramachandran et al. [29], and Mannens et al. [30] take
SOLID as a base for implementations which exploit the
potential of the tool and develop new functions and
mechanisms.

*e work developed by Paulos et al. [27] brings a deep
usage of SOLID for health purposes. Taking into account the
massive amount of health data collected by wearables and
training devices, this proposal study an alternative storage
architecture based on SOLID. *e project investigates about
the decentralisation of the records stored by companies such
as Fitbit, Apple, or Google into a model based on SOLID
deployed in the smartphone. *is way, issues such as pri-
vacy, consistency, and private management are addressed.
However, in contrast with our proposal, the solution stores
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health data to protect privacy and consistency, while our
project provides a tool to centralize information and serve
any kind of information to third applications.

In the case of Eisenstadt et al. [28], the work centres on
providing a reliable certification method for COVID-19 test
results. *is way, the project brings an architecture for
storing tamper-proof and privacy-preserving certification
that allows the identification of people who has submitted to
Coronavirus tests. For this purpose, the study makes use of
SOLID PODS running on phones, guarantying the privacy
of the contained information. Eventhough the project makes
use of smartphones to deploy PODS, the purpose centres on
providing a validation and certification tool. *us, the so-
lution does not implement services to store and serve
personal information. However, our work offers the
mechanism to manage the individual’s data as services for
third parties.

In the same way, Ramachandran et al. [29] also proposed
SOLID as a tool for data verification and confidentiality.
*us, the project connects SOLID PODS and Blockchain to
create a decentralized architecture which provides a reliable
mechanism for data storage, keeping integrity and privacy.

*e project proposed by Mannens et al. [30] presented a
model to streamline governmental processes making use of the
SOLID PODS. *e idea comes up as a response to the large
amount of personal information that governments store and
how institutions keepmultiple copies. Issues such as consistency,
access control, and privacy are addressed through the use of
PODS, following legal frameworks. *erefore, citizens manage
their information storing the data in their private PODS and
allowing public institution the access. As a result, citizens get
control over their data while responding to store inconsistencies
between institutions. However, the solution is not a universal
tool for information gathering but centred on bureaucracy and
official institutions.

*ese approaches implement SOLID on smartphones.
*e solutions equip PODS with new behaviour and possi-
bilities, defining a decentralized architecture based on in-
dividual devices.*e proposals integrate SOLID for concrete
purposes such as certification, validation or, in the case of
Paulos [27], storing. However, even though these imple-
mentations exploit SOLID, they do not draw a global
mechanism for data storage. *is way, evaluating the dif-
ferent alternatives, we believe it is interesting to equip
smartphones with a real relevance at information man-
agement and align their possibilities with SOLID mecha-
nisms. *us, this proposal places smartphones as the core of
data storage to serve a new paradigm where privacy and
decentralisation suppose the key element of the information
government.

Pushed SOLID provides an information profile which
could serve as potential tool for multiple purposes. Projects
[17, 31–33] which require a profile to manage, process, and
export data can be easily integrated with the architecture. In
the same way, solutions [34–36] could find in the present
proposal a reliable mechanism for implementation.

In the next section, the details of the proposed work are
explained, and the internal mechanisms of the solution are
provided.

3. Pushed SOLID

*is study proposes an architecture which combines the
intimate nature of smartphones and the powerful philoso-
phy of the SOLID initiative. *e solution mixes these two
lines into a project which situates the user in the centre of the
information management. *us, smartphones become the
store of their data, empowering the devices to serve as
providers of the information to the external applications
which require it. *is proposal aims to provide a response to
the increasing interest in data governance and presents a
solution for inconsistencies and duplicity of information on
personal profiles.

3.1. SystemDefinition. *e proposed architecture relies on a
set of components which collaborate to provide the infor-
mation to external requests as shown in Figure 1. *is
scheme explains the complete process to communicate a
petition from an external application (ε) to the SOLID PODS
(Psolid) of the user, executed on its smartphone. *is way,
three main entities shape the architecture: the SOLID PODS
(Psolid) and Pusher app (Papp) in the smartphone (S) and API
Gateway (G) in the server. Additionally, Firebase (F) is used
to communicate petitions between the server and the
smartphone and the external application (ε) is the one which
begins the process. Next, the elements of the architecture are
detailed and explained.

*e SOLID PODS is the entity in charge of storing the
personal information. *is element is executed locally in the
user’s smartphone. It has been designed to be deployed on a
server; however, in the current proposal, they have been
adapted to be deployed on smartphones. *us, the PODS
stores data locally in the device, independently from any
external entity. In the current proof of concept of the so-
lution, users can interact with the platform using the default
web interface in the phone. Considering the main goal of this
implementation is analysing the viability of the proposal, the
interactions can be done using the default front.

Once the SOLID PODS is configured, it is ready to
provide information. However, the data store is locally
deployed, so it can not be accessed externally, and only
the own phone visualises the platform. Nevertheless, we
want Psolid to provide the requested information to ex-
ternal apps (ε), so that it is required an additional
mechanism to perform this. Hence, we turn to the Pusher
application (Papp) to manage external requests. *is
application provides communication between the API
Gateway (G) and the SOLID Server (Psolid) which runs on
the smartphone. *e API Gateway is required to effec-
tively resolve the petitions and to map the SOLID domain
requests with the address of the device. Nevertheless, the
adoption of this intermediate layer does not work against
the decentralized philosophy since the API Gateway does
not store further data than the tuples related to
addressing the petitions. In order to perform this
communication between the API Gateway and the
smartphone, Firebase (F) [37] is used to connect the
petitions from G with the device.

Mobile Information Systems 3



Firebase is a technology developed by Google which
enables a simple push-based communication between en-
tities regardless of the technology used for Internet con-
nectivity (Wi-Fi, 4G, or others). We have considered
Firebase as a communication component for its simplicity
but can be easily replaced by a similar open-source mech-
anism like MQTT [38], which would allow information
transfer between the layers. Nevertheless, Firebase provides
reliable performance and its terms of usage specify how the
data stored by the technology are basic information required
to operate [39].

Once Firebase communicates the petitions received in
the API Gateway, this component communicate the request
with the smartphone executing a callback method of Pusher
app. *erefore, the method executed in Pusher app asks for
the required information to the SOLID PODS, which selects
the corresponding data from the profile and returns the
values. As a result, Pusher app provides the requested data to
the API Gateway. Considering the callbackmethod identifies
the requester entity and SOLID PODS counts with access
control; security and validation tasks can be easily integrated
in the process. As a result, the technical details to replicate
the implementation process can be found in the project
repository (https://bitbucket.org/spilab/solidsituational.
context).

Considering these three components of the system, the
way they are coordinated begins from the installation and
configuration of the SOLID PODS and the Pusher appli-
cation. Once these two elements are operative, the Pusher
app communicates the addition with the API Gateway,
which will be in charge of mapping incoming petitions to the
corresponding smartphone. For this, the token ID of

Firebase is updated from the Pusher app, in the case it
changes.*erefore, the API Gateway keeps updated with the
latest value required to operate.

*e detailed working of Pushed SOLID is shown in
Figure 2, which identifies all steps and collaborations be-
tween the different layers. First, the external application (ε)
requires a concrete set of information from a user (step 1)
(e.g., a new web platform where a user is creating an ac-
count).*is way, instead of having to input all their personal
data, the new member provides its SOLID Domain (2). *is
variable is the public username of its SOLID PODS and
serves as main identification in the architecture. *erefore,
the application only have to demand the required data to the
API Gateway (G), providing the SOLID domain. *e API
Gateway is the only entity which truly knows where the
information is stored. *us, this layer uses Firebase tech-
nology to easily communicate with smartphones through
push notifications. Moreover, the API Gateway maps the
SOLID Domain with the Firebase ID and notifies the cor-
responding smartphone (S) about the petition (3). As a
result, the device receives the notification and asks the user
for acceptance to allow the external app access to the in-
formation (4).*is transaction is carried out with the Pusher
application (Papp) which executes a callback method invoked
when the API Gateway receives interactions. *en, the user
is asked to allow or deny petitions.*is way, the permissions
can be configured, defining concrete requester as reliable.
*is operation can be performed straightly in the SOLID
PODS or using the Pusher app. In the case the permission is
favourable, the local SOLID PODS (Psolid) provides the
required information to the Pusher app. *en, the appli-
cation responds to the API Gateway with the data (5).
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Figure 1: Pushed SOLID architecture.
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Finally, the API Gateway returns the answer to the
requesting platform (ε) and the process is completed (6).

Considering this procedure, Pushed SOLID becomes a
suitable tool to manage the information both for users and
applications. Users are able to keep all their personal in-
formation in just one place: their phone, which physically
stores the data. Furthermore, it is possible to identify all
applications and entities which access the profile. *us, the
user can authorise and revoke petitions at any time. On the
other hand, applications benefit from the centralisation of
the data in the PODS.*is solution guarantees the reliability
of the information and that the personal profiles are com-
plete and updated. Besides, inconsistencies and data repli-
cation are solved, providing uniformly a common source of
data for all applications. As a result, information can be
shared between platforms, and it is possible to track the
entities which consume our data and the storage becomes
standardised. Hence, the way personal information is stored
in the Internet could change, bringing a new philosophy
based on control and governance for the user.

3.2. Use Case. We have already approached to some of the
issues which affect users experience due to the independence
of the data between platforms. One of the most recurrent is
enjoying a service using multiple platforms, such as music
streaming, where users tend to distribute reproductions
among several applications [40]. *is section compares the
ordinary scenario for a user who does not use Pushed SOLID
and how the proposal can improve the experience.

For this example, we consider two of the most used
music streaming platforms [41]: Amazon Music and Spotify.
Both applications count with a recommendation system
based on historical reproductions and favourite lists, so the
more a user uses a given platform, the more accurate
suggestions are got from that platform. However, these
applications store the information privately and they do not
share it with other services. *is way, these politics become

inconvenient when users consume more than one streaming
platform. *us, the irregular time spent in each service
drives to inaccurate recommendations. Considering this, the
proposed use case represents a possible scenario (Figure 3): a
user spends 90% of time (t � 90%) listening to music with
Spotify (εSpotify) and 10% (t � 10%) using Amazon Music
(εAmazon). As a result, the knowledge about preferences is
unbalanced, so that Amazon Music cannot provide accurate
recommendations while Spotify lacks on a 10% of the music
reproductions. *erefore, this context can highly affect the
user experience (ω1).

As a response for this recurrent situation, Pushed SOLID
proposes the unification of the knowledge generated from
platforms in the SOLID PODS (ω2). *us, the information
about historical reproductions and favourite music is stored
in a single entity: the SOLID profile (PODS).*is way, music
streaming platforms read and modify the same music
preferences independently from the usage time. As a result,
all applications provide recommendations as if they would
be used every time. *is improvement is reflected on Fig-
ure 3 where both Amazon Music and Spotify consume the
same information about music preferences.

As a result, Pushed SOLID improves the recom-
mendation performance of the music streaming plat-
forms and provides a better experience, sharing data
sources and democratizing the custom experiences
possibilities. In the same way, the user is not the only
beneficiary since applications will be able to perform
more accurate recommendations independently from the
time of usage. *us, Pushed SOLID becomes a very in-
teresting solution for information management, whereas
the data governance befalls completely on the user.
Considering the proposal uses the smartphone as a data
provider, performance and consumption become two
main issues for the technical viability. Moreover, next
section evaluates the implementation of the architecture
and analyses the response of the solution under daily use,
checking the technical viability of the solution.
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4. Pushed SOLID Validation

*e architecture proposes the use of the smartphone as the
centre of all our profiles on the Internet. *is means that the
device is in charge of managing all incoming data petitions
and satisfying them with the corresponding information.
Luckily, the technical capabilities of the smartphones have
been constantly improving during the last years. However,
the high requirements of the proposal suppose a challenge
for devices, involving factors such as battery consumption
and response time. In addition, it is relevant to consider the
possible controversy nature of the project. Taking into ac-
count the goal of the platform is managing the large set of
personal information distributed along the Internet, user’s
perception is critical to build a reliable solution. Considering
this two points, an experimental evaluation about user’s
opinion and a system assessments about the performance
and technical viability of the proposal has been performed.
For this evaluation, the implementation of Pushed SOLID
counts with PODS which stores a profile with personal
information, historical music played, and main interests
(Table 1).

*e assessments performed in the experiment followed
two dimensions: the perception and usability of the solution
and the technical performance of the implementation.

4.1.Usability Tests. *e perception and feeling of the users is
a critical variable for the proposal. Considering the main
goal is managing all personal information, it becomes clearly
relevant to study the reaction and opinion from users when
they use the prototype. *us, several steps were considered
to perform usability tests. *erefore, a methodology based
on user testing [42] was applied to obtain reliable answers.
Following this guideline, we were able to elaborate a testing
context which allowed us to analyse the perception of the
idea and the first opinions after its use. *is way, a group of
users participated and answered two different surveys.

*e first step was to select a group of sixteen users, who
are not related with the project, and to introduce them to the
purpose of Pushed SOLID. *e background of the partici-
pants varied, with only six technicians. *is way, we try to
avoid bias.

*en, a first survey about the perception of the idea was
done, addressing privacy politics, data centralisation, and
opinions, from a neutral point of view. *is way, the
questions raised clearly the issue, approaching current
tendencies and the concept that users have understood about
the proposal. *e answers were based on ranges: each
question (Q) raised a topic and testers had to provide a score
(Sp) from 0≤ Sp ≤ 5, according to the relevance they give to
that specific topic. Additionally, a comments box gathered
opinions and suggestions. *e questions included in the
perception survey are given in Table 2. *us, an average of
the obtained results from the survey is shown in Figure 4.
Besides, since Q5 is not a scoring topic but a text parameter,
the most recurrent words in the answers are considered.
Additionally, a control question was introduced to check if
any respondent answered randomly. As a result, all users
answered correctly.

Figure 4 shows the obtained scores in the perception
survey.*e results manifest the interest from users about the
proposal and about the phone as the centre of information
management. In the same way, testers also showed distrust
regarding data management policies in companies (Q1),
especially in those participants who were technicians. For
the questions concerning the project concept, users reflected
interest for centralisation (Q2), defining the overall valued
dimension. In the same way, testers also think that public
would approve and adopt the proposal (Q3). However, the
values define this characteristic as the lowest rated regarding
the work. In the case of the main purpose of Pushed SOLID,
users think this can become a solution for store issues like
replication or inconsistencies (Q4). Additionally, the an-
swers in Q5 are analysed considering the recurrence of
words. For this, we have considered as common concepts
those words which are included in the abstract description of
the solution. *erefore, concepts like smartphone (appeared
14 times in responses, considering “phone” as synonym),
Internet (13), privacy (11), data (10), and information (6) are
ignored. As a result, the words which repeat themost and are
not common are centralisation (10), companies (9), security
(7), trust (6), change (6), and music (4). Hence, the messages
were mainly focused onmanifesting the relevance of the idea
as a disruptive tool which proposes a great change at data
management through centralisation. Besides, the tendency
manifests how there is a widespread concern about pro-
viding security mechanisms to guarantee a safe storage in the
smartphone, defining this as the main core of the project.
Also, there were comments which support that companies
should take part in the proposal, manifesting the importance

-

Stored music 
preferences

t = 90%

spotify amazon

spotify amazon

PODS

t = 10% ω1

ω2

t = 90% t = 10%

Figure 3: Music streaming with (ω2) and without (ω1) situation
SOLID.

Table 1: Personal information stored in a PODS.
Name
Role
Organization name
Address
E-mail
Telephone
Historical music played
Main interests
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of providing a good experience also for enterprises. At last,
some contributions were focused on potential applications
like music services. Considering the results obtained in the
first interaction with users, the survey discloses significant
interest in the proposal by the testers.

Once the first approach was finished, testers interacted
with the platform. *e tasks they performed mainly focused
on user experience, so that they created a PODS and
inputted information. Besides, they supervise information
petitions from external applications. In the same way as the
previous step, testers answered a survey about the user
experience using the proposal implementation. Hence,
testers scored (Sx) from 0≤ Sx ≤ 5, the satisfaction and user-
friendliness of the solution. *e questions included in the
survey are given in Table 3. As a result, Figure 5 shows the
obtained average results.

Figure 5 shows the obtained results from the user ex-
perience survey. In average, the scores denote testers have
had a successful experience, specially technicians. For Q5,
the average of answers situates the information input with
2.69, around one point below Q7. *e most rated parameter
in the survey was Q6 with 3.69. Hence, these results show a
great acceptance for a novel proposal. Testers mainly
highlight the simplicity at using the platform, especially for
the registration process and configuring the SOLID PODS.
Additionally, the suggestions and comments in Q8 are also
interesting. In the same way as previous survey analysis, the
opinions in the comments field are addressed with the most
recurrent words. *us, the words which repeat the most
were user interface (11 times), easy (10), comfortable (9),
battery (8), performance (5), and integration (4). *ese
recurrences manifest some of the most favourable points of

the proof of concept. Users talked about the user interface
and the way the application is easy to configure. Also, testers
place a value on the comfort of checking the information as
well as the incoming petitions from external applications. In
the same way, performance and battery were two of the most
recurrent issues, standing out the importance of providing a
good efficiency in the execution. As a result, the imple-
mented solution provides a successful user experience with
an easy-to-use interface.

Considering the obtained results in the usability tests, the
proposal fulfils the requirements of usability and provides a
disruptive solution to manage information. However, it is
important to highlight the performance requirements that
the prototype meets. For this, the next section assesses the
technical behaviour of the solution, evaluating the consumed
battery and the response time and drawing a discussion of
the results.

4.2. Technical Performance. One of the main dimensions of
the project is the technical viability. Considering the ar-
chitecture proposes the smartphones as the provider for all
information required by applications, the solution must
guarantee a good performance.*is way, parameters such as
the energy consumption and response time become critical
variables to analyse. In this section, the provided imple-
mentation of the Pushed SOLID is assessed in a laboratory
context where random petitions are simulated to evaluate
battery consumption in the smartphone devices and the time
required to obtain a concrete data from the PODS. Next, the
setup configuration is explained and the results are
discussed.

Table 2: User perception survey.

Q Sp

Q1 Do you trust the current politics for storage methods for personal information at big companies? [0,5]
Q2 Do you like the idea of keeping all your data in your phone? [0,5]
Q3 Do you think current users will embrace this model? [0,5]
Q4 Do you think this model solves main management issues? (consistency, duplicity. . .) [0,5]
Q5 How would you improve the platform? [text]

Q1 Q2 Q3 Q4

Sp

Sp

1.88 3.69 3.25 3.75

0.00

1.00

2.00

3.00

4.00

5.00

Sp

Figure 4: Score (Sp) of the questions (Qn) about the perception of the project.
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4.2.1. Assessment Setup. In order to evaluate the platform,
an assessment setup is built. *is scenario is composed by
two different contexts: the laboratory and the smartphones.
Each of them is in charge of deploying any of the three
different entities involved in the architecture: external ap-
plication which performs petitions (Eapp), the API Gateway
which communicates petitions with smartphones (G), and
smartphones which executes the Pusher app (Papp) and the
SOLID PODS to store the information (Psolid). Considering
this, an experimental context is built to simulate a heavy
charge of petitions to the architecture. Figure 6 represents
graphically the process.

*e petitions are generated in the laboratory context. It is
shaped by two computers, computer A(CA) and B(CB)

(Table 4). *e first one deploys the API Gateway (G),
whereas the second one send petitions to it, simulating the
activity of an external application (Eapp). CB follows Algo-
rithm 1 to request the data to the API Gateway, which
communicates with the smartphones. *e smartphone
context is shaped by two devices: smartphones A(SA) and
B(SB) (Table 5). Both devices are submitted to a daily use by
their owners while executing a SOLID PODS and answering
automatically the petitions generated by CB. As a result, the
raised scenario proposes a experimental context where the
performance of the platform can be easily tested. Every time
CB performs a petition, the time lapsed between the request
and the response is registered. In the same way, both
smartphones SA and SB monitor the battery consumed by
serving the data from the PODS.

*e proposed execution scheme is performed during
three days continuously, following the instructions of Al-
gorithm 1. *is way, there are two programmed peaks of
petitions during the first two days. *ese events try to check
the capability of the platform to provide response to a large

set of requests, while analysing the impact on the response
time and battery average. *e number of petitions per-
formed during an hour in the experiment ranges from zero
to twelve. *erefore, the traffic does not follow a clear
pattern and changes randomly. *is idea corresponds with
the goal of providing an irregular and realistic flow of
messages. For this, a generated number and a waiting time of
five minutes is used. As a result, this behaviour tries to
provide a changing number of requests based on the average
number of notifications that smartphones use to receive in a
day [43]. Once the execution concludes, outcomes are ob-
tained. *e next section discusses the results and extracts
conclusions.

Table 3: User perception survey.

Q Sx

Q5 Satisfaction at information input in SOLID PODS [0,5]
Q6 Simplicity at the registering process [0,5]
Q7 Simplicity at specifying SOLID PODS parameters [0,5]
Q8 Comments field to suggest changes [Text]

Sx

Sx

Q5 Q6 Q7

2.69 3.69 3.50

0.00

1.00

2.00

3.00

4.00

5.00

Sx

Figure 5: Score (Sx) of the questions (Qn) about the user experience.

Runs algorithm 1
Measuring γ [ms]

Laboratory context

CB
CA

G

Smartphone context

Measuring
∝ [%]

SB

Papp

Psolid

Papp

Psolid

-

SA

-

Figure 6: Evaluation setup.
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4.2.2. Result Analysis. After three days of executions, the
results are obtained. *ere are two sources of results:
computer B (CB), which has been monitoring the response
time, and smartphones A (SA) and B (SB), which have
monitored the battery level evolution. *ese two variables
are specially relevant to qualify the performance of the
platform, since they reflect critical values for the purpose of
the solution. *is way, the battery consumption and re-
sponse time are introduced.

On the one hand, the battery consumption (αs (%) with
s as the corresponding smartphone) represents the per-
centage of battery consumed by the application execution.
Smartphones run two main components: the SOLID PODS
and the Pusher app. *e first one waits for petitions from
Pusher app which, at the same time, receives requests from
the API Gateway, using Firebase. *erefore, the con-
sumption of energy is an important part of the project.
Considering that Internet application would require in-
formation to the smartphone, it is important to provide
availability in the service. For this, the energy consumed by
the architecture must be low in smartphones. In order to
obtain realistic results, SA and SB have been submitted to
daily use by their owner with tasks such as surfing the net,
messaging, multimedia, and geopositioning. *e

experiment is focused on analysing how Pushed SOLID can
be embed in the day-to-day routines and address the
quality of its integration with the rest of functions.
*erefore, we discarded the assessment in a controlled
environment, focusing in results obtained from a real
context. *is way, some inaccuracies are assumed, such as
distinguishing between consumptions in WiFi or cellular
network. For this task, the android BatteryMonitoring Tool
[44, 45] has been used. As a result, the obtained values
correspond with a realistic context.

On the other hand, the response time (c (ms)) rep-
resents the time elapsed between a petition is done by an
external app and the information is received by the
entity. *is way, this parameter becomes especially rel-
evant since the information must be provided quickly to
the multiple demanding applications. Factors such as the
CPU usage, the memory available, and the Internet
connection can affect the results, but this also enriches
the outcomes. Considering the idea is integrating the
service with an average use of the smartphone, it is in-
teresting to study the response of the architecture when
the device is submitted to a real use. Once the executions
are completed, the results are obtained. *us, Figures 7
and 8 show the outcomes.

Table 4: Technical specifications of the computers used in the experiment (CA and CB).

Specifications CA CB

Operative system Ubuntu 19.10 MacOS Catalina 10.1
RAM memory 8Gb 16Gb
Processor IntelCore i5-3570 (3.4GHz) IntelCore i5-7360U (2.3GHz)

Require: returns false if simulation time is over, S( ); petition probability, P; petition type, Pt; returns true if it is peak time, P; get
the SOLID DOMAIN from smartphone, SOLID(smartphone); generates a number between [0.0, 1.0], R; wait for five minutes,
W( ); returns the type of data to request, T( ); perform the request of a concrete data to a concrete smartphone, L(Sn, T).

(1) do
(2) P←R

(3) if P> � 0.5 then
(4) do
(5) Pt←T

(6) L(SOLID(SA), Pt)

(7) L(SOLID(SB), Pt)

(8) while P � True
(9) end if
(10) W

(11) while S � True

ALGORITHM 1: Pseudocode used to generate random petitions, executed in CB.

Table 5: Technical specifications of the smartphones used in the experiment (SA and SB).

Specifications SA SB

Model LG G5 Titan Xiaomi Mi A2 Lite
Android version Android 6.0 Marshmallow Android X
Battery (mAh) 2800 4000
Processor Snapdragon 820 (2.15GHz) Snapdragon 625 (2.0GHz)
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Figure 7 shows the evolution of the battery in SA and SB

during the three days of executions. *e figure represents
three different variables as a function of the execution time
(T): the battery evolution of both smartphones (αa and αb)
and the number of generated requests (Mgen). As can be
seen, there is not a clear connection between Mgen and the
battery evolution (αa and αb). *ere are two programmed
peaks in Mgen at T � 11.00 on days 1 and 2. *ese events
were preset to find more evident impact on battery. How-
ever, as can be seen, the battery is not directly affected by the
requests. *erefore, we can deduce that the energy con-
sumption derived from the architecture operation on the
smartphones is very low. Additionally, the Android Battery

Monitoring Tool indicates consumption below 0% for
Pusher app, a report which matches with the battery con-
sumption trajectory.

In the case of c, Figure 8 shows the recorded times to
respond to external applications as a function of the exe-
cution time (T). *us, for this case, we can appreciate a
connection between Mgen and c. *e average of response
time rounds c � 2152.25 (ms) with a median number of
petitions of Mgen � 12.87. *e programmed peaks of re-
quests have a direct impact on the time required to solve the
petitions. *us, c increases from the average value up to
more than 7000 (ms), evidencing that the solution is sen-
sitive to a large number of requests. Moreover, in the case of
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the rest of the petitions, there are some values above one
second. *e size of the transmitting messages varies,
depending if it is a petition or it is a response, between 582
bytes and 612–1024 bytes, respectively. *erefore, it is dif-
ficult to identify the size as a bottleneck. Nevertheless, *is
delay can be introduced by the API Gateway, which per-
forms a waiting time to receive information from the
smartphone. As a result, the time required to retrieve in-
formation from the smartphone can be optimized. However,
considering the main goal of the assessment is analysing the
viability of the proposal, the delays can be accepted.

*e prototype developed as a proof of the concept of
Pushed SOLID provides a valid solution to store our per-
sonal data on phones. *e approach has been tested to study
the technical viability of the project and the results are
favourable. Two of the main features the proposal must
provide are acceptable energy consumption, which does not
affect significantly the battery, and a reasonable response
time which guarantee an effective service for external apps.
*us, once the tests have been performed, the results are
favourable. On the one hand, the deployment of the SOLID
PODS and Pusher app in the smartphones does not have a
significant impact on the battery. In fact, the obtained results
manifest how low is the energy consumed by the solution.
Besides, the petition peaks do not specially affect the battery
performance. On the other hand, the response time is
sensitive to the simultaneous requests. However, the average
time required to provide information is low and satisfies the
requirements of the service.

Considering the two dimensions of the assessment,
usability and technical performance, we can consider the
prototype as a good implementation of the architecture. *e
implemented solution becomes a reliable method to identify
the possibilities of the project and its scope. As summary, the
involved testers manifest significant interest for the proposal
and the qualitative evaluations show its technical viability.
*erefore, the project represents a successful work line with
a promising approach to a new data paradigm. In order to
define some considerations in the assessment, the next
subsection draws the threats to the validation process,
identifying some relevant considerations about the results.
Furthermore, the last section brings conclusions about the
proposal and the advances that the work implements.

4.3.-reats to Validity. In this section, we address the most
relevant threats to validity which can condition the per-
formed assessment. For this, two points are approached:
tests with users and the smartphone operability.

One of the most relevant stages in the validation of
Pushed SOLID is the usability tests. *ese activities involved
a set of research studies to know the concern and opinion of
potential users about the proposal. *e results manifested a
good response from research studies who considered the
system as an appropriate alternative option for data storage.
However, it must be considered that six of the sixteen users
who participated in the experiment were technicians,
acquainted with brand new solutions and novel technolo-
gies. In the case of other participants, who are ten, they were

not technical profiles, so they provide more reliable results
for the user testing.

On the other hand, the operability of the smartphone
becomes also a threat. *e smartphone which executes
Pushed SOLID can loose connectivity or its battery can get
discharged, so that petitions from external applications can
be missed. For this, we rely on the inherent usage patterns of
the user and how smartphones use to be always connected
and alive. According to studies like [46–48], most users keep
their phones with battery during all the day, as well as
connected to the Internet. *erefore, we consider the pro-
posal can likely be operative in almost all situations.

5. Conclusion

Personal data have become a very valuable coin for Internet
companies. *e custom services and advertisement are a
relevant issue for enterprises which find publicity as an
important source of incomes. As a result, companies keep
private their data from other apps, lacking of any standard,
and bringing also replication and inconsistencies between
platforms. In response to this, the SOLID initiative proposes
an alternative storage philosophy which centralises infor-
mation on uniquely individual entities called PODS. *us,
users keeps all their information while controlling the ex-
ternal accesses to the data. In this framework, we propose
Pushed SOLID, an architecture which deploys SOLID PODS
on user’s smartphone. *us, the information is stored in the
device, which serves as provider of the data to external
requests. *is way, the user can easily authorise or deny
accesses to the PODS.

With the objective of studying the possibilities of the
work and the technical viability, a prototype of the proposal
was implemented. *us, a group of testers were interviewed
about their opinion of the project, obtaining very good
feedback. Users considered the model as a suitable response
to the uncontrolled and massive storage of personal data.
Besides considering the solution situates the smartphone as
the centre of the implementation, it is relevant to guarantee
the technical viability. For this, performance assessments
were performed to study the impact of the solution on
battery consumption and the response time of the requests.
As a result, the experimental tests showed a good response of
the prototype for both parameters, battery and response
time. As a result, the obtained results manifest the relevance
of the proposal and the technical viability.

Considering the assessments and evaluations of the
proposal, Pushed SOLID can be considered as a valid so-
lution for data storage.*e possibility of keeping all personal
data on the Internet in just one device enhances the users
control over their own information.*is way, both users and
enterprises benefit from the work. On the one hand, users
are empowered with a reliable knowledge about the entities
which access to their data, being able to refuse requests while
keeping a track on the consumed information. On the other
hand, enterprises obtain updated and consistent information
while issues like replication are solved. As a result, Pushed
SOLID proposes a new paradigm on the Internet which
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becomes a new way of understanding privacy, while users
and enterprises are benefited.
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Abstract. Las crecientes capacidades de los dispositivos finales han ll-
evado al despliegue masivo de aplicaciones móviles distribuidas. El éxito
de estas aplicaciones depende en gran medida de la Calidad del Servicio
(QoS) que ofrecen. Esta calidad es especialmente dif́ıcil de evaluar de-
bido al gran número de entidades implicadas y a su heterogeneidad. Las
herramientas actuales de evaluación no dan soporte a este tipo de aplica-
ciones, suelen centrarse en la evaluación de la QoS proporcionada por una
sola entidad. Sin embargo, la QoS de las aplicaciones distribuidas no sólo
depende de la QoS de cada entidad, también hay que evaluar las interac-
ciones entre las entidades. En este art́ıculo se presenta un framework, de-
nominado Perses, para lanzar entornos virtuales que permitan simular y
evaluar la ejecución de aplicaciones móviles distribuidas. Esta simulación
proporciona resultados de la QoS alcanzada. Además, el framework se ha
integrado en una metodoloǵıa DevOps para automatizar su ejecución.
Vı́deo de presentación— https://youtu.be/wpIApe_sPFE

Keywords: Aplicaciones Móviles Distribuidas; Calidad de Servicio; De-
vOps; Entorno Virtual

1 Introducción

El éxito o el fracaso de cualquier aplicación móvil depende de dimensiones, como
la publicidad, la viralidad o la Calidad del Servicio (QoS) proporcionada [7].Una
mala calidad llevará a los usuarios a rechazar rápidamente la aplicación.

Estas aplicaciones se desarrollan normalmente utilizando un estilo arqui-
tectónico cliente-servidor. Los componentes informáticos más exigentes se de-
spliegan normalmente en entornos cloud debido a su gran capacidad de com-
putación y almacenamiento. Los componentes básicos se despliegan en el lado
del cliente, ya que sus requisitos de computación suelen ser bajos y pueden ser
ejecutados por casi cualquier dispositivo móvil.

Durante los últimos años, las capacidades de computación y almacenamiento
de los dispositivos móviles han aumentado significativamente [3], provocando la
aparición de nuevos paradigmas centrados en su explotación, como los Microser-
vicios Humanos [8] o Mist Computing [11]. Estos paradigmas permiten a los
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desarrolladores cargar algunas funcionalidades de computación en los disposi-
tivos móviles para mejorar la QoS y ser más competitivos a nivel empresarial.

En las aplicaciones distribuidas, tanto el cloud como el lado cliente/móvil
tienen componentes de computación y almacenamiento. Por lo tanto, la evalu-
ación de la QoS debe combinar la evaluación conjunta del lado del servidor y del
lado móvil, aśı como de la interacción entre ambos. Sólo la evaluación conjunta
de las tres dimensiones permitiŕıa predecir con suficiente precisión la QoS es-
perada. Además, suele tratarse de entornos heterogéneos (diferentes dispositivos
móviles), siendo aún más dif́ıcil predecir la QoS esperada.

Actualmente, existen diferentes plataformas que permiten evaluar el compor-
tamiento de aplicaciones móviles no distribuidas en entornos heterogéneos. AWS
Device Farm [10] y Azure App Center Test [1] permiten a los desarrolladores pro-
bar diferentes dispositivos con diferentes configuraciones. Sin embargo, se centran
en la evaluación de tests de interfaz de usuario (mediante Appium3, Espresso 4,
etc.). Por lo tanto, no están diseñadas para medir los atributos de QoS.

En este art́ıculo, presentamos un framework, denominado Perses [9], para
evaluar la QoS de las aplicaciones móviles distribuidas. Para ello, permite definir
y desplegar entornos virtuales personalizados, con múltiples dispositivos vir-
tuales heterogéneos, en los que los desarrolladores pueden simular el despliegue
de la aplicación móvil distribuida y lanzar tests de rendimiento para evaluar
diferentes atributos de la QoS.Además, este framework se ha integrado comple-
tamente en una metodoloǵıa DevOps [2], reduciendo el esfuerzo de evaluación
de la QoS antes de desplegar la aplicación en producción.

El resto del art́ıculo se estructura de la siguiente forma: La Sección 2 explica
las caracteŕısticas de Perses y su arquitectura. La Subsección 2.1 describe un
caso de uso para la demo. Finalmente, la Sección 3 presenta las conclusiones.

2 Perses

Perses es un framework que permite a los desarrolladores desplegar fácilmente
un entorno virtual con múltiples dispositivos virtuales heterogéneos para evaluar
la QoS de una aplicación distribuida. Para utilizarlo, sólo hay que definir un
fichero de configuración con las caracteŕısticas del entorno, los tests a ejecutar
y los umbrales deseados de los atributos de calidad.

Perses está totalmente integrado en una metodoloǵıa DevOps, siendo ca-
paz de automatizar todos los diferentes pasos que se deben ejecutar durante
el proceso de evaluación.Además es totalmente escalable, permitiendo evaluar
aplicaciones con un gran número de dispositivos virtualizados.

La Figura 1 muestra un diagrama general de la arquitectura de Perses. Perses
consta de dos componentes: Perses Launcher, centrado en la definición y config-
uración del entorno virtual, y Perses Virtual Environment, encargado de crear
el entorno heterogéneo y ejecutar los tests definidos. Cada componente tiene
diferentes módulos que se explican a continuación:

3 http://appium.io/
4 https://developer.android.com/training/testing/espresso
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– Setup: este módulo se encarga de validar y extraer las caracteristicas del
fichero de configuración para los demás módulos.

– Deployment: este módulo toma como entrada las caracteristicas obtenidas
en el módulo anterior y se encarga de crear y desplegar todo el entorno vir-
tual. Este módulo tiene una capa de abstracción que encapsula Terraform [6].
Además, orquesta el entorno virtual instalando los recursos necesarios, cre-
ando los dispositivos móviles virtuales y desplegando la aplicación.

– Tests Execution: este módulo se encarga de ejecutar y analizar los tests
definidos en el fichero de configuración. Perses permite ejecutar tests de
rendimiento y de interfaz de usuario. Los tests de rendimiento evalúan la
QoS de la aplicación utilizando APIPecker [4]. Los tests de interfaz de usuario
permiten ejecutar tests desarrollados con Espresso.

– CI Manager: este módulo se encarga de la integración con DevOps. Autom-
atiza la ejecución de los diferentes módulos. Esta automatización se realiza
a través de un flujo de trabajo definido con GitHub Actions [5].

Fig. 1. Arquitectura de Perses.

2.1 Caso de uso de la demo

En esta demostración, mostraremos a los asistentes cómo funciona el marco
Perses evaluando la QoS de una aplicación móvil distribuida. Para ello, eval-
uaremos una aplicación para ayudar a frenar la pandemia del Covid-19. Esta
aplicación proporciona el riesgo de contagio de una persona.

La aplicación se compone de un servidor y el lado móvil. El lado del servidor
es el punto de acceso para que los usuarios obtengan el porcentaje de riesgo y,
por lo tanto, también es responsable de calcular este riesgo. El lado móvil se
encarga de guardar la localización de cada usuario y proporcionar al cloud los
lugares/regiones en los que ha estado.

3 Conclusiones

La QoS es una de las dimensiones clave para el éxito o el fracaso de cualquier
aplicación. En los últimos años, las capacidades de los dispositivos móviles han
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aumentado considerablemente, dando lugar a aplicaciones con computación dis-
tribuida en las que tanto el cloud como el lado móvil pueden tener componentes
de computación y almacenamiento con el objetivo de mejorar aún más la QoS.
Sin embargo, esta calidad depende de diferentes entidades y sus interacciones,
que deben ser analizadas cuidadosamente.

En este trabajo, presentamos un framework para el despliegue de un en-
torno virtual personalizado para evaluar la QoS de las aplicaciones móviles dis-
tribuidas. Actualmente, trabajamos en el análisis del impacto del uso.
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Abstract. El incremento de las capacidades de computación de distin-
tos dispositivos (elementos de la red, dispositivos finales, etc.) finales
ha dado lugar a paradigmas como Fog, Edge, Mist o Crowd computing
que tienen como objetivo explotar dichas capacidades para almacenar y
procesar información, proporcionándola al entorno mediante APIs y ser-
vicios. Esta distribución de la computación permite mejorar la calidad
de servicio, sobre todo en entornos con requisitos estrictos. Sin embargo,
el uso de APIs y servicios desplegados de forma distribuida conlleva un
esfuerzo extra al desarrollador, por la necesidad de controlar y coordinar
la invocación a las distintas APIs y los resultados que proporcionan. En
este art́ıculo presentamos un compositor de APIs distribuidas (DAC), un
sistema el cual permite recopilar y agregar la información de las APIs de-
splegadas en distintos dispositivos. Con el objetivo de, reducir el esfuerzo
de su implementación, se ha definido una extensión de la especificación
OpenAPI para facilitar su desarrollo y despliegue.

Keywords: APIs · Agregación · Internet Of Things · Computación Dis-
tribuida

1 Introducción

El incremento de las capacidades computacionales tanto de las redes como de
los dispositivos finales ha dado lugar a una alta distribución de las aplicaciones
IoT y sus correspondientes APIs. Paradigmas como Fog, Edge, Mist o Crowd
computing [15] permiten a los desarrolladores replicar diferentes partes de estas
APIs en nodos más cercanos al usuario final, o incluso en sus propios disposi-
tivos, aprovechando las capacidades computacionales de estos dispositivos para
minimizar el tiempo de respuesta y mejorar la Calidad del Servicio [7]. Esta dis-
tribución de la carga computacional permite desplegar aplicaciones IoT con una
Calidad del Servicio rigurosa, siendo especialmente necesario en entornos con
requisitos de QoS estrictos, como la Industria 4.0. o el sector de sanidad [13].

Para consumir estas APIs distribuidas, es necesario disponer de un único
punto de acceso a ellas, ya que no es razonable acceder a cada uno de los dis-
positivos de forma individual. Esta tarea conlleva una sobrecarga significativa



2 S. Laso et al.

al desarrollo de sistemas distribuidos. Gestionar este proceso no es trivial y au-
menta de forma considerable el tiempo y esfuerzo de desarrollo a la hora de
implementar el sistema.

Un ejemplo de estos sistemas son las aplicaciones de crowd sensing [9]. Estas
aplicaciones involucran a un gran número de individuos que recogen y extraen
datos de forma colectiva de áreas de interés espećıfico. Cada individuo es inde-
pendiente de los demás, pero tienen la opción de compartir los datos obtenidos
para colaborar hacia un objetivo común. En este caso, las APIs están replicadas
y distribuidas lo más cercano posible a la fuente de los datos con el objetivo de
obtener una gran cantidad de información a la vez que se minimiza la sobrecarga
computacional del proceso. Sin embargo, para recopilar todos estos datos hace
falta acceder a todos estos dispositivos uno por uno y una vez recopilados, es
necesario realizar un post procesado para asegurar la integridad, coherencia y
reducir la redundancia de estos datos. Este proceso de gestión de datos debeŕıa
requerir el mı́nimo esfuerzo posible para los desarrolladores.

Por ello, en este art́ıculo presentamos una propuesta llamada DAC (Dis-
tributed API Composer), que realiza todo el proceso de coordinación de las
invocaciones, obtención de los datos y su agregación de las APIs distribuidas.
Para ello, hemos diseñado un modelo conceptual para plasmar todos sus con-
ceptos y caracteŕısticas. Este modelo nos ha servido de apoyo para desarrollar
una extensión del lenguaje OpenAPI [5] con el objetivo de facilitar a los desar-
rolladores su implementación y despliegue.

Para detallar las aportaciones aqúı presentadas, este art́ıculo se estructura de
la siguiente forma: La Sección 2 hablamos sobre las motivaciones para realizar
esta investigación en este campo y los problemas que pretendemos solventar. La
Sección 3 explicamos con detalle nuestra propuesta. En la Sección 4 realizamos
un repaso de trabajos relacionados con nuestra propuesta. Finalmente en la
Sección 5, presentamos las conclusiones de nuestro trabajo.

2 Motivación

Tal como hemos comentado anteriormente, existen diferentes paradigmas como
la computación Fog, Edge o Mist, que permiten explotar las capacidades de los
nodos más cercanos a los usuarios finales para almacenar y procesar los datos
con el objetivo de mejorar la calidad de la experiencia.

Existen frameworks basados en estos paradigmas [8] que permiten el de-
spliegue de APIs en diferentes dispositivos finales, los cuales se convierten en
proveedores de servicios, pudiendo ser consumidos directamente por otros dis-
positivos conectados a Internet como si estuvieran desplegados en la nube a
través de una API.

El principal problema presente al realizar este despliegue distribuido consiste
en que para recopilar los datos de cada dispositivo, tendŕıamos que ir accediendo
individualmente a cada uno de ellos para recoger la información. Para mostrar
mejor este problema vamos a describir un escenario, el cual se utilizará como
ejemplo en el resto del documento para mostrar los beneficios de este trabajo.
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Un centro comercial pretende mejorar la experiencia de los usuarios, con-
trolando diferentes aspectos a través de una API desplegada en los dispositivos
móviles de los mismos. Esta API está formada por diferentes microservicios que
exponen información almacenada en un perfil virtual [2,6] de cada usuario. Este
perfil virtual contiene información sobre las preferencias del usuario y los datos
que ha recopilado con su dispositivo.

El centro comercial pretende utilizar los siguientes microservicios con el ob-
jetivo de personalizar y mejorar la visita de los usuarios:

– Temperatura: este microservicio obtiene la temperatura que el usuario es-
pecifica como deseada. Con ella se pretende adaptar la climatización, cono-
ciendo las condiciones de los usuarios presentes en diferentes puntos del cen-
tro.

– Localización: con la localización pretenden generar mapas de calor e indicar
qué zonas son las más concurridas del centro comercial para que los usuarios y
personal de seguridad puedan visualizar si existen aglomeraciones, sobretodo
para evitar contagios por Covid-19.

– Música: este microservicio expone los géneros más escuchados por el usuario.
Con ello, se pretende reproducir los estilos musicales preferidos por los asis-
tentes para que la visita sea más agradable.

Para intentar solventar este problema, seŕıa necesario un sistema, que, de
forma coordinada, obtuviese los datos de las APIs de los usuarios y agregarlos
para obtener el resultado final (temperatura media, mapa de calor, etc). También
tiene que tener en cuenta la limitación y disponibilidad de muchos de los dispos-
itivos finales, debido a las restricciones de seguridad de sus sistemas operativos
o a la movilidad de estos (que pueden provocar una conexión intermitente a
Internet y cambios en la dirección IP).Por lo tanto, el sistema debe contemplar
diferentes condiciones y protocolos en la comunicación para obtener una Calidad
del Servicio aceptable.

Sin embargo, nos encontramos con otro problema principal, para desarrol-
lar este sistema, los desarrolladores tienen que utilizar todas sus habilidades y
conocimientos para diseñar, implementarlo y desplegarlo. Esto conlleva en primer
lugar, un aumento del tiempo y el coste de desarrollo y, en segundo lugar, una
reducción de la capacidad de mantenimiento. Por lo tanto, son necesarios mecan-
ismos y herramientas que faciliten el desarrollo de este sistema.

Existen diversas posibles soluciones a este problema. Una solución podŕıa
ser la utilización de un API Gateway que agrupe todos los microservicios para
que solo exista un único punto de entrada [16]. Sin embargo, no es una solución
del todo satisfactoria, puesto que la funcionalidad de un API Gateway consiste
en exponer de forma integrada un conjunto de microservicios de diferentes APIs
alojadas en lugares diferentes, pero que se integran de una forma lógica para pro-
porcionar una funcionalidad más compleja. En nuestro caso, las APIs que quere-
mos exponer están desplegadas en diferentes dispositivos, pero son todas iguales.
Es necesaria una forma de coordinar su invocación y agrupar automáticamente
todos los resultados de la misma API.
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En la siguiente sección, se explica con detalle las caracteŕısticas de nuestra
propuesta para recopilar y agregar la información de APIs distribuidas. Además,
también presentamos una extensión del lenguaje OpenAPI con el objetivo de fa-
cilitar el diseño y la implementación a los desarrolladores. Por último se describe
el proceso de desarrollo, tomando como ejemplo el caso de estudio.

3 Distributed API Composer (DAC)

DAC tiene como objetivo principal coordinar la invocación para recuperar y
agregar la información de una API final desplegada en multitud de dispositivos.

Para recuperar la información, DAC realiza una invocación de forma paralela
hacia las APIs finales desplegadas, estas responden con la información pedida y el
DAC recopila y agrega toda la información para exponerla como resultado final.
La agregación del DAC no solo se basa en recuperar y exponer la información en
bruto sino realizar algún procesamiento para exponerla lo más adaptada posible
al resultado final y mejorar el cumplimiento de los requisitos de la Calidad del
Servicio. Para facilitar la agregación de los datos, se han definido diferentes op-
eraciones para procesar los datos y que pueden ser reutilizadas entre los diferentes
endpoints. Además, también permite definir condiciones en la comunicación con
las APIs finales para ofrecer una Calidad del Servicio aceptable.

DAC actúa como una API REST habitual, con sus endpoints y parámetros y
la misma forma de invocación. La interfaz de un DAC para una API es la misma
que la de la API final para que su invocación y uso sea totalmente transparente
para cualquier usuario. Se puede desplegar tanto en el cloud como en nodos Fog
y Edge más cercanos a las APIs para ofrecer una mejor Calidad del Servicio o
reducir el tráfico de información.

La Figura 1 muestra un esquema general del caso de estudio, desplegando
las APIs en los móviles de los usuarios y el DAC para ser utilizados en el centro
comercial. Por ejemplo, las entidades que tengan permiso (personal del centro,
seguridad o dispositivos IoT), pueden consultar la temperatura media deseada
por los usuarios a través del endpoint del DAC, que invoca de forma coordinada
las APIs para obtener la temperatura de cada usuario y agrega la información (la
media aritmética de temperaturas) para devolver como resultado la temperatura
media para controlar el sistema de climatización.

Para desarrollar DAC con todas sus caracteŕısticas, en esta sección se pre-
senta en primer lugar el modelo conceptual de este sistema, detallando sus carac-
teŕısticas y limitaciones. En segundo lugar, con el objetivo de facilitar la creación
de DAC y la integración con las herramientas comunes de desarrollo de mi-
croservicios, se ha extendido el estándar OpenAPI para dar soporte a los nuevos
conceptos definidos. En último lugar se detalla el proceso de implementación y
despliegue, desarrollando el caso de estudio mencionado en la sección anterior.

3.1 Modelo conceptual de DAC

Esta sección muestra los diferentes conceptos y caracteŕısticas necesarios para
definir un Compositor de APIs distribuidas. Aśı, como las relaciones entre los
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Fig. 1. Caso de estudio: Despliegue de DAC y APIs en un centro comercial

distintos conceptos. La Figura 2 muestra el modelo conceptual diseñado para
mostrar dichos conceptos y relaciones.

DAC: es el elemento principal del modelo, puede soportar un protocolo de
comunicación y está compuesto por varios endpoints.

– Communication Protocol: permite definir el protocolo concreto que será
utilizado para interaccionar con la API que se despliega en los disposi-
tivos finales. Actualmente, DAC implementa el protocolo de comunicación
MQTT [10].

– Endpoint: es la interfaz de interacción con DAC, define los datos que se
intercambian de entrada y salida. Contiene los mismos endpoints que las
APIs agregadas, con la diferencia en que su funcionalidad se basa en agregar
las respuestas de dichas APIs.

• Data Object: son los tipos de datos que se utilizan para la entrada y sal-
ida de los endpoints. Estos datos pueden ser utilizados como operandos
o estar compuestos de ellos si son más complejos.

• Operand: permite indicar a qué dato se le quiere aplicar la regla de
agregación en un endpoint.

• Operator: permite definir las distintas reglas que serán utilizadas para
agregar la información al invocar el mismo endpoint de las APIs dis-
tribuidas. Actualmente, DAC soporta distintos tipos de operadores:

∗ Logical Operator: se trata de operadores lógicos básicos que se pueden
aplicar sobre el operando. Por ejemplo, AND, OR, etc.

∗ Math Operator: se trata de operadores básicos que se pueden aplicar
sobre el operando. Por ejemplo, media aritmética, suma, etc.
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Fig. 2. DAC - Modelo conceptual

∗ Specific Operator: se trata de operadores que realizan un proce-
samiento más complejo y no se pueden realizar con los operadores
anteriores. El desarrollador puede implementar sus propias funciones
de agregación.

• Conditions: permite definir las condiciones en la comunicación para ofre-
cer una Calidad del Servicio aceptable. Se pueden definir dos:

∗ Temporal: permite definir un tiempo máximo de respuesta (en milise-
gundos) para finalizar la comunicación. Si no se conoce el número
de dispositivos conectados, es importante definir esta condición para
finalizar la recopilación de datos y pasar a la agregación.

∗ Precisión: permite definir un número máximo de respuestas que va
a recibir de las APIs. Pueden existir endpoints en los que no sea
necesario recopilar la información de todos los dispositivos, sino una
muestra representativa, permitiendo reducir el tiempo de respuesta.

3.2 Integración de DAC con OpenAPI

OpenAPI es un estándar ampliamente utilizado en la industria que permite
diseñar y documentar APIs (conjuntos de microservicios) tanto para el cloud
como para dispositivos finales [8] que pueden utilizarse para generar código
fuente, ahorrando tiempo de desarrollo. Actualmente, con la especificación ex-
istente no tenemos las capacidades necesarias para definir las propiedades de
DAC. También es un lenguaje extensible, permite describir funcionalidades adi-
cionales que no están cubiertas por la especificación. Por ello, en esta subsección
mostramos la creación de una extensión que permite definir las distintas opera-
ciones y condiciones del DAC para cada endpoint.
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Para describir nuevas propiedades en la especificación OpenAPI se insertan
campos precedidos de ”x-”, es la nomenclatura definida por el estándar para
añadir las extensiones sin impactar en las herramientas de validación y gen-
eración de código ya existentes. La extensión se ha definido siguiendo el modelo
conceptual. Aśı, para definir un DAC, se debe declarar usando la etiqueta “x-dac”
en cada endpoint. Dentro de la etiqueta se especifica el resto de los conceptos
definidos en el modelo.

Siguiendo con el caso de estudio, para definir los microservicios descritos, los
definimos con la especificación OpenAPI, que será la misma para definir tanto
el DAC como la API, pero añadiendo también la extensión .

El listado 1.1 muestra parte de la definición de la especificación donde se
define un microservicio del caso de estudio. El DAC recibe de las APIs un objeto
llamado User, en el DAC se indica que en la propiedad User.temperature se
aplique el operador matemático de la media aritmética. Como condiciones de la
comunicación, se espera recibir la información de 200 dispositivos sin que supere
un máximo de 1500 milisegundos.

Listing 1.1. Extensión de OpenAPI para la definición del DAC.

1 { paths:
2 /temperature:
3 get:
4 summary: Gets the environment temperature
5 operationId: getTemperature
6 tags:
7 - User
8 x-dac:
9 operand: User.temperature

10 operator:
11 type: math
12 name: AVG
13 conditions:
14 precision: 200
15 temporal: 1500
16 responses:
17 ... }

Por último, existen diferentes generadores como OpenAPI Generator [4] o
APIGEND [14] que permiten generar el código fuente tanto para el lado cloud,
como para el lado cliente en diferentes lenguajes y dispositivos finales, a través
de una especificación OpenAPI. Sin embargo, no soportan la generación del
DAC. Por ello, también ha sido necesario extender, en este caso, el generador
APIGEND para que soporte la creación de DAC.

3.3 Proceso de despliegue

En esta última subsección explicamos todo el proceso para desplegar la aplicación
IoT del caso de estudio. A continuación, se enumeran los distintos pasos:

1. Diseño de la API: En primer lugar, hay que diseñar la API con la es-
pecificación OpenAPI. La definición sigue la misma notación y lógica que
si la desplegáramos en el cloud, definiendo los microservicios que estarán
disponibles para su consumo. Además, hay que incluir la extensión definida
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para poder generar el DAC. Esta especificación será válida tanto para generar
el código para las APIs de los dispositivos finales como para generar el DAC.
En GitHub 3 se encuentra la especificación OpenAPI del caso de estudio.

2. Generación del código fuente: En segundo lugar, se genera el código
fuente de las distintas partes de la aplicación (API y el DAC). El gener-
ador APIGEND soporta la generación de ambas entidades. En la sección de
Servers del generador, se indica la URL de la especificación en el campo
openAPIUrl y en el lenguaje, se selecciona Android-Server para generar la
API para los dispositivos finales y DAC-Node para generar el DAC.

3. Despliegue: En tercer lugar, para poder desplegar las APIs y el DAC, los
desarrolladores deben finalizar la implementación. En ambas entidades es
necesario configurar el protocolo de comunicaciones MQTT para su inter-
conexión. Además, en la API, tienen que añadir la lógica de negocio a los
microservicios. En el DAC también tienen que añadir la lógica de negocio en
aquellos microservicios donde se hayan definido Specific Operator.

4. Invocación de servicios: Finalmente, con el DAC desplegado, la invo-
cación de los microservicios se realiza de la misma manera que una API
REST desplegada en el cloud. Por cada invocación que reciba, el DAC se
encargará en segundo plano de realizar la invocación de las APIs distribuidas.

4 Trabajos relacionados

El auge de los dispositivos IoT ofrece oportunidades de investigación en el campo
de microservicios y crowd sensing, especialmente con la aparición de la tecnoloǵıa
de comunicaciones 5G. Este elevado número de dispositivos aumenta la canti-
dad de datos generados. En trabajos como [11] y [1], se comenta la necesidad de
gestionar esta cantidad de información de forma inteligente, ya que las comu-
nicaciones inalámbricas conllevan un consume energético importante. Por ello,
desarrollan la idea de asignar dispositivos como agregadores, los cuales se encar-
gan de agrupar información generada por dispositivos locales cercanos, y enviarla
a un nodo principal de forma conjunta. Esta idea es similar a nuestra propuesta.
Sin embargo, estos trabajos están enfocados a la optimización del consumo de
enerǵıa y tráfico en redes de comunicaciones, en contraste con nuestra idea de
ofrecer herramientas para facilitar el proceso de agregación de datos desde el
punto de vista del desarrollo de los sistemas.

Otros trabajos relacionados con agregación en IoT se centran en la iden-
tificación de los dispositivos en los que se despliegan las APIS. En trabajos
como [17], los autores proponen una arquitectura de agregación de la infor-
mación en entornos IoT. Esta información está centrada en las caracteŕısticas e
identificación de los dispositivos en śı, y no de la información generada por las
aplicaciones ejecutadas por estos dispositivos.

En art́ıculos como [3], [12] se habla de la gestión de aplicaciones en platafor-
mas PaaS heterogéneas. Utilizando una interfaz middleware llamada COAPS
API, se abstrae la implementación concreta de las distintas plataformas PaaS

3 https://github.com/slasom/JCIS2021/blob/main/shopping-center.yaml
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para ofrecer a los desarrolladores una forma unificada de desplegar y gestionar
sus aplicaciones, independientemente de la plataforma elegida. Esta idea se alinea
con nuestra intención de ofrecer herramientas que faciliten la implementación y
despliegue de APIs distribuidas. Sin embargo, está centrada en la computación
en la nube. Nuestro trabajo tiene un enfoque centrado en la computación IoT,
cuyos nodos se encuentran altamente distribuidos.

5 Conclusiones

Durante los últimos años, el despliegue de dispositivos móviles e IoT ha aumen-
tado considerablemente, dando lugar a paradigmas como Fog, Edge o Mist com-
puting que permiten explotar sus capacidades con el objetivo de proporcionar
arquitecturas distribuidas a aplicaciones y servicios que requieren de unos requi-
sitos estrictos de calidad de servicio. El consumo de estas aplicaciones y servicios
con arquitecturas tradicionales está altamente superditado por APIs, algo que
se está también extendiendo hacia las nuevas arquitecturas distribuidas. Sin em-
bargo, supone una tarea compleja consumir estas APIs para obtener y computar
la información que está distribuida en varios nodos.

En este art́ıculo hemos presentado DAC, un compositor de APIs distribuidas.
Este sistema tiene como objetivo coordinar la invocación hacia esas APIs para
obtener y agregar la información de cada una de ellas. Para agregar la infor-
mación, DAC permite definir diferentes tipos de operaciones que pueden ser
reutilizadas. Su interfaz es igual a las APIs distribuidas, por lo que no cambia
su forma de uso para los usuarios que lo utilicen. Además, también presenta-
mos un conjunto de mecanismos y procesos que facilitan el desarrollo del DAC,
utilizando herramientas comunes de desarrollo de microservicios.

Actualmente estamos trabajando, primero, en mejorar y evolucionar las fun-
ciones del DAC, y segundo, en la realización de experimentos para comparar con
sistemas tradicionales y conocer la percepción de analistas y desarrolladores con
respecto al uso de este sistema.
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Soriano Barroso, Alfonso Cortés-Pérez, Javier Berrocal and Juan M. Murillo.

Publication type: Conference paper (long paper).

Conference: Jornadas de Ciencia e Ingenieŕıa de Servicios (JCIS),
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Abstract. Los peligros biológicos y el riesgo de ruidos en las estaciones
depuradoras de aguas residuales resultan una preocupación real. Estas
estaciones generan riesgos de inhalación de gases y exposición a ruidos
elevados peligrosos. Las estaciones cuentan con sensores que son capaces
de monitorizar los niveles de gases en el ambiente y el nivel de ruido.
Esto no es suficiente y es necesario la geolocalización de los operarios. Sin
embargo, la geolocalización en interiores sigue siendo un problema debido
a precisión limitada del GPS. Existen alternativas como el bluetooth,
que permiten obtener una geolocalización más exacta. En este trabajo
se presenta la demostración de un sistema IoT basado en una aplicación
móvil que permite geolocalizar a los operarios de una estación de aguas
residuales a través de balizas bluetooth y cruzarlo con la información de
los sensores de gases y ruidos para prevenir riesgos laborales.
Vı́deo de presentación— https://youtu.be/wRDxQF7gqkk

Keywords: Monitorización; Beacons; EDAR; IoT; Prevención de ries-
gos laborales

1 Introducción

Las estaciones depuradoras de aguas residuales (EDAR) son infraestructuras
que velan por la correcta conservación del medio ambiente. Estas estaciones se
encargan de filtrar los residuos de las aguas utilizadas por los seres humanos.

Las EDAR implican diferentes peligros para las personas que trabajan alĺı,
por la cantidad de carga biológica existente, gases tóxicos, o el ruido de los
equipos [2]. Estos peligros son mitigados y monitorizados por equipos expertos
de prevención de riesgos laborales. Además de las medidas de seguridad tradi-
cionales como el uso de casco, guantes, etc., también existen diferentes tipos de
sensores de presión del agua, de CO2, o de ruido, para controlar no superen
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niveles elevados que sean peligrosos. La exposición a estos elementos solo es per-
judicial cuando se superan determinados niveles y tiempos. Por lo tanto, para
prevenir los riesgos de las personas, es necesario conocer la localización para
comprobar si han estado en el área donde actúa un sensor y por cuanto tiempo.

La localización en interiores supone un problema debido a la baja precisión
que proporcionan las tecnoloǵıas basadas en GPS. Como alternativa, existen
otras tecnoloǵıas que permiten esta localización de manera más precisa, como las
basadas en bluetooth y dispositivos BLE [1]. La geolocalización por bluetooth
permite triangular la posición de una persona en función de los dispositivos
bluetooth que tenga cerca, permitiendo aśı una localización más precisa.

En esta demostración presentamos un sistema IoT que ayuda a la automati-
zación de la prevención de riesgos laborales en la EDAR de Coria, Extremadura 1.

Por un lado, se utilizan técnicas existentes de geolocalización en interiores
a través de bluetooth en base a balizas electrónicas bluetooth (beacons) colo-
cadas estratégicamente en la estación depuradora y, por otro, se monitorizan los
niveles de gases tóxicos y ruidos por las zonas donde se mueven los operarios.
Esto se consigue a través de una aplicación móvil desarrollada para monitorizar
la actividad de los operarios de manera automática para alertar ante posibles
niveles de peligros biológicos, denominada DSIndoorLocation. De esta forma,
se consiguen prevenir ciertos riesgos de manera automática.s

El resto del documento se estructura de la siguiente manera: la Sección 2
detalla los aspectos más importantes de la aplicación DSIndoorLocation y un
caso de ejemplo. Y la Sección 3 presenta las conclusiones de este trabajo.

2 Aplicación DSIndoorLocation

La aplicación DSIndoorLocation geolocaliza a los operarios junto con el control
de los sensores para evitar posibles riesgos que se pueden producir en la planta.

En primer lugar, se realizó un análisis de la cobertura de los beacons, que
después se analizó en el plano de la planta para colocarlos de forma estratégica
para que cubriese todo el área de la planta. En la Figura 1 se muestra la colo-
cación de los beacons con una distancia entre ellas no superior a 10 metros tras
los análisis de su cobertura. En segundo lugar, se han colocado sensores de gases
y ruidos en zonas especificas de la planta recomendadas por los expertos de la
planta. Los valores obtenidos de los sensores son enviados al Cloud donde serán
léıdos posteriormente por la aplicación móvil.

Para obtener la localización, la aplicación utiliza la libreŕıa de neXenio [3],
que utiliza el algoritmo de Multilateración para triangular la localización a partir
de las distancias con respecto a los beacons y su ubicación. Por lo que es necesario
que se detecten al menos 3 beacons (colocados estratégicamente en la planta)
y conocer su ubicación. Para ello, la aplicación permite gestionar los beacons,
permitiendo añadir y editar su información (identificador y ubicación).

La interfaz de la aplicación es simple. La Figura 2a muestra la interfaz princi-
pal compuesta por el mapa de la planta, la ubicación de los beacons (cuadrados

1 https://goo.gl/maps/cCJyoGCWz6ikjc8W6
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Fig. 1: Ubicación de los beacons en la planta EDAR

grises) y la del propio operario (ćırculo naranja) en tiempo real. En la parte
inferior hay dos botones, “Comenzar/Finalizar” y “Salir”. El botón “Comen-
zar/Finalizar” se utiliza para que el operario lo pulse cuando vaya a empezar o
terminar sus labores de trabajo. El botón “Salir” detiene todos los servicios que
se estén ejecutando en segundo plano y finaliza la aplicación.

El funcionamiento de la aplicación es el siguiente. Cuando el operario comienza
sus labores de trabajo y pulsa el botón “Comenzar”, la aplicación comienza a
monitorizar su localización, a la vez que los valores de los sensores. Este pro-
ceso lo realiza en segundo plano por lo que el operario no tiene que interactuar
más con el dispositivo hasta que finalice sus labores. Cuando el operario se ac-
erque a un sensor con niveles elevados, la aplicación mostrará una notificación
informando al operario de dicha situación como se muestra en la Figura 2b.

2.1 Caso de uso de la demo

En esta demostración, mostraremos a los asistentes cómo funciona la aplicación
DSIndoorLocation. Además mostraremos un caso de uso real donde se monitor-
izan las labores de un operario de la planta de la EDAR.

Para ello, se monitoriza el recorrido de un operario el cuál va realizando sus
tareas de mantenimiento en la planta a la vez que va pasando por los diferentes
sensores de gases. Gracias a la geolocalización, se pueden detectar situaciones
en las que los sensores por donde pasa han detectado niveles altos, ayudando al
operario a evitar una posible intoxicación.

El tiempo de desarrollo de la aplicación ha durado 2 meses y actualmente se
encuentra en fase de pruebas con los operarios para afinar la precisión.

3 Conclusiones

En este trabajo, presentamos un sistema IoT que permite la automatización y
control de la prevención de riesgos laborales en la EDAR de Coria, Extremadura.
Este sistema permite monitorizar a los operarios de la planta a través de la
geolocalización en interiores a la vez que se vigila el nivel de diferentes sensores
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(a) Pantalla principal (b) Alerta de la aplicación

Fig. 2: Aplicación móvil DSIndoorLocation

de gases tóxicos por donde trabajan, alertando en los casos de posibles niveles de
peligro. Actualmente, estamos trabajando en ampliar este sistema extendiendo
la monitorización de los operarios también en el exterior de la planta.
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Berrocal-Olmeda, Sergio Laso-Mangas, and Isabel De La Torre-Diez.
FoodScan: Food Monitoring App by Scanning the Groceries Receipts.
IEEE Access, 8:227915–227924, 2020.

[51] Sergio Laso, Javier Berrocal, José Garcia-Alonso, Carlos Canal, and
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