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A B S T R A C T   

The objective of this study was to achieve an experimental protocol (EP) to determine quality characteristics of 
dry-cured loins non-destructively by using low-field (LF) Magnetic Resonance Imaging (MRI). The MRI procedure 
is composed of three main stages: MRI acquisition, MRI analysis (computer vision techniques) and data analysis 
(data mining methods). Two procedures have been implemented within a EP and validated with real samples 
from the meat industry (dry-cured loins, n = 100) by means of different quality measures. The validation results 
may indicate the use of both implemented procedures and the development of an EP to determine quality 
characteristics of loins by LF MRI-computer vision-data mining in a non-destructive way, with high accuracy and 
reducing the dispersion of the values. This brings the possibility of implementing this methodology in meat 
processing plants.   

1. Introduction 

The evaluation of quality characteristics of meat and meat products 
are usually carried out by means of tedious and time and solvent 
consuming methods that usually involve the destruction of the samples. 
In this sense, the use of non-destructive techniques, such as computed 
tomography (CT) (Picouet et al., 2013; Vestergaard et al., 2015), near 
infrared spectroscopy (NIRs) (González-Mohino et al., 2018; 
Pérez-Palacios et al., 2019) or Magnetic Resonance Imaging (MRI) have 
been proposed as alternative-complementary techniques. 

Among them, MRI has a set of characteristics (non-destructive, non- 
invasive, non-intrusive, innocuous and taking information from the 

inner of the solid samples) that make it be so appropriate for the food 
analysis, though CT is ionizing, and minced samples are preferred when 
using NIRs (Caballero et al., 2021). In fact, several studies have been 
focused on the evaluation of the use of MRI to analyse meat and meat 
products. These works have been principally carried out using high field 
(HF) MRI scanners, which have a magnetic field higher than 2 T, giving 
very high-quality images. However, these devices are very expensive 
and require high maintenance costs (Feig, 2011; Ladd et al., 2018). Most 
studies by HF MRI scanners have analysed hams, there also being some 
publications on beef, pork and lamb samples (Caballero et al., 2021). 

The methodology applied in these HF MRI studies for analysing meat 
and meat products differs in the acquisition sequences, the algorithms to 
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analyse the image as well as on the data analysis technique. Main pur
poses of these works were to monitor the processing or cooking of the 
products, to classify different samples and to predict their quality 
characteristics. Accurate results have been shown in most cases. 

Nowadays, the use of low field (LF) MRI scanners is increasing, with 
some recent publication on pork samples and dry-cured hams (Bernau 
et al., 2015; Torres et al., 2019). These scanners have a lower cost than 
HF ones and do not have maintenance costs. They generate magnetic 
field between 0.15 and 0.50 T (Ladd et al., 2018), and, consequently, the 
obtained images are of lower quality than those from HF MRI scanners. 
This aspect supposes a challenge to obtain an accurate analysis of the 
products and requires the optimization of the methodology, specially the 
procedures for the acquisition and analysis of the images. In fact, the 
activity of our research group in the last years have aimed to establish 
the optimum procedures for the LF MRI acquisition, the image analysis 
and the data analysis, to determine the quality characteristics of pork 
loins non-destructively (Ávila et al., 2018; Caballero et al., 2018a,b). 

Nevertheless, despite the number of studies on MRI to analyse meat 
and meat products in a non-destructive way, there is no data about the 
development of any experimental protocol (EP) based on MRI, which 
can be applied for industrial use. 

Considering all these aspects, the present study aimed to take a step 
forward by implementing the optimum procedure of LF MRI – compu
tational analysis into an EP and evaluating its efficiency at industrial 
level. 

2. Material and methods 

2.1. Experimental design 

The experimental design of the present work is composed of two 
parts. The first one dealt to compare the capability of the different 
techniques previously applied (for the image acquisition, image analysis 
and data analysis) to predict quality parameters of pork loins (Caballero 
et al., 2017a,b; 2018a,b; Pérez-Palacios et al., 2017). This comparison 

led to the optimum combinations of techniques, which were selected to 
get the EP (Fig. 1). The EP was operationalized within the official 
analysis service for meat and meat products (“Animal Source Foodstuffs 
Innovation Services” or “SiPA”) of the Faculty of Veterinary Science at 
University of Extremadura (Cáceres, Spain). Thus, the second experi
ment consisted on evaluating the accuracy of the proposed EP with real 
samples (dry-cured loins, n = 100) from the meat industry. For that, the 
samples were first analysed using the proposed EP, obtaining “pre
dicted” values of physico-chemical and sensory characteristics. These 
samples were also analysed by means of physico-chemical and sensory 
methods to verify the predicted values. 

2.2. Experimental protocol 

The EP implemented in this study takes three consecutive stages: 
image acquisition, image analysis and application of prediction 
equations. 

2.2.1. Image acquisition 
MRI images are acquired using a LF MRI scanner (ESAOTE VET-MR 

E-SCAN XQ 0.18 T) with a hand/wrist coil, applying T1-weighted se
quences of Spin Echo (SE). The acquisition sequence influenced signif
icantly on the values of the computational features and, also on the 
prediction results. Overall, the highest correlation coefficients were 
achieved when using SE, followed by Gradient Echo (GE), and Turbo 3D 
(T3D) having the lowest values (Caballero et al., 2017a,b; 2018a,b). 
These effects have been ascribed to the low bandwidth and high signal to 
noise ratio of SE. Consequently, SE has been chosen as the acquisition 
sequence for the EP. In fact, most of the MRI studies on meat and meat 
products have applied SE (Pérez-Palacios et al., 2010a,b). 

For the acquisition sequence with SE, the following parameters were 
used: Field of view (FOV): 150 × 150 mm2, echo time (TE): 26 ms, slice 
thickness: 4 mm, flip angle: 90◦, repetition time (TR): 630 ms, matrix 
size: 256 × 204, phase encode: 204, number of acquisitions: five per 
sample. Twenty-nine slices per sample were obtained and the MRI 

Fig. 1. Implementation (A) of the experimental protocol (B) evaluated in the present study.  
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acquisition took 50 min for each sample. The MRI acquisition was per
formed at 23 ◦C. All images were acquired in DICOM format with 512 ×
512 resolution and 256 Gy levels. 

2.2.2. Image analysis 
The MRI images can be analysed by means of computer vision al

gorithms, to extract numerical features from the images. Algorithms 
based on textures (GLCM, GLRLM (Gray Level Run Length Matrix) and 
NGLDM (Neighbouring Gray Level Dependence Matrix)) and fractals 
(CFA (Classical Fractal Algorithm), FTA (Fractal Texture Algorithm) and 
OPFTA) have been tested to analyse the MRI images of pork loins (Ca
ballero et al., 2018a). One algorithm based on textures (Gray Level 
Co-occurrence Matrix (GLCM)) and other on fractals (One Point Fractal 
Texture Algorithm (OPFTA)) were chosen for this EP. 

2.2.2.1. Gray level CO-OCCURRENCE matrix. Firstly, the largest area 
rectangle inscribed in the contour of the loin muscle is selected (Molano 
et al., 2012). This is called region of interest (ROI), which is finally 
analysed by GLCM. GLCM (Haralick et al., 1973; Haralick and Shapiro, 
1993) was computed by counting the number of times that each pair of 
gray levels occurred at a given distance “d” in all directions. In this 
matrix, each item p(i, j) denotes the number of times that two neigh
bouring pixels separated by distance (d = 1 in this case) occur on the 
image, one with gray level “i” and the other with gray level “j”, in all 2D 
directions: 0◦, 45◦, 90◦, 135◦. These co-occurrences are accumulated 
into a single matrix, from which all the textural features are extracted. 
Ten computational texture features were obtained from this method 
proposed by Haralick et al. (1973): energy (ENE), entropy (ENT), cor
relation (COR), haralick’s correlation (HC), inverse difference moment 
(IDM), inertia (INE), cluster shade (CS), cluster prominence (CP), 
contrast (CON) and dissimilarity (DIS). The equations that allow 
computing these features are the following: 

ENE =
∑

ij
P(i, j)2 (1)  

ENT = −
∑

ij
P(i, j)∗log(P(i, j)) (2)  

COR=

∑
ij(i − μx)*

(
j − μy

)
*P(i, j)

σx
σy

(3)  

HC =

∑
ij((i, j)*P(i, j)) −

(
μx*μy

)

σx*σy
(4)  

IDM =
∑

ij

P(i, j)
1 + (i − j)2 (5)  

INE =
∑

ij
(i − j)2 * P(i, j) (6)  

CS=
∑

ij

(
(i − μx) +

(
j − μy

))3 * P(i, j) (7)  

CP=
∑

ij

(
(i − μx) +

(
j − μy

))4 * P(i, j) (8)  

CON =
∑

ij
(i − j)2 * P(i, j)2 (9)  

DIS=
∑

ij
|(i+ 1) − (j+ 1)| * P(i, j) (10) 

The normalized GLCM (P) represents the frequency or probability of 
co-occurrence of gray levels (i and j) in the image. 

These texture statistics are sensitive for some kind of images. In 
particular, high values of ENE feature is corresponded to uniform 

regions of the images. ENT feature is equivalent to non-uniform zones of 
the images. IDM feature implies homogeneity, whereas INE denotes 
contrast. More details about the semantic means of the features were 
defined in a previous study (Ávila et al., 2015). 

2.2.2.2. One point fractal texture algorithms. OPFTA (Caballero et al., 
2017c, 2018a, ) is a novelty algorithm based on features obtained from 
fractal properties values. Initially, the images are divided into smaller 
rectangles and termed the region of interest (ROI). Then, the local ex
ponents are computed for each ROI, these local exponents reflect the 
number of times that a pattern is repeated in each ROI depending of the 
size of boxes that they were calculated in each case. From all local 
exponent, one of them is selected with the box size equal to eight, since 
this value is the most representative (Caballero et al., 2017c). After that, 
one value for each ROI is gathered in order to create a matrix with the 
fractal values. Each cell of the matrix represents one ROI from the image. 
Seven features were computed on each matrix. These features were 
calculated based on second order statistics (Aggarwal and Agrawal, 
2012; Peckinpaugh, 1991): uniformity (UNI), ENT, COR, homogeneity 
(HOM), INE, CON, and efficiency (EFI). The equations to calculate each 
feature from the values of the previously computed matrix are following 
indicated: 

UNI =
∑

i

∑

j
P(i, j)2 (11)  

ENT =
∑

i

∑

j
P(i, j)∗log(P(i, j)) (12)  

COR=

∑
i
∑

jμx*μy*P(i, j)
σx
σy

(13)  

HOM =
∑

i

∑

j

P(i, j)
1 + (i − j)2 (14)  

INE =
∑

i

∑

j
(i − j)2 * P(i, j) (15)  

CON =
∑

i

∑

j
(i − j)2 * P(i, j)2 (16)  

EFI =
∑

i

∑

j

σx

μx
+

σy

μy
(17) 

Again, P (i,j) stands for number of times gray tones i and j have been 
neighbours. 

2.2.3. Prediction equations 
Prediction equations obtained by using a predictive techniques of 

data mining (Multiple Linear Regression, MLR) were selected for the EP. 
Data mining is an important step of KDD (Knowledge Discovery in Da
tabases), which is mainly related to the non-trivial process of finding 
knowledge and potentially useful information from data stored in re
positories (Fayyad et al., 1996). 

The free software WEKA 3.8 (Waikato Environment for Knowledge 
Analysis) (http://www.cs.waikato.ac. nz/ml/weka/) was used for car
rying out the predictive techniques of data mining. The main advantage 
of the WEKA is that calibration and validation are achieved by using the 
same data sets, not being necessary to perform the validation with a 
different data set. This also allows the development of the prediction 
model. Cross validation of ten folds was used in this study. 

2.2.3.1. Multiple linear regression. MLR is used to represent linear rela
tionship between a dependent variable and several independent vari
ables. This technique obtains a linear regression equation, which can be 
used to predict future values (Hastie et al., 2001). For that, MLR works 
on a database constructed with the values of the computational features 
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of MRI and real values of the quality characteristics of the products. This 
technique steps through the attributes removing the one with the 
smallest standardized coefficient until no improvement is observed in 
the estimation of the error. The estimation procedure was 10-fold cross 
validation (Dietterich, 1998), where the data were divided into 10 
partitions of equal size. One subset was tested each time and the 
remaining data were used for fitting the model. The process was 
repeated sequentially until all subset were tested. Therefore, all data 
were used for both training and testing. However, although this method 
requires ten repetition analysis, this is a robust method (Grossman et al., 
2010). 

Thus, the equation that define the MLR model is: 

y=ω0 +
∑

i
ωixi, (18)  

where y is the dependent variable, ω0 is the y-intercept (constant term), 
ωi is the slope coefficients for each explanatory variable, and xi are the 
explanatory variables. 

Once obtained the equations, they should be made over periodically 
to assure their accuracy since the database is increasing continuously. 

2.3. Evaluation of the experimental protocol 

The correlation coefficient (R) is used for evaluating the goodness of 
the prediction and for its validation. 

R=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑
i(fi − y)2

∑
i(yi − y)2

√

(19)  

where fi is the predicted value, yi is the real value and y is the average 
value. 

The mean absolute error (MAE) and root mean square error (RMSE) 
were used to evaluate the prediction results too (Ávila et al., 2019), 
which measures the difference between real and predicted values. They 
are given by the following equations: 

MAE =
1
n

∑

i
fi − yi (20)  

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
*
∑

i
(fi − yi)

2

√

*100 (21)  

where fi is the predicted and yi is the real value. 
Real and predicted values were also compared by means of p-value, 

true standard deviation (TSTD), which evaluates the mean dispersion of 
the true measurements, and weighted absolute percentage error (WAPE) 
that measures the mean dispersion of the computer prediction values 
around the attribute (Ávila et al., 2019) 

TSTD=
1
N

∑

i

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

MK − 1
*
∑

j

(
dijk − dik

)2
√

(22)  

WAPE (%)=
100⋅

∑
i|fi − yi|

∑
ifi

(23)  

where fi and yi are the predicted and the real values, N is the number of 
samples, MK is the number of measurements carried out for each attri
bute K, dijk is the jth true measurements of sample i and for the attribute 
K, while dik is the average over all the measurements for sample i and 
attribute K. 

2.4. PHYSICO-CHEMICAL and sensory analysis 

The physico-chemical analysis carried out in the loins of this study 
were: moisture (determined at 102 ± 2 ◦C by the official method (A.O.A. 

C., 2000; reference 935.29)), lipid content (determined gravimetrically 
with chloroform/methanol (2:1, v/v), according to the method 
described in Perez-Palacios et al. (2008)); water activity (with the sys
tem Lab Master-aw (NOVASINA AG, Switzerland) that was calibrated at 
20–22 ◦C before use), instrumental color (with a Minolta CR-300 
colorimeter (Minolta Camera Corp., Meter Division, Ramsey, NJ, 
determining lightness (L), redness (a*), and yellowness (b*), and stan
dardized before use with a white tile). Salt content was determined 
volumetrically in dry-cured loins by the official method (A.O.A.C., 2000; 
reference 971.19). All determinations were done in triplicate. 

The sensory analysis of the dry-cured loins was assessed by a trained 
panel of thirteen members using quantitative-descriptive analysis (Ruiz 
et al., 1998). Eleven traits of Iberian dry-cured loins (redness of lean, 
brightness of lean, marbling, odour intensity, hardness, juiciness, salty 
taste, flavor intensity, cured flavor, rancid flavor and flavor persistence) 
were assessed on a non-structured scale of 0–10. Analyses were per
formed in tasting rooms with the conditions specified in the UNE-EN ISO 
8589:2010 regulations. All sessions were conducted at room tempera
ture (22 ◦C) in rooms equipped with white fluorescent lighting 
(220–230 V, 35 W). The software used to record the scores in the sensory 
sessions was FIZZ Network (version 2.20, Biosystems, France). For each 
loin, two slices (1.5 mm) were given to the panellists. Slices were ob
tained using a commercial slicing machine and were served to the 
panellists on plates at room temperature. The panel sessions were held 
mid-morning, approximately 4 h after breakfast. Three samples 
randomly presented to the panellist were analysed in each session. 
Approximately 200 ml of water at room temperature was provided to the 
panellists. During each session, the panel average for each sample was 
recorded. 

3. Results and discussion 

3.1. Selection of the optimum procedures 

Different LF MRI studies on pork loins (Caballero et al., 2017a,b; 
2018a,b; Pérez-Palacios et al., 2017) have been evaluated in the present 
work, by comparing prediction results on physico-chemical and sensory 
characteristics as a function of the acquisition sequences of MRI, algo
rithms for the image analysis and techniques of data analysis. Three 
acquisition sequences have been used in the LF MRI studies in pork loin: 
SE, GE and T3D. In general, SE led to sharper and better-defined images 
than GE and T3D (Caballero et al., 2017a,b; 2018a,b) and the best 
prediction results (Caballero et al., 2017a,b; 2018a,b). 

Algorithms to analyse MRI differ in the number of computational 
features and complexities. NGLDM is the simplest algorithm, with 5 
computational features, following in increasing order by OPFTA (7), 
CFA (9) and FTA, GLCM and GLRLM (10). As for the complexity, it is 
lower in GLCM, GLRLM and OPFTA (O (n2)) than in FTA (O (n2 * log n)) 
and NGLDM and CFA (O (n3)) (Caballero et al., 2018a). Considering the 
results on prediction of the physico-chemical and sensory characteris
tics, GLCM and OPFTA achieved the highest correlation coefficients 
among the texture and fractal algorithms, respectively (Caballero et al., 
2017a,b; 2018a,b; Pérez-Palacios et al., 2017). Thus, instead of not 
being the simplest algorithms, GLCM and OPFTA were selected for the 
EP. 

MLR and Isotonic Regression (IR) have been tested as predictive 
techniques in the LF MRI studies on pork loins. In the case of applying 
texture algorithms for the image analysis, excellent correlation co
efficients (R > 0.75) were achieved with both MLR and IR (Caballero 
et al., 2017b; Pérez-Palacios et al., 2017). However, more accurate 
prediction results were obtained with MLR than with IR when using 
fractal algorithms (Caballero et al., 2017a, 2018a,b). The MAE was also 
calculated in these studies, being lower when using MLR in both cases 
(texture and fractal algorithms). Besides, MLR is simpler (first degree 
equation) than IR (sixth degree equations) (Caballero et al., 2017a,b; 
2018a,b; Pérez-Palacios et al., 2017). Accordingly, prediction equations 
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obtained by MLR were selected for the EP. 

3.2. Implementation and validation the experimental protocol 

Considering the above comparison work, the EP was implemented 
with two procedures: SE – GLCM – prediction equations obtained by 
MLR as a function of computational texture features of GLCM and SE – 
OPFTA - prediction equations obtained by MLR as a function of 
computational fractal features of OPFTA (Fig. 1B). Table 1 shows the 
prediction equations of the EP for both procedures. Once the EP was 
accomplished with the two optimum procedures, it was performed 

Table 1 
Prediction equations (as a function of the computational features of GLCM or 
OPFTA) of the quality parameters of loins, obtained by Multiple Linear 
Regression and used in the experimental protocol.   

GLCM  OPFTA  

aw =- 0.034 * ENE 
+0.012 * ENT – 
0.059 * COR 
+0.974 * HC +
0.073 * IDM +0.197 
* INE – 0.070 * CS – 
0.036 * CP + 0.063 
* CON – 0.295 * DIS 
+0.919 

(24) = 0.368 * UNI +
0.334 * ENT +
0.020 * COR +
0.025 * HOM +
0.162 * INE – 0.135 
* CON + 0.145 * 
EFI + 0.566 

(25) 

Moisture (%) = - 11.038 * ENE +
6.316 * ENT – 7.109 
* COR + 24.830 * 
HC + 24.389 * IDM 
+ 55.696 * INE – 
20.659 * CS – 
15.407 * CP +
10.157 * CON – 
70.601 * DIS +
45.927 

(26) = 49.568 * UNI +
64.839 * ENT +
4.683 * COR +
16.969 * HOM +
55.767 * INE – 
30.923 * CON +
42.805 * EFI – 
25.929 

(27) 

Instrumental 
color 

L* = - 6.759 * ENT – 
16.836 * COR +
25.396 * HC +
0.964 * IDM +
28.971 * INE – 
5.108 * CS + 2.132 
* CP – 16.028 * 
CON – 31.809 * DIS 
+ 47.607 

(28) = 14.892 * ENT +
18.902 * HOM +
31.617 * INE – 
29.366 * CON +
19.365 * EFI +
26.536 

(29) 

a = 2.223 * ENE – 
2.416 * ENT +
1.514 * COR +
1.282 * HC – 3.919 
* IDM + 9.143 * 
INE + 2.848 * CS – 
4.142 * CON +
10.490 * DIS +
13.516 

(30) = - 2.950 * HOM – 
7.324 * INE +
7.488 * CON – 
6.859 * EFI +
15.579 

(31) 

b = 2.311 * ENE – 
0.763 * ENT +
0.916 * HC – 1.620 
* IDM – 4.527 * INE 
+ 1.991 * CS +
6.770 * CP + 7.878 
* CON + 11.325 * 
DIS + 4.256 

(32) = 12.883 * UNI +
3.205 * ENT – 
4.705 * HOM – 
6.591 * INE – 7.734 
* EFI + 5.644 

(33) 

Salt content (%) = 1.838 * COR – 
2.226 * HC – 1.037 
* IDM – 6.009 * INE 
+ 1.574 * CS +
1.344 * CP + 7.336 
* DIS + 0.821 

(34) = - 8.898 * UNI – 
7.546 * ENT – 
0.506 * COR – 
0.265 * HOM – 
3.655 * INE +
3.281 * CON – 
3.224 * EFI + 9.312 

(35) 

Lipid content (%) = 11.641 * ENE – 
10.390 * ENT +
7.151 * HC – 16.961 
* IDM – 22.839 * 
INE + 8.873 * CS +
12.602 * CP – 
22.772 * CON +
27.982 * DIS +
17.497 

(36) = - 15.617 * ENT – 
7.474 * HOM – 
13.201 * INE – 
22.415 * EFI +
36.191 

(37) 

Redness of lean = 1.784 * ENT – 
2.828 * HC + 8.185 
* IDM – 3.981 * INE 
+ 3.855 * CP +
2.916 * CON +
5.247 * DIS + 3.805 

(38) = 4.403 * ENT – 
1.131 * COR +
0.826 * HOM – 
1.253 * INE +
1.711 * CON +
5.137 * EFI + 3.062 

(39) 

Brightness of lean = 0.323 * ENT +
28.978 * COR +
1.917 * HC – 2.781 
* IDM – 2.385 * INE 
+ 4.523 * CP – 

(40) = 2.616 * UNI – 
0.754 * INE – 6.529 
* EFI + 4.764 

(41)  

Table 1 (continued )  

GLCM  OPFTA  

1.302 * CON +
3.328 * DIS + 2.657 

Marbling of lean = - 3.966 * ENT +
6.765 * HC – 19.609 
* IDM + 5.838 * INE 
– 3.113 * CP – 4.309 
* CON – 12.017 * 
DIS + 13.324 

(42) = 3.262 * UNI – 
8.596 * ENT +
2.673 * COR – 
1.556 * HOM +
1.797 * INE – 5.698 
* CON – 11.163 * 
EFI + 14.636 

(43) 

Odour intensity = 38.889 * COR +
2.050 * HC – 3.797 
* IDM + 2.473 * CP 
– 4.119 * CON +
3.563 * DIS + 5.346 

(44) = - 1.657 * ENT +
0.689 * COR +
0.703 * HOM – 
0.596 * INE +
0.792 * CON – 
7.707 * EFI + 8.223 

(45) 

Hardness of lean = - 1.535 * ENE +
2.435 * ENT – 3.284 
* HC + 9.761 * IDM 
– 2.479 * INE +
0.405 * CS + 2.030 
* CP + 8.202 * DIS 
+ 1.065 

(46) = - 2.218 * UNI +
3.948 * ENT – 
1.231 * COR +
1.130 * HOM – 
1.128 * INE +
3.647 * CON +
3.244 * EFI + 1.675 

(47) 

Juiciness = - 1.321 * ENT +
3.156 * HC – 7.674 
* IDM – 1.028 * 
CON – 3.026 * DIS 
+ 7.570 

(48) = 1.008 * UNI – 
3.229 * ENT +
1.176 * COR – 
1.511 * CON – 
5.796 * EFI + 8.809 

(49) 

Salty taste = 0.507 * ENT +
22.855 * COR +
1.606 * HC – 5.033 
* INE + 5.735 * CP 
+ 1.421 * CON +
4.014 * DIS + 2.307 

(50) = 4.354 * UNI +
2.113 * ENT – 
1.231 * INE – 5.437 
* EFI + 3.312 

(51) 

Flavor intensity = - 1.533 * ENE +
0.201 * ENT +
21.101 * COR +
1.424 * HC – 1.022 
* IDM – 2.309 * INE 
+ 2.129 * CP – 
0.371 * CON +
2.901 * DIS + 5.203 

(52) = 1.513 * UNI – 
5.347 * EFI + 6.761 

(53) 

Flavor persistence = - 2.047 * ENE +
0.395 * ENT +
22.681 * COR +
1.174 * HC – 2.458 
* INE + 1.807 * CP – 
0.553 * CON +
3.881 * DIS + 3.788 

(54) = 0.844 * UNI +
0.630 * CON – 
5.164 * EFI + 5.698 

(55) 

Cured flavor = 0.774 * ENT +
24.530 * COR +
0.887 * HC – 2.660 
* INE + 5.047 * CP – 
1.733 * CON +
5.183 * DIS + 3.401 

(56) = 1.143 * HOM – 
0.501 * INE – 4.126 
* EFI + 6.135 

(57) 

Rancid flavor = 1.110 * ENE +
0.630 * ENT – 0.996 
* HC + 2.124 * IDM 
– 1.113 * INE +
2.285 * CP + 0.788 
* CON + 1.393 * 
DIS + 0.763 

(58) = 0.487 * UNI +
1.506 * ENT – 
0.320 * COR +
0.386 * HOM – 
0.595 * INE +
2.156 * EFI + 0.477 

(59)  
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within the official analysis service of the Faculty of Veterinary Science at 
University of Extremadura (Cáceres, Spain) and evaluated with real 
samples, as explained in the experimental design subsection (Fig. 1B). 

Table 2 shows values for R, WAPE and RMSE that evaluate the pre
diction results of the two procedures of the EP (by using GLCM or 
OPFTA). R values are higher than 0.75 for most quality parameters of 
loins, which indicates a very good to excellent correlation (Colton, 
1974), when applying both GLCM and OPFTA. Besides, the WAPE and 
the RMSE are lower than 0.02% and 0.3%, respectively, in all the cases. 
Instead of the adequacy of these quality measures for both procedures, it 
can be observed a higher number of predicted parameters with R > 0.75 
and WAPE <0.01 when using OPFTA. This fact shows the suitability of 
these optimized procedures in the EP. 

Giving a step forward, results from physico-chemical and sensory 
analyses have been statistically compared with those predicted by GLCM 
and OPFTA procedures. Mean values and standard deviation of physico- 
chemical and sensory parameters from traditional analyses and pre
dicted by GLCM and OPFTA procedures are shown in Table 3 and Fig. 2, 
respectively, which also expose the p-values between real and predicted 
values. No significant differences (p > 0.05) were found between real 
and predicted results in all cases. It is also noted in Table 3 and Fig. 2, 
some differences in the standard deviation of the results, being, overall, 
higher in the GLCM predicted values than in the real and OPFTA 
predicted. 

Table 2 
Quality measures of the prediction procedures (with GLCM or OPFTA) of the experimental protocol: correlation coefficient (R), weighted absolute percentage error 
(WAPE) and root mean square error of prediction (RMSEP).    

GLCM   OPFTA  

R WAPE RMSEP R WAPE RMSEP 

aw 0.6747 0.010 0.009 0.8491 0.011 0.010 
Moisture (%) 0.9114 0.050 0.205 0.8789 0.050 0.204 
Instrumental color L* 0.9076 0.181 0.181 0.9017 0.175 0.175 

a 0.6123 0.060 0.060 0.6961 0.041 0.041 
b 0.7064 0.096 0.096 0.8511 0.049 0.049 

Salt content (%) 0.8909 0.094 0.024 0.8905 0.080 0.021 
Lipids content (%) 0.8388 0.102 0.110 0.8489 0.073 0.079 
Redness of lean 0.5697 0.076 0.048 0.6491 0.048 0.041 
Brightness of lean 0.9471 0.123 0.079 0.9270 0.093 0.059 
Marbling of lean 0.9097 0.123 0.081 0.9257 0.095 0.062 
Odour intensity 0.9588 0.135 0.079 0.9591 0.114 0.067 
Hardness of lean 0.7477 0.108 0.065 0.9183 0.073 0.044 
Juiciness 0.7692 0.108 0.054 0.9249 0.075 0.037 
Salty taste 0.9560 0.124 0.059 0.9513 0.087 0.041 
Flavor intensity 0.9442 0.067 0.048 0.9791 0.042 0.030 
Flavor persistence 0.9259 0.076 0.058 0.9764 0.042 0.032 
Cured flavor 0.9491 0.097 0.055 0.9777 0.063 0.036 
Rancid flavor 0.8588 0.181 0.032 0.9137 0.146 0.026  

Table 3 
Comparison between physico-chemical (P–C) and predicted results from the 
GLCM and OPFTA procedures of the experimental protocola.   

P–C GLCM OPFTA p (P–C 
vs 
GLCM) 

p (P–C vs 
OPFTA) 

aw 0.875 ±
0.009 

0.875 ±
0.011 

0.879 ±
0.016 

0.557 0.068 

Moisture (%) 40.119 
± 3.407 

39.394 
± 4.381 

40.976 
± 3.537 

0.182 0.075 

Instrumental 
color 

L 45.179 
± 3.148 

45.036 
± 3.973 

45.753 
± 3.478 

0.772 0.211 

aa 14.705 
± 0.576 

14.329 
± 0.537 

14.821 
± 0.294 

0.316 0.067 

ba 8.713 ±
0.557 

9.402 ±
1.093 

8.502 ±
0.699 

0.752 0.209 

Salt content (%) 2.503 ±
0.385 

2.431 ±
0.447 

2.480 ±
0.409 

0.211 0.604 

Lipid content (%) 10.580 
± 1.198 

11.257 
± 1.569 

10.027 
± 0.867 

0.362 0.707  

a Values are expresses as mean ± standard deviation; p-value < 0.05 indicates 
significant differences. 

Fig. 2. Mean values (columns), standard deviation (error bars) and p-values between values real and GLCM predicted (dark grey) and real and OPFTA predicted 
(light grey) of the loin attributes obtained from the sensory analysis and predicted by the GLCM and OPFTA procedures of the experimental protocol. 
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In view of this fact, TSTD and MAE were measured (Table 4). The 
TSTD evaluates the mean dispersion of the true measurements, and MAE 
evaluates the mean dispersion of the predicted values around the 
characteristics, which is the average over the true measurements. In all 
quality parameters, TSTD values are higher than MAE of GLCM and 
OPFTA procedures, indicating a lower dispersion in the computer pre
diction than in the true measurements. This finding was also shown by 
Ávila et al. (2019), which ascribed to the low number of measurements 
for the physico-chemical and sensory characteristics. This aspect may 
also influence in the results of the present study since each sample (n =
100) was evaluated in triplicate by means of physico-chemical and 
sensory analysis, while twenty-nine MRI images are obtained and 
computationally analysed for each loin. It is also observed in Table 4, 
slightly higher MAE values for quality parameters predicted by GLCM 
than by OPFTA. This finding corroborates the values of R, WAPE and 
RMSE (Table 2) previously discussed and may be affected by the rela
tionship between the quality parameters of loins and the computational 
features. 

5. Conclusions 

An experimental protocol has been developed for the non-destructive 
analysis of quality parameters of meat products by MRI-computer 
vision-data mining. The comparison of different techniques for the 
MRI acquisition, the MRI analysis and the data analysis to predict 
quality parameters of pork loins have led to two optimum procedures 
(SE – GLCM – prediction equations obtained by MLR as a function of 
computational texture features of GLCM and SE – OPFTA - prediction 
equations obtained by MLR as a function of computational fractal fea
tures of OPFTA) to be implemented in an experimental protocol. The 
validation of these two procedures in a high number of samples from the 
meat industry by several quality measures allows to indicate the use of 
any of them to determine quality characteristics of loins by LF MRI in a 
non-destructive way, with high accuracy and reducing the dispersion of 
the values. These results bring the possibility of implementing this 
methodology in meat processing plants. For that, some improvements in 
the image acquisition (time reduction) and image and data analysis 
(software development to provide on-line results) should be done. 
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Ávila, M.M., Caballero, D., Antequera, T., Durán, M.L., Caro, A., Pérez-Palacios, T., 2018. 
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Fernández-Delgado, M., 2019. Magnetic Resonance Imaging, texture analysis and 
regression techniques to non-destructively predict the quality characteristics of meat 
pieces. Eng. Appl. Artif. Intell. 82, 110–125. 

Bernau, M., Kremer, P.V., Lauterbach, E., Tholen, E., Petersen, B., Pappenberger, E., 
Scholz, A.M., 2015. Evaluaton of carcass composition of intact boars using linear 
measurements from performance testing, dissection, dual energy X-ray 
absorptiometry (DXA) and magnetic resonance imaging (MRI). Meat Sci. 104, 
58–66. 
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