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Photophysical and photochemical properties of 3-hydroxyflavone in gas-phase and solution were studied
using implicit (Polarizable Continuum Model, PCM) and explicit solvent (Averaged Solvent Electrostatic
Potential from Molecular Dynamics calculations, ASEP/MD) models. The conformational equilibrium in
the excited state between the normal (N*) and tautomeric (T*) forms and their absorption and fluores-
cence spectra was studied with Time-Dependent Density Functional Theory (TD-DFT) and three different
functionals. The calculated transitions are in good agreement with the spectroscopic data. It was found
that solvent effects on the absorption and fluorescence spectral bands are negligible. Still, they can mod-
ify appreciably the relative stability of the N* minimum with respect to the Franck-Condon position,
which affects the kinetics of the reaction. This fact, together with the increase in the barrier height in pro-
tic solvents, permits us to explain the reduction of the emission signal from T* and the increase of the N*
signal in ethanol solution.
� 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Flavonols [1] and more specifically the 3-hydroxyflavone (3–
HF) and related compounds have received much attention
[2,3,4,5,6,7,8,9] over the last few decades as they serve as model
systems to study excited state intramolecular proton transfer
(ESIPT) [10,11,12,13,14,15,16,17]. When the ESIPT process takes
place in a flavonol, such as the 3–HF molecule, N form in
Fig. 1, the proton is transferred from the hydroxyl to the car-
bonyl group, tautomeric form T in Fig. 1, while the system
remains in the excited state. The frequency and intensity of
the emission bands (from the initial state N* or from the tau-
tomer T*) can be tuned by a suitable choice of substituents
and solvents, being able in some cases to observe dual fluores-
cence. This feature, together with the large Stokes shift shown
by flavonols, explains the important role of these compounds
as fluorescent probes, fluorescent sensors, organic light emitting
diodes, etc [17–21].

In flavonols with electron-donor or electron-acceptor groups,
electron transitions trigger important charge fluxes, therefore they
display large hypsochromic and bathochromic shifts. Conversely,
absorption and emission spectra of 3–HF are hardly dependent
on the solvent polarity, although the relative intensity of the bands,
IN*/IT*, is largely dependent on the solvent nature [3,22]. Thus, for
instance, in cyclohexane and toluene only the emission from T*
is observed. As the solvent polarity increases, so does the signal
from N*, in such a way that in acetonitrile the ratio IN*/IT* rises to
0.27. In proton-donor solvents the signal from T* decreases appre-
ciably while the intensity of N* increases [4]. From a kinetic point
of view, cryogenic experiments with 3–HF have shown that the
ESIPT reaction is barrierless and takes place in less than a picosec-
ond [13,23]. In solution, time constants of 35–240 fs have been
estimated using different experimental techniques and solvents.
For instance, Ameer-Beg et al. found that 35 fs would be required
to produce the keto form in solvents such as methylcyclohexane
(non-polar) or acetonitrile (aprotic). This time rises to 60 fs in etha-
nol, a protic solvent [24].

The increase of the relative intensity of the N* band in proton-
donor solvents has been linked to the stabilization of an alternate
conformation (form A in Fig. 1) where an intermolecular hydrogen
bond (HB) is formed between the hydroxylic hydrogen of 3–HF and
the solvent [22]. For obvious reasons, in this alternate form, where
the hydroxyl group is rotated, the ESIPT reaction is not possible,
which would explain both the reduction of the T* signal and the
increase of the N* signal. However, to the best of our knowledge,
no theoretical study has aimed to determine the relative stability
of both forms (N vs A). We will attempt to clarify this point in
the present study.
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Fig. 1. Atom numbering of 3–HF normal (N), tautomeric (T) forms, and alternate (A) conformation.
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As for the reduction of the rate constant in proton-donor sol-
vents the mechanism is neither clear nor easy to study. It is neces-
sary to consider several aspects such as: bulk and specific solvent
effects, equilibrium and non-equilibrium solvation, or the contri-
bution of tunneling. Both bulk and specific solvent effects seem
to increase the barrier height, although the relative importance
of these contributions is not clear. In this paper we aim to address
some of these points.

Several theoretical studies have examined the spectroscopy and
ESIPT reactivity of 3–HF both in gas phase and in solution. Most of
these studies used solvent implicit continuum models [25,26] or
explicitly included one or two solvent molecules. Salaeh et al. [8]
used 25 QM/MM trajectories to describe the dynamics of the reac-
tion. It was found that 80% of trajectories do suffer ESIPT reaction
during the time of simulation. Even though all the studies pre-
dicted a small barrier height (2–3 kcal/mol) for the ESIPT reaction,
some discrepancies were found in the reaction free energy values.
Thus, Casadesús [27] using CASPT2//CASSCF, found values close to
8 kcal/mol whereas most TD-DFT studies found values close to 3–
4 kcal/mol [28]. Both the TD-DFT and the CASPT2 methods seem to
offer an adequate description of both the absorption and emission
spectra of 3–HF.

The main goal of this paper is to compare the performance of
both implicit and explicit solvent models in describing the spec-
troscopy of the system and the kinetics of the reaction in the
excited state. We have focused on the location of the different crit-
ical points (minima, transition state, Frank-Condon points, etc.) on
the free energy surface of the excited state. The distinctive features
of our study are: firstly, the use of a QM/MM method that takes
advantage of mean field approximation and permits to analyze
2

the changes in the solvent structure accompanying excitation
and the ESIPT reaction; secondly, the calculation of free energy dif-
ferences between the alternate (A) and normal (N) forms in the
ground state and between the normal (N) and tautomeric (T) iso-
mers in the excited state; finally, the study of the kinetics of the
reaction and the effect of tunneling on the rate constant.

The rest of the paper is organized as follows: Section II intro-
duces the theoretical methods used along the study. The focus is
on describing the Averaged Solvent Electrostatic Potential/Molecu-
lar Dynamics (ASEP/MD) method and on how the rate constants
and tunneling corrections are calculated. Section III presents the
main results obtained. For the sake of completeness, and to make
the analysis of the in-solution results easier, the calculated gas-
phase results are also presented, although they do not significantly
differ from most of the results found in the literature. The main
part of this section is devoted to the analysis of the in-solution
results. We focus on the comparison between implicit and explicit
solvent models, the analysis of the changes in the solvent structure
in the critical points, the description of the excited state free
energy surface, and the calculation of the rate constant and the
tunneling effect correction. Finally, Section IV presents the main
conclusions.
1.1. Computational methods and details

Ground and excited state properties of normal (N) and tau-
tomeric (T) forms of 3–HF were studied both in gas phase and in
ethanol solution using Density Functional Theory (DFT) and Time
Dependent Density Functional Theory (TD–DFT). Fig. 1 displays
the atom numbering of both N and T structures, as well as the A



Fig. 2. ASEP/MD calculation scheme.
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form. Two hybrids (B3LYP [29] and PBE0 [30]) and one long-range
corrected hybrid functional (CAM-B3LYP [31]), using the 6-311
+G** basis set, have been used. Previous studies have proven that
the TD-DFT theory and B3LYP functional with triple-zeta valence
basis set with polarization functions are suitable to describe elec-
tronic and photophysical properties as well as the proton transfer
(PT) processes of ESIPT in molecules [8,32,33,34,35,36], so this
comparison will allow us to analyze the accuracy of the widely
used PBE0 and CAM-B3LYP functionals. Quantum chemical calcula-
tions were made with the Gaussian 16 program package [37]).

Solvent effects were described using two different methods:
Polarizable Continuum Method (PCM [38,39,40]) and ASEP/MD
[41,42]. The former is an implicit solvent model that describes
the solvent as a continuum dielectric. This method has been widely
used and has demonstrated its utility and versatility in a multitude
of chemical systems and processes. The latter method is an explicit
solvent model developed in our laboratory that combines quantum
mechanics calculations in the description of the solute with a
detailed description of the solvent through molecular dynamics
simulations. Both methods permit to describe equilibrium and
non-equilibrium (frozen solvent) solvation [43,44]. In the equilib-
rium version the solvent is assumed to be in equilibrium with
the current charge distribution of the solute; in contrast, in the
non-equilibrium version the solvent is equilibrated, total or par-
tially, with the charge distribution that the solute had at a previous
stage of the calculation, usually the charge distribution of the ini-
tial state before the absorption or emission process has taken
place. The study of the influence of the solvent on the electronic
spectrum of molecules in solution using PCM and TD-DFT methods
can be carried out according to two schemes known as linear
response (LR [45,46]) and specific state response (SS [47,48]). The
LR approach considers that the solvent remains frozen during the
electron transition. In this way the ground and excited states are
perturbed by exactly the same solvent polarization. The SS method
also fixes the orientational component but allows the electron
degrees of freedom of the solvent, i.e., the electron or non-
inertial polarization, to adjust in response to the change in the
charge distribution of the solute during the transition. Three SS
schemes were developed depending on whether the polarization
of the solvent and the new electron density of the solute reached
mutual equilibrium or not. Thus we have the corrected-Linear
Response, cLR [49], the IBSF (Improta, Barone, Scalmani and Field)
methods [50,51] and the Vertical Excitation Method (VEM) [52]. In
this paper we used the PCM/cLR model as it combines a reliable
performance with high computational efficiency. When a micro-
scopic description of the solvent structure was needed, the ASEP/
MD method was used. Both inertial and electron solvent polariza-
tions are included in the current version [53].

Fig. 2 displays the basic scheme of ASEP/MD. This method intro-
duces the Average Solvent Electrostatic Potential (ASEP) generated
by the solvent as a perturbation into the Schrödinger equation. The
ASEP is obtained from a molecular dynamic (MD) simulation in
which the geometries and charges on the solute atoms are
obtained from a quantum calculation of the solute molecule. As
the charges, in turn, depend on the solvent perturbation, it was
necessary to perform an iterative cycle. MD simulations were car-
ried out using Gromacs [54–56] and included one 3–HF molecule
surrounded by 397 ethanol molecules in a rhombic dodecahedral
box. Lennard-Jones parameters for the solute and solvent were
taken from all-atoms OPLS force field [57] and the atomic charges
were calculated using the CHELPGmethod [58,59]. Periodic bound-
ary conditions were applied in all directions. Short-range electro-
static interactions were cut-off at 1.3 nm and long-range
interactions were calculated with the Particle-Mesh Ewald (PME)
method [60]. The temperature was fixed at 300 K with the Nosé-
Hoover thermostat [61]. Each simulation was run in the NVT
3

ensemble for 1000 ps, with a time step of 1 fs, where the first
250 ps were used for equilibration and the last 750 ps for produc-
tion. In solution results were obtained by averaging the last five
ASEP/MD cycles, and therefore they represent a 3.75 ns average.

ASEP/MD geometry optimizations on the free energy surface
[62] for both the ground and excited states were performed com-
bining the free energy gradient method [63,64,65] and the mean
field approximation [66,67]. Free energy differences between crit-
ical points on ground and excited state free energy surfaces were
calculated using a dual-level methodology where the geometric
and electronic polarization of the solute is quantum-
mechanically described but where the solute–solvent interaction
free energy is classically calculated through the free energy pertur-
bation method [68,69]. In this approach, a perturbation parameter
k is introduced. When k = 0, the solute geometry and atomic
charges correspond to the initial state whereas when k = 1 they
correspond to the final state. These initial and final states are then
connected by a linear interpolation using a value of Dk = 0.005.
Note that charges and geometries of the initial and final states
are obtained from converged ASEP/MD calculations.

In our calculations we have also included the solvent electron
polarization. Using the solvent structure and solute geometry
obtained in the ASEP/MD self-consistent process, the quantum
mechanical solute and the electron polarization of the solvent have
been coupled. A molecular polarizability is assigned to every sol-
vent molecule, and simultaneously, the effective solvent charge
distribution used in the MD calculation is replaced by their gas
phase values. The dipole moment induced on each solvent mole-
cule is a function of the dipole moments induced on the rest of
the molecules and of the solute charge distribution, and hence
the electrostatic equation has to be solved self-consistently. The
process finishes when convergence in the solute and solvent
charge distribution is achieved. Details of the method can be found
in Muñoz-Losa et al. [70].

Rate constants were computed at 300 K using Variational Tran-
sition State Theory (VTST) with a multiplicative semiclassical Mul-
tidimensional Tunneling (MT) correction [71,72]. In this approach
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the rate constants, kVTST=MT Tð Þ, are calculated as the product of two
factors:

kVTST=MTðTÞ ¼ jtun Tð Þ � kVTSTðTÞ
The first factor, jtun Tð Þ, is the multidimensional tunneling cor-

rection. This factor is computed as the thermal-averaged tunneling
probability of passing through a monodimensional barrier to reac-
tion, which is computed in a multidimensional phase space. In this
work we used the small-curvature approximation, which assumes
that tunneling occurs within the vibrational valley, described by
the minimum energy path and the vibrational turning points of
the reactive system as it moves through this energy path. The most
probable tunneling path connects the closest vibrational turning
points in the reactant and product channels, so that the tunneling
path is on the concave side of the reaction path. We assume that
the curvature of the reaction path (measured as the coupling
between the motion along the reaction path and vibrational
motions) is small or moderate, and the system always remains in
the vibrationally adiabatic ground state as it evolves from reactant
to products. Because of the large number of vibrational modes and
the low value of some of the vibrational frequencies, we assume
that the tunneling energies used in our computations are a contin-
uous function.

The second factor, kVTSTðTÞ is the VTST semiclassical rate con-
stant. In its canonical version used in this work, this rate constant
is obtained by maximizing the free energy along the reaction path
and using its maximum value to compute the rate constant by
means of transition state theory. Bound vibrational modes are trea-
ted as quantum–mechanical harmonic oscillator, rotational parti-
tion functions were calculated classically, however, under the
assumption that the vibrational modes are separable. Normal
modes were computed using a system of redundant internal coor-
dinates. All kinetics calculations were performed using the POLY-
RATE code [73], using as an input the geometries, energies and
their first and second derivatives at stationary points and selected
points on the reaction path obtained from Gaussian calculations in
the excited state. Note that in these calculations we assume ther-
modynamical equilibrium as well as equilibrium solvation, i.e.,
that the solvent does not participate explicitly in the reaction
coordinate.
2. Results and discussion

2.1. Gas phase

Table 1 displays the calculated vertical transition energies for
the absorption (S0(N) ? S1 (FC)) and fluorescent emission (S1-
(N*) ? S0(FC)N*, (S1(T*) ? S0(FC)T*) of 3–HF where FC, S0 and S1
refer to the Franck-Condon point, the ground state and the first
excited state, respectively. Note that there is a single Franck-
Condon structure in the absorption process, S1 (FC), but the
Franck-Condon S0 points are different when emitting from S1(N*),
S0(FC)N*, and from S1(T*), S0(FC)T*. TD-DFT results with three differ-
ent functionals are shown. Both in absorption and in emission the
orbitals involved are of p type (see Fig. 3) and these transitions can
be described as p-p* [74]. The employed functional does not intro-
duce significant differences in the orbital topology.

In gas phase, the B3LYP functional predicts an intense absorp-
tion band (S0(N) ? S1(FC)) placed at 3.56 eV. PBE0 and CAM-
B3LYP give values of 3.68 and 4.02 eV, respectively. The experi-
mental UV–Vis spectrum for 3–HF in non-polar solvents shows a
very broad band with the maximum placed at 3.59 eV. The use
of polar solvent does not produce significant changes in the posi-
tion of this band, although in these solvents a new band of little
intensity appears at 400 nm, that has been associated with the for-
4

mation of the anionic form of 3–HF originated by the deprotona-
tion of the 3-hydroxy group [14]. It is interesting to note that
B3LYP and PBE0 results are in good agreement with the experi-
mental value of 3.59 eV while CAM–B3LYP overestimates this
transition.

Usually, the dipole moment variation during a transition plays
an important role in the relative stabilization of the ground and
excited states in solution and, consequently, in the calculation of
the solvent shift. In gas phase, the S0(N)? S1(FC) vertical transition
is accompanied by a slight increase of the dipole moment, 0.8 D
(see Table 2), when calculated with B3LYP (from 3.41 D for the
ground state to 4.24 D for the FC excited state). A similar but some-
what lower dipole moment increase was obtained with PBE0 and
CAM-B3LYP functionals (0.6 D and 0.4 D, respectively). In all cases
the direction of the dipole moment is nearly parallel to that of the
carbonyl bond. Therefore, there are no appreciable changes during
the electronic transition but there are changes in the transition
from the N* form to the T* form, where the proton and hence the
position of the carbonyl group are exchanged.

As for the emission S1(N*) ? S 0(FC)N*, transition appears at
3.14 eV (B3LYP), 3.23 eV (PBE0) and 3.47 eV (CAM-B3LYP). The
emission from T* appears at lower energies: 2.29 eV, 2.40 eV and
2.47 eV with B3LYP, BPE0 and CAM-B3LYP, respectively. The Stokes
shift is 0.42 eV for the emission from N* and 1.27 eV in the case of
T*. Worthy of note is the important decrease in the value of the
dipole moment when passing from the N* (4.23 D with B3LYP) to
the T* form (2.40 D), which is expected to affect the relative stabil-
ity of N* and T* in polar solvents.

Fig. 4 displays the energy diagram of 3–HF in gas phase (only
the B3LYP results are shown). The potential energy profile along
the reaction coordinate is also displayed. The adiabatic transitions
to N* and T* excited states (S0(N) ? S1(N*) and S0(N) ? S1(T*))
appear at 77.3 and 67.7 kcal/mol, respectively. Therefore, T* is
9.6 kcal/mol more stable that the N* form. The PBE0 functional pro-
vides very similar results whereas CAM-B3LYP increases the free
energy of the ESIPT reaction to 11.0 kcal/mol. The gas-phase profile
suggests a practically irreversible reaction shifted towards the T*
species.

In gas phase, the proton transfer reaction must surmount a
potential energy barrier of about 2.5 kcal/mol. The FC point is
4.8 kcal/mol above the N* minimum, so it can be concluded that
the system has sufficient energy to easily surmount the barrier.
Moreover, when entropic effects are included, the free energy bar-
rier to reaction diminishes even further, to near 1 kcal/mol. The
increase in the entropy of the transition state is due to the fact that
the hydrogen being transferred is looser in the transition state than
in the N form, since the O–H bond in the reactant is partially bro-
ken and the O–H bond in products is still not formed. The tunnel-
ing effect correction in gas phase was estimated to increase the
rate constant by about 25%, further reducing the effective activa-
tion energy to only 0.6 kcal/mol. The estimated rate constant for
the proton transfer reaction is shown in Table 3, and the computed
N* half-life time is 0.44 ps (437 fs), a value lower than the experi-
mental fluorescence time. In conclusion, the reaction is thermody-
namically controlled, and the emission in gas phase is expected
only to take place from the most stable form: the T* tautomer. It
can be presumed that this will also be the case in non-polar sol-
vents, as we will discuss below.

2.2. Ethanol solution

2.2.1. Absorption and emission spectra
In agreement with experimental findings, the calculated

absorption transition energies in ethanol are similar to those found
in gas phase (Table 1). PCM provides B3LYP and PBE0 values for the
first electronic transition of 3.56 and 3.67 eV, respectively, these



Table 1
Electronic transition energies and solvent shifts, d, of 3–HF in gas phase and in ethanol solution using different methods, in kcal/mol. In parentheses the transition energies in eV.

B3LYP PBE0 CAM-B3LYP Exp.a

Gas phase 82.12 (3.56) 84.87 (3.68) 92.71 (4.02)

PCM 82.13 (3.56) 84.64 (3.67) 92.71 (4.02)
d �0.02 �0.07 �0.15

Absorption ASEP-MD 81.64 (3.54) 84.64 (3.67) 92.02 (3.99) 82.79 (3.59)
d �0.39 �0.05 �0.67
ASEP-MDpol 81.41 (3.53) 84.64 (3.67) 92.02 (3.99)
d �0.76 �0.26 �0.83

Gas phase 72.41 (3.14) 74.49 (3.23) 80.03 (3.47)

PCM 71.03 (3.08) 73.11 (3.17) 77.49 (3.36)
d �1.25 �1.34 �2.41

Emission (N) ASEP-MD 71.72 (3.11) 74.03 (3.21) 78.64 (3.41) 70.57 (3.06)
d �0.70 �0.58 �1.36
ASEP-MDpol 71.49 (3.10) 73.34 (3.18) 78.41 (3.40)
d �0.86 �1.22 �1.59

Gas phase 52.71 (2.29) 55.35 (2.40) 56.96 (2.47)

PCM 54.43 (2.36) 56.27 (2.44) 57.66 (2.50)
d 1.64 1.08 0.82

Emission (T) ASEP-MD 53.27 (2.31) 55.35 (2.40) 57.66 (2.50) 53.97 (2.34)
d 0.51 0.00 0.86
ASEP-MDpol 53.5 (2.32) 55.58 (2.41) 58.12 (2.52)
d 0.78 0.22 1.19

*Includes the contribution of the electron solvent polarization.
aExperimental values in ethanol solution from Ref. 24.

Fig. 3. HOMO and LUMO orbitals for the S1(N*) ? S0(FC) and S1(T*) ? S0(FC) transitions. Orbitals involved in the S0(N) ? S1(FC) absorption are similar. In all the transitions
the calculated oscillator strength has a value of around 0.4.
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values being in good agreement with the experimental data and
with the results found in the literature. CAM-B3LYP again overes-
timates the transition energy in 0.40 eV. This poor performance
of CAM-B3LYP will also be observed in the emission spectrum.
The ASEP/MD method yields 3.53 (B3LYP), 3.67 (PBEO) and
3.99 eV (CAM-B3LYP), regardless of whether electron solvent
polarization is considered (ASEP/MDpol) or not (ASEP/MD). Thus,
both the PCM and the ASEP/MD methods provide similar results.

Regarding the solvent shift it can be observed that its value for
the absorption transition energy is very small, �0.02 kcal/mol with
PCM and �0.76 kcal/mol with ASEP/MD (B3LYP values). In order to
understand the limited influence of the solvent on absorption it is
5

interesting to analyze the change in the solute charge distribution
during the transition and the effect of the solvent (see Table 2). As
expected, the solvent polarizes the solute increasing the dipole
moment of the different states, and this increase is larger with
ASEP/MD than with PCM. However, the change in the dipole
moment during the transition, which determines the size of the
solvent shift, decreases in solution. So, the dipole variation during
the vertical excitation decreases from 0.8 D in gas phase to only 0.4
D and 0.3 D in ethanol solution with PCM and ASEP/MDpol, respec-
tively (B3LYP values).

With regard to the emission from N*, solvent effects are not
noticeable either. In gas phase this emission is placed between



Table 2
Dipole moments values (Debye) for the different species in gas phase and in ethanol solution.

Absorption
S0 FC
B3LYP PBE0 CAM-B3LYP B3LYP PBE0 CAM-B3LYP

N Gas Phase 3.41 3.38 3.39 4.24 4.04 3.77
PCM 5.07 4.86 4.88 5.47 5.21 5.17
ASEP/MD 5.39 5.10 5.36 5.49 5.10 5.50
ASEP/MDpol 5.61 5.29 5.55 5.94 5.37 5.78

T Gas Phase 4.42 4.46 4.84 2.38 2.39 2.65
PCM 6.60 6.56 7.07 3.80 3.74 4.12

Emission
S1 FC
B3LYP PBE0 CAM-B3LYP B3LYP PBE0 CAM-B3LYP

N* Gas Phase 4.23 3.96 3.73 3.69 3.72 3.81
PCM 5.52 5.26 5.41 5.12 5.05 4.88
ASEP/MD 6.97 6.87 6.81 5.20 5.42 6.11
ASEP/MDpol 7.28 7.08 7.15 5.61 5.63 6.46

T* Gas Phase 2.40 2.36 2.59 4.35 4.30 4.57
PCM 3.44 3.60 3.88 5.52 5.47 5.82
ASEP/MD 3.11 2.94 3.40 4.86 4.55 5.28
ASEP/MDpol 3.20 3.03 3.49 5.04 4.83 5.42

*Includes the contribution of the electron solvent polarization.

Fig. 4. Potential energy diagram of 3–HF in gas phase. The horizontal axis
represents an imaginary collective reaction coordinate.
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3.14 and 3.47 eV, depending on the functional used. The B3LYP/
PCM method provides a transition energy in ethanol solution of
3.08 eV, in good agreement with the experiment (3.06 eV), and a
red solvent shift of about �1.2 kcal/mol. Very similar results
(3.10 eV for the transition energy and 0.86 kcal/mol for the solvent
shift) are obtained with B3LYP/ASEP/MDpol. This result is striking
since in this case the in-solution dipole variations can be important
depending on the solvent description, PCM or ASEP/MD. Thus,
although with B3LYP/PCM the variation is only 0.4 D (the dipole
goes from 5.52 in S1 to 5.12 D in S0), with ASEP/MD the dipole var-
ies by about 1.7 D. However, these differences in the magnitude of
the dipole moments do not translate to differences in the solvent
shift. It can be concluded that for this system, the dipole moment
variation does not seem to be a good predictor of the solvent shift,
and that higher order multipole moments could play an important
role.

In contrast to the red shift found in ethanol solution for absorp-
tion from N and fluorescence from N*, emission from T* displays a
slightly blue solvent shift. The experiments place this band at
2.34 eV, in very good agreement with the PCM (2.36 eV, B3LYP)
Table 3
Barrier heights, rate constants without (kVTST) and with (kVTST/MT) tunneling corrections, t
tunneling corrections of the ESIPT reaction of 3–HF from N* to T* form. Half-life time of 3

DETS(kcal/mol) kVTST (s�1) jtun

Gas phase 2.57 1.3�1012 1.25
Cyclohexane 2.84 8.2�1011 1.36
Ethanol 3.52 3.3�1011 1.75
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and ASEP/MD (2.32 eV, B3LYP/ASEP/MDpol) results. The blue sol-
vent shifts are 1.64 kcal/mol (PCM) and 0.78 kcal/mol (ASEP/
MDpol).

Once the main characteristics of the 3–HF spectra are known,
the shift of the emission bands with respect to the absorption band,
known as Stokes shift, can be calculated. Independently of the sol-
vent model used, a Stokes shift of 0.48 and 1.20 eV was obtained
for transitions from N* and T* forms, respectively. These values
are similar to those found in gas phase (0.42 and 1.27 eV) and they
confirm the trend found in absorption: the solvent hardly affects
the position of the bands.

Next, we will analyze the changes in the solvent structure dur-
ing the excitation and subsequent ESIPT reaction, i.e., during the
relaxation from the FC to the N* minimum and from there to the
T* minimum. Figs. 5 and 6 show the pair radial distribution func-
tions (RDF) of the atoms involved in the proton transfer reaction.
In the ground state a strong hydrogen bond O4-Ha is formed
between the 3–HF carboxylic oxygen and the alcoholic hydrogen
of an ethanol molecule (Ha), with a coordination number of 0.94.
In contrast, O3 does not form intermolecular hydrogen bond. Dur-
ing the relaxation from the FC point to the N* minimum, the height
of the first peak of the O4-Ha RDF increases, with a coordination
number of 1.15. As with the situation in the ground state, O3

remains without an important hydrogen bond interaction with
the solvent. H3 seems to produce a more structured solvent as
the first peak of the RDF corresponding to the distances between
H3 and the alcoholic oxygen, Oa, appears more defined, with coor-
dination numbers from 0.33 at N to 0.51 at N*. During the ESIPT
reaction H3 is transferred from O3 to O4, which is reflected in the
loss of the solvent structure around O4, now part of the hydroxyl
group (Fig. 6). It is worth noting that the intramolecular hydrogen
bond seems to be weaker than in N* given the presence of a more
structured solvent around H3, the coordination numbers at T* rise
to 0.71 in the H3-Oa and to 0.44 in the O3-Ha.
unneling corrections and Arrhenius activation energies without (EaTS) and with (EaMT)
–HF. Results are computed in gas phase and in ethanol and cyclohexane (PCM).

kVTST/MT (s�1) Ea
TS (kcal/mol) Ea

MT (kcal/mol) t½(ps)

1.6�1012 0.78 0.55 0.43
1.1�1012 0.99 0.57 0.58
5.8�1011 1.57 0.97 1.18



Fig. 5. Radial distribution functions for the ground state (N, left panel) and excited state (N*, right panel) of 3–HF normal form in ethanol. Red line: RDFs of the distance
between H3 and alcoholic oxygen; blue line: RDFs of the distance between O3 and alcoholic hydrogen; green line: RDFs of the distance between O4 and alcoholic hydrogen.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Radial distribution functions for the excited state of 3–HF tautomeric form in
ethanol. The color line code is the same as in Fig. 5.
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In sum, effects of the solvent on the band position are in general
small, although in some cases the variations of the dipole moment
during the transition can be large. There are no appreciable differ-
ences between the values of the transition energies provided by
PCM and ASEP/MD and, in the latter method, between polarizable
and non-polarizable solvent. This behavior is likely the results of
two factors: on the one hand, the solvent shift in this system is very
small and, in consequence, it is difficult to distinguish the contribu-
tions of bulk solvent and specific interactions; on the other hand,
so far we have only considered vertical transitions, situations in
which the solvent structure is the same in the initial and final state,
and which can favor the error compensation.
2.2.2. Description of the free energy surface in the excited state
Table 4 and Fig. 7 display the free energy profile of the excited

state proton transfer reaction calculated with both PCM and ASEP/
MD methods. All energies refer to the energy of the minimum of
the normal form in the ground state. Although the general appear-
ance of the surface is the same with the two methods (similar posi-
tion of the FC absorption state, T* minimum more stable than N*
minimum), the relative stability of the various points differs from
PCM to ASEP/MD. Thus, the adiabatic transition from S0, N ? N*,
is placed at 77.2 kcal/mol with PCM but at 80.5 kcal/mol with
ASEP/MD. However, the two methods place the T* state at almost
the same energy, 68.8 kcal/mol with PCM and 68.7 kcal/mol with
ASEP/MD. The T* state is more stable than the N* state by about
8.4 kcal/mol when PCM is used and 11.8 kcal/mol when specific
7

interactions (ASEP/MD) are included. From a thermodynamic point
of view, the emission from the tautomeric form is clearly favored.

Some authors have proposed that in solvents that form hydro-
gen bonds the loss or reduction of the T* emission signal is due
to the stabilization of an alternate form that does not form an
intramolecular hydrogen bond in the ground state (A form) [22].
This conformer has an absorption and fluorescence spectrum com-
pletely equivalent to N. However, no theoretical study has
addressed this issue, to the best of our knowledge. Therefore, in
order to test the validity of this hypothesis we analyzed the rela-
tive stability of the two conformers, N and A. Both PCM and
ASEP/MD yield a free energy difference about 5–6 kcal/mol in etha-
nol solution, the conformational equilibrium being clearly shifted
towards the normal conformer. To better describe the specific
interaction with solvent molecules, we also performed calculations
explicitly including one or two ethanol molecules. These studies
show that the energy difference between the two conformers
reduces up to 2.0–2.5 kcal/mol. Thus, in any case, independently
of the solvent model employed, the normal form is clearly favored
and the population of the A conformer at room temperature is
always lower than 3.5%. In sum, the presence of the A conformer
and the conformational equilibrium between A and N* could
account only for a small reduction of the T* emission band (as it
slightly decreases the concentration of the reactive form N*) but
it can never explain the strong reduction of the signal in the proton
donor–acceptor solvents.

Next, the kinetics of the ESIPT reaction in solution was calcu-
lated. The results are shown in Table 3. First we describe the results
provided by the PCM method. To analyze the effect of the polarity
of the solvent, we also perform kinetics calculations on cyclohex-
ane solution. The height of the barrier in cyclohexane is 2.84 kcal/-
mol, very similar to the gas-phase barrier height, 2.57 kcal/mol.
The entropic effects discussed above lower this barrier to
0.99 kcal/mol, only slightly higher than the gas phase value,
0.78 kcal/mol. As for polar solvents, Salaeh et al. [8] studied the
effect of including a specific methanol molecule on the barrier
height, finding a value of 2.88 kcal/mol. However, our calculations
show that in ethanol the barrier height increases significantly, up
to 3.52 kcal/mol, 1.57 kcal/mol upon inclusion of entropic effects,
which is about twice the gas-phase barrier height. However, since
the absorption FC point is 4.90 kcal/mol about the N* minimum, in
principle, the system has enough energy to surmount the barrier.

So far we have considered only the thermal overcoming of the
barrier; for a detailed description of the process, we now need to
consider tunneling. The model we use again is that developed by
Truhlar and coworkers [71,72]. The results are displayed in Table 3.
In gas phase and cyclohexane the half-life times are very similar,



Table 4
Free energy transition between N, N* and T* states (kcal/mol) in gas phase and in ethanol solution.

Gas phase PCM ASEP-MD

B3LYP PBE0 CAM-B3LYP B3LYP PBE0 CAM-B3LYP B3LYP PBE0 CAM-B3LYP

N – N* 77.30 79.71 86.35 77.25 79.57 85.84 80.51 83.26 94.75
N – T* 67.74 70.29 75.34 68.84 71.16 76.18 68.74 70.99 75.89
N* – T* 9.56 9.41 11.01 8.41 8.41 9.66 11.77 12.27 18.86

Fig. 7. Energy diagram of 3–HF in ethanol solution computed using PCM (left panel) and ASEP/MD (right panel) methods. The horizontal axis represents an imaginary
collective reaction coordinate.
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but there is an important reduction when passing to ethanol solu-
tion. Even though in this case tunneling becomes more important
(it increases the rate constant by roughly a factor of 2), due to
the higher barrier the reaction is still slower than in gas phase.
The effective activation energy for the proton transfer computed
including tunneling is 0.97 kcal/mol, making the half-life time of
N*, 1193 fs, larger than the fluorescent half-life. Therefore, the
emission from N* is possible, explaining the loss of the fluorescent
signal, which does not occur in gas phase or cyclohexane solution.
It must be noted, however, that the calculation of this tunneling
factor also assumes equilibrium solvation, which is a somewhat
crude approximation since tunneling is a non-equilibrium situa-
tion. Thus, tunneling probabilities are likely to diminish even fur-
ther in ethanol solution, since this solvent is expected to be more
strongly coupled to the solute.

Finally, in order to determine the effect of specific interactions,
the proton transfer barrier height in ethanol was calculated with
ASEP/MD using the geometry of the transition state obtained with
PCM, i.e., the geometries were not re-optimized, only the free
energy differences between the critical points of the reaction were
recalculated. It is important to note that these values were
obtained assuming equilibrium solvation. This regime is valid in
a non-polar solvent such as cyclohexane, but it provides only
approximate values in a polar solvent such as ethanol, where
non-equilibrium solvation could modify the barrier height. The
barrier height is somewhat lower than that found with PCM
(1.95 vs 3.52 kcal/mol). However, as ASEP/MD destabilizes the N*
form with respect to the ground state, so that the transition state
is now above the FC point, decreasing the probability of overcom-
ing the barrier. We must again stress that these free energy differ-
ences were calculated using an equilibrium solvent model. In polar
environment the time scale of the solvent response varies between
a few ps (inertial response) to several ps or ns (rotational and
translational diffusive response). The half-life time of the proton
transfer reaction is 0.6 ps in cyclohexane and 1.19 in ethanol, being
the barrier passage times even lower. In these conditions, it can be
expected that solvent and reaction coordinates are tightly entan-
gled. The consideration of a non-equilibrium solvent would likely
increase the barrier height, decreasing even more the probability
of transition. As a consequence, the probability that the system
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surmounts the barrier can decrease notably and explain the loss
of the emission signal from T* in the ethanol solution.
3. Conclusions

In this work, the photophysics and photochemistry of 3–HF
were studied in solution using PCM and ASEP/MD methods. The
comparison of the results provided by the two methods permits
us to determine the role played by bulk and specific interactions.

It was found that both in absorption and emission the orbitals
involved are of p type and these transitions can be described as
p-p*. In gas phase an intense absorption band is predicted, and
the vertical transition slightly reduces the dipole moment. The
emission S1(N*) ? S 0(FC) appears at higher energies than the
emission from T*, the latter showing a significantly lower dipole
moment and higher stability, so that the N* to T* equilibrium is
shifted towards the T* species and the proton transfer has a poten-
tial energy barrier of about 2.5 kcal/mol, although the phenomeno-
logical activation energy is only 0.6 kcal/mol. Since the FC point is
4.8 kcal/mol above the N* minimum, the system has sufficient
energy to easily surmount the barrier. Therefore, only T* emission
is predicted in the gas phase. The same conclusion is obtained from
calculations in a non-polar solvent, cyclohexane.

Polar solvents (ethanol) hardly modify the absorption and emis-
sion bands. A new absorption band appears at 400 nm because of
the deprotonation of the 3-hydroxy group [14], and the emission
from N* shows a small red shift, while the emission from T* is
slightly blue-shifted. Although charge fluxes are more noticeable
than in gas phase, the charge separation diminishes, and the pro-
ton transfer reaction is favored.

However, ethanol solvent has a significant impact on the kinet-
ics of the proton transfer reaction, from N* to T*. The T* state is
more stable than the N* state by about 8.4 kcal/mol when PCM is
used, increasing to 11.8 kcal/mol when specific interactions
(ASEP/MD) are included, and the barrier height increases signifi-
cantly with respect to gas-phase, up to 3.52 kcal/mol, with a phe-
nomenological activation energy or roughly 1 kcal/mol, which is
about twice the activation energy computed in the gas phase. Thus,
in this solvent the half-life time is larger than the fluorescent half-
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life, making the emission from N* possible and the loss of signal
from T* emission.

Finally, to rule out the presence of the A form as the cause of the
loss of signal, we estimated the population of the A conformer. We
found that an upper estimation of A population is 3.5% with respect
to N*. Therefore, our main conclusion from the present study is
that the loss of the emission signal from T* is due to the slower pro-
ton transfer reaction in ethanol solution with respect to gas phase
or non-polar solvents.
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