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Abstract: In virtual reality technology, it is necessary to develop improvements and apply new
techniques that allow rapid progress and innovative development. Nowadays, virtual reality devices
have not yet demonstrated the great potential they could develop in the future. One main reason
for this is the lack of precision to represent three-dimensional scenarios with a similar solvency to
what our visual system obtains from the real world. One of the main problems is the representation
of images using the RGB color system. This digital colorimetry system has many limitations when
it comes to representing faithful images. In this work we propose to develop a virtual reality
environment incorporating hyperspectral textures into a virtual reality system. Based on these
hyperspectral textures, the aim of our scientific contribution is to improve the fidelity of the chromatic
representation, especially when the lighting conditions of the scenes and its precision are relevant.
Therefore, we will present the steps followed to render three-dimensional objects with hyperspectral
textures within a virtual reality scenario. Additionally, we will check the results obtained by applying
such hyperspectral textures by calculating the chromaticity coordinates of known samples.

Keywords: virtual reality; color rendering; computer graphics; hyperspectral textures

1. Introduction

The digital revolution, has continued inexorably since the invention of the transistor
in the 1950s, the beginning of the information age [1]. This progress can be seen in many
aspects of our everyday life, such as our communication or our computing skills, and
even in recreational aspects such as television, cinema, video games, etc. [2]. One of the
latest twists and turns of this technological advance has been the generalization of the
use of the 3D world in digital environments. Not only thinking about the visualization
of 3D contents, but also about the design of all kinds of products in 3D environments,
from furniture or vehicles to videogames or films. This form of native 3D design has been
complemented by the existence of new devices that allow capturing and digitization of
the real world in 3D, such as 3D scanners. These devices are also constantly evolving and
have advanced a lot, from the first laser scanners that obtained the black and white point
cloud, to the current, much simpler ones, which use image-based techniques and structured
lighting to determine the point cloud with an associated RGB color texture [3]. Recently,
a new technique has emerged that allows real 3D objects to be digitized by capturing
multiple images of the same object from different angles. This type of technique, based on
photogrammetric calculations, also generates the point cloud of the 3D object and an RGB
color texture and can be used for all types of small or large objects [4,5]. In the above cases,
the generated spatial coordinates XYZ that form the 3D point cloud are complemented with
additional color information in the form of an RGB color texture in the best case. The RGB
color space is used as native digital space to represent the color of 3D objects; however, this
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option is not the most appropriate if maximum fidelity is sought in the color reproduction
of the object in the digital world compared with the visual appearance of the object in the
real world [6]. When the color appears in this type of real-world digital capture, there exists
also the need to make those captures with the greatest possible color fidelity, as is done
with other types of 2D digital captures, such as digital cameras and flatbed scanners [7].
More pressing is this need with the emergence of new 3D visualization devices such as
virtual reality devices.

Virtual Reality (VR) has experienced great development in recent years. The quality
improvement of head-mounted displays (HMD) allows immersive visual experiences in
virtual environments and is expected to have many applications, in both recreational and
professional fields [8-10]. The quality of these immersive experiences is a key factor and
depends on the capability to generate the feeling of presence over a distance. From this
perspective, virtual reality is achieved by creating an immersive experience, in which the
senses receive different information from that of the real world. This immersive experience
is based on deceiving our senses, bringing the corresponding information to the brain with
a situation that is not real. Over the years, there have been several attempts to achieve this
goal of deceiving our senses causing minimal visual fatigue [11,12]. Based on the need
to improve the ability to reproduce more faithful images within a virtual reality system,
the main aim of our work is to apply hyperspectral textures to objects scanned with a 3D
scanner. This task has the complexity of introducing spectral files into a virtual reality
system and working with them, considering the changes of light sources.

2. Related Work

From an immersive image quality point of view in a virtual reality scenario, we have
seen how numerous works have made great efforts in applying computer graphics tech-
niques to improve the final rendering. Examples are ray tracing [13,14], eye tracking [15]
or zone-based rendering [16,17]. All these improvements make virtual reality systems
more realistic [18] but none of them are focused on color fidelity using different light
sources. However, just as in the physical world the light source plays a determining role
in the human visual system and in the way we perceive the color of objects, it also does
so in virtual reality. Therefore, it is necessary to use advanced techniques such as the use
of spectral information in the color texture assigned to a 3D object to create a feeling of
similarity to reality [19,20].

The rendering of real 3D objects in virtual reality systems is done by scanning physical
objects and then inserting them into a three-dimensional scene [21], in which depth plays
an important role, since we are not talking about 2D images. Currently, the RGB color space
is used to specify the color of such objects, as the use of the RGB color space is widespread
across all digital devices. However, this color space is not the most appropriate if we want
to ensure maximum color fidelity because this color space is device-dependent [22,23].
Moreover, if we want to reproduce how the light interact with objects in the real world
inside a virtual reality scene, it will be necessary to use a more adequate color space such
as CIE 1931 XYZ [24]. This device-independent color space allows us to compute the color
of the real objects using the spectral reflectance of the surface of the objects and the spectral
power distribution of the light source [25]. Of course we still have a need to use the RGB
color space because this is the native color space of all HMDs. It is necessary to remark that
we are still working in the framework of metameric matching of real-world colors using
the light stimuli generated at the displays located inside the HMDs [26]. In this paradigm
we have only three primary lights mixed in proper amounts to match the desired color.
There is no spectral matching of the color generated at the display and the real-world color
used as a reference. Like all tri-primary color systems, we are only matching the color
using the phenomenon of metamerism. This is the reason why it is important to include
spectral information of the light source and the objects at virtual reality systems, because
metamerism does not support changes in light sources.
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The aim of the work has been to develop a system capable of introducing spectral
information on previously scanned objects. For this purpose, we simulated an LED light
booth (Just Normlicht) with 12 LED spotlights [27]. Inside that light booth we included
several fruits, 3D geometrical figures and a Color-Checker (X-rite) chart. The colors of these
3D objects were chosen to have well-known basic hues (red, orange, yellow, green and
blue). The reason for not including any blue fruit or food was the difficulty of obtaining
it. To complete the chromatic rainbow we included 3D geometrical figures (one blue)
and a 3D capture of an original ColorChecker chart that provide us several important
colors at daily-live like (brown, pink, purple and mid-tones). In the light booth simulation,
we can switch between different light sources (TL84 and simulators of A, D50 and D65
illuminants).This means that the color of the objects shown at the virtual light booth will
be calculated and represented in relation to the chosen light source. In our hypothesis,
this allows the user to obtain a more faithful image of the displayed scenario and its
components. The representation of 3D objetcs with hyperspectral textures, previously
presented as preliminary work [28], will improve the graphical representation of the virtual
scenario. Figure 1 shows the initial representation of the project created in the virtual
reality system.It shows a ColorChecker, a caps with an absolute white diffuser (Labsphere,
North Sutton, NH, USA), four fruits and four geometrical figures.

Figure 1. Proposed virtual reality scenario for the introduction of hyperspectral information.

3. Materials and Methods
3.1. Color Characterization of Head Mounted Display

One of the main problems regarding the color management in virtual reality devices
is the high refresh frequency of images, between 90 and 120 Hz, due to the low latency in
the interaction of the user with the environment. This high frequency reduces the time
available for colorimetric calculations. For this reason, we chose a display characterization
model that does not require complex calculations, but only seeks to relate, as simply
and accurately as possible, the values of the Digital-to-Analog-Converter (DAC) with the
chromatic values of the stimulus in any reference color space. In a recent work, the authors
detailed a simple color characterization model for this type of VR device [29]. This model
follows the typical structure of a linear transformation between XYZ and R'G’B’ color
spaces using a 3 X 3 matrix (Equation (2)) where the R’G’B’ vector is a linearized value
using a gamma correction (Equation (1)) of the original RGB coordinates.
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R =RM
G =Gn (1)
B = B
X XR’mux XG’max XB’max R’
Y| = YR/max YG/max YB/max x| G (2)
z ZR’mux ZG’max ZB’max B’

Based on this chromatic characterization model, we carried out the necessary mea-
surements to characterize chromatically the display of a HTC Vive Headset for Virtual
Reality. The measurement instrument employed in this work was a Konica-Minolta CS-
2000 tele-spectroradiometer with a spectral resolution of 1 nm between 380 and 780 nm,
a <2% radiance measurement error and CIE 1931 x = 0.0015; y = 0.0010 color error for an
illuminant A. The measurements were performed through the lens of the HMD following
the recommendations about color measurements in Near-eye displays (NEDs) [30-32].
To perform the measurements, we set up the virtual light booth showing only one color
capsule at a central point on the booth floor. The color of this capsule was fixed directly in
RGB coordinates without any relation to the light or the texture because, at this stage of the
chromatic characterization, we only want to record the relation between the digital RGB
values and their color coordinates in a space independent of the device. First, we measure
the XYZ tristimulus values for each independent R, G, and B channel on the display, in
steps of 5 DAC values from 0 to 255 (8-bit depth) per channel. Next, we determined
the relationship between the device-dependent and the device-independent color space
coordinates (RGB vs. XYZ). This allowed us to obtain a gamma value, with which we
linearize the color transformation, and generate the final matrix necessary for the color
management. This matrix is the one we will finally use in our Algorithm 1 in Section 4 to
apply the color space change. This chromatic characterization is applicable to any scene or
scenario since the color relation is established between the RGB DAC values and the XYZ
color space, without any other constrain. It should be noted that, strictly speaking, this 3 x
3 matrix and the 3 gamma values are only valid for our system, composed of an HTC Vive
HMD, a PC with Windows 10 and Unity as the graphics engine, since any adjustment made
in hardware or in software set-up will influence the values of that matrix and constants.
However, previous works have indicated that the variations from one individual system
to another of the same manufacturer, always taking the default values, are usually small
[33]. Another option is to work with the gamma and matrix of the sSRGB standard, since all
display manufacturers tend to use this standard, although the appropriate checks would
have to be made. Figure 2 shows the measurement procedure in the HMD.

3.2. 3D Reconstruction with a Scanner

In order to achieve the structure of the real objects, we used a 3D scanner. We scanned
them with a Go!Scan 20 3D scanner (Creaform, Levis, QC, Canada) and processed the
3D object model with VXscan and VXelements 4 software (Creaform, Levis, QC, Canada).
This scanner has a resolution of 0.5 mm and an accuracy of 0.100 mm. With this device
we can capture the geometry of an object with good representation; however, the color
representation is not good enough. Together with the point cloud that defines the geometry
of the object, this scanner provides an image file with the RGB color texture associated
with the 3D object. To obtain that texture, this device employs an RGB CCD camera and an
internal dual peak LED light source with a color temperature of 5000 K. In order to add
the spectral information to the RGB texture provided by the 3D scanner, we developed a
MATLAB script that calculates the color RGB of the measured points of the object using
the spectral reflectance of these points. In order to do this we employed the spectral power
distribution of the internal light source of the 3D scanner and the custom ICC color profile
of this device. By computing the color difference between the RGB colors from the 3D
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Scanner and the RGB color from the MATLAB script, we associated a spectral reflectance
to each pixel of the RGB texture following the criteria of minimizing the color difference.
Figure 3 shows the scanner used to obtain the geometry of the objects used in the virtual
representation. In addition, Figure 3 shows the spectral power curve of the internal LED
light source employed by the 3D scanner. This LED is specific to the scanner and its power
distribution was measured with our Konica-Minolta CS-2000 tele-spectroradiometer.

Figure 2. Experimental setup used for the chromatic characterization of the HTC Vive Device.
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Figure 3. Scanner used for the object simulation process (left) and spectral power distribution of the
scanner (right).

3.3. Hyperspectral Texture Datasets

Firstly, we defined the 3D objects by means of .obj files and their corresponding
color texture file with RGB values. Then, we used the database of a published work that
analyzed the spectral reflectance of several fruits and vegetables [34]. By means of a script
developed in MATLAB, we replace the texture generated by the scanner in RGB values by
another texture file using the spectral reflectance values of the published datasets. This
hyperspectral texture was originally generated using several .bmp files, defining for each
file the spectral reflectance of a different wavelength, in 4 nm steps from 380 to 780 nm.
After this, the hyperspectral texture files were converted to a binary file in order to be read
by graphics engine software (Unity) as a binary array of bytes. In this manner, it is possible
to make the necessary spectral calculations inside Unity software, including the effect of
different light sources over the 3D objects. As a result from these calculations we will
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obtain the colorimetric information expressed in tristimulus values XYZ to be represented
in the virtual reality system.

3.4. Light Sources Measurements

In order to represent and simulate different light sources in a virtual reality system, the
first step is to obtain the spectral power distribution (SPD) of these light sources. For this
purpose, we measured the SPD of the light sources of a real light booth in our laboratory.The
measurements were performed employing our tele-spectroradiometer with a measurement
geometry of 0°/45° over a Spectralon (Labsphere, USA), a diffuse reflectance standard
with a Lambertian spectral reflectance of 99.9% in the visible range. Figure 4 shows the set
up scenario used to obtain these spectral curves.

Figure 4. Set up of measurement of spectral power curves of real light sources.

Once the measurement was completed, we obtained the SPD of the simulator for TL84,
D50, A and D65 light sources. Figure 5 shows the spectral curves of these LED light sources.
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Figure 5. Absolute Spectral Power Distribution of different light sources.
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4. System Development
4.1. Light Representations in a Virtual Reality System

The first step of our system was to simulate different light sources in a virtual reality
system using its spectral power distribution curves, defined in separates .csv files. The
Unity Game Engine permit allows us to read those .csv files and incorporate the different
SPDs to a script that calculates the tristimulus value for each light source using a CIE
1931 colorimetric standard observer. Using the chromatic characterization model defined
before, we can obtain the RGB value necessary to simulate each light source in a virtual
reality system. Figure 6 shows the different simulations of light sources that we made to
compare objects with hyperspectral textures. These scenes represent an LED light booth
(Just Normlicht) with 12 LED spotlights.

Figure 6. Different light sources represented in our virtual reality scene. TL84 (top left), D50 (top
right), A (bottom left) and D65 (bottom right).

4.2. Graphics and Lighting Settings

In order to obtain the best visual appearance and the most realistic graphic rendering
possible [35], we chose the high quality options in the set up of the Unity Software. In
addition, options such as reflections were activated to give a more natural look to the
virtual scenario. Furthermore, we need to know that The High Definition Render Pipeline
(HDRP) allows us to render Lit Materials using either Forward or Deferred rendering.
Unity allows us to configure our Unity Project to only use one of these modes, or allow it
to use both and switch at runtime on a per-Camera basis. When we use a Forward HDRP,
Unity calculates the lighting in a single pass when rendering each individual Material.
However, if we use Deferred HDRP, Unity processes the lighting for every GameObject
in the Scene. With this definition, based on giving the best possible image of the virtual
scenario, we considered using a Deferred render pipeline.

As for the illumination settings, a spot light type was used. Like a point light, a spot
light has a specified location and range over which the light falls off. However, the spot
light is constrained to an angle, resulting in a cone-shaped region of illumination. The
center of the cone points in the forward (Z) direction of the light object. The light also
diminishes at the edges of the spot light’s cone. By widening the angle the width of the cone
is increased and this increases the size of this fade, known as the ‘penumbra’. To simulate
the scenario most realistically, the illumination range and the angle of each spotlight of the
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physical light booth was measured. Figure 7 shows the operation of a Spot light and the
screenshot of the settings used in Unity.

¥ ' [ Light @ 5 %
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Figure 7. An image of the operation of a spot light (top) and a screenshot of the options chosen in
our virtual reality system for the simulation of lights (bottom).

4.3. Algorithms for Hyperspectral Rendering

Once our hyperspectral textures have been read, we have to calculate the RGB values
corresponding to the result of the obtained XYZ tristimulus values. For this, we used the
3 x 3 transformation matrix. The procedure to obtain this matrix is detailed in Section 3.1.
In Algorithm 1, we can see the code we developed for this function in our virtual reality
system. The calibration matrix is independent of the virtual stage, and will be able to
generate all the RGB colors corresponding to the X, Y and Z values passed by the parameters.
We have to say that this matrix will be different for each virtual reality device, but it will be
valid on the same device for any scenario and color. To calculate the color of each object,
we will have to pass by parameter the X, Y and Z values and the model used will convert it
to RGB.

In addition, to obtain the final RGB values, it is necessary to apply the non-linear
transform using the three gamma values, one for each RGB channel. Algorithm 2 shows
the code corresponding to this function.
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Algorithm 1: Algorithm transformation from XYZ values to RGB.

1 // Funtion to transform colors from XYZ to RGB values (0-255)
> void XYZ2RGB(double X, double Y, double Z, ref double[] RGB)
3 {
| RGB = new double[3];

double r, g, b;

7 // XYZ to RGB matrix from Chromatic Characterization of Display HTC
8 r = 2.19 * X - 0.69 * Y - 0.32 * Z;

9 g = (-0.87) * X + 1.80 *x Y + 0.02 * Z;

10 b =0.04 * X - 0.086 * Y + 0.88 * Z;

11 // Apply gamma transform

12 (RGB[0]) = (gamma(r, 1) * 255.0);

13 (RGB[1]) = (gamma(g, 2) * 255.0);

14 (RGB[2]) = (gamma(b, 3) * 255.0);

Algorithm 2: Gamma function example.

1 // Funtion to apply gamma transform
> private double gamma(double r, int opcion)

s {
! double result;
result=0;
6 switch(opcion)
7 {
8 case 1:
result = Math.Pow(r, (1.0 / 2.34));
break;
case 2:
2 result = Math.Pow(r, (1.0 / 2.30));
3 break;
case 3:
result = Math.Pow(r, (1.0 / 2.26));
6 break;
7 }
8 return result;
) ¥
5. Results

After performing all the above tasks, we obtained a virtual reality system in which we
introduced a spectral color management system and we applied it to hyperspectral textures
associated to 3D objects. Figure 8 shows the result of the scenario presented in Section 2
under the four light sources studied in this work and its application of hyperspectral
textures on the objects.

Figure 8 shows that it is possible to simulate real objects in a virtual reality scenario by
changing their color appearance when the spectral properties of light change. However, it
is necessary to carry out quantitative checks that allow us to confirm or not our hypothesis
that with this new procedure we can obtain a more faithful color representation than that
used by the classical system up to now. This verification will be done in the following
sections in two ways. First of all, it is necessary to check whether in our system a simple
surface color measured in a real light booth can be faithfully reproduced in a virtual reality
scene. Secondly, it is necessary to verify that, by applying hyperspectral textures, we can
obtain greater fidelity in the reproduction of the color when we apply spectral changes to
the light sources.
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Figure 8. Screenshots of the final virtual scenarios using hyperspectral information and different
light sources. TL84 (top left), D50 (top right), A (bottom left) and D65 (bottom right).

5.1. Checking Correspondence between Reality and Virtual World

In order to check if we have developed a system with a high degree of fidelity in color
reproduction or not, we used 10 samples from the NCS (Natural Color System) atlas book.
NCS was developed after 15 years of scientific research with the aim of creating a standard
in color specification in the Swedish industry. However, it has already spread worldwide as
an universal color language, and is a national standard in countries as diverse as Sweden,
Mexico, South Africa, and Spain. Today it is a widely used system both at industrial and
professional or private level, from the process of product design in large companies or
branding, to the choice of color for projects by individuals, designers, architects, interior
designers, etc. It is also supported by color tools of the best quality and repeatability year
after year, with which to choose the color through a physical sample [36,37].

For the purpose of reproducing these color samples in our virtual reality system, we
measured the color of these samples with the tele-spectroradiometer. We obtained the
CIE 1931 x,y chromaticity coordinates when the samples are illuminated by any of the
four light sources studied in this work. Figure 9 shows the set up used to perform these
measurements as well as the 10 chosen samples.

Figure 9. NCS samples used to check results (left) and the chromaticity measurement procedure
(right).

Once the physical measurements of the 10 randomly chosen NCS samples were taken,
we entered the spectral reflectances provided by the manufacturer into our virtual reality
system. Again, we repeated the same measurement procedure but this time directly on
the HMD. This procedure is similar to the one used in the chromatic characterization
measurements in Section 3.1 but, in this case, the RGB color assigned to the circular capsule
came from the spectral color management system. With these new measurements, we have
the CIE 1931 x,y chromaticities for the physical values and for the values measured in
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our virtual reality system. Figure 10 shows the comparison between physical and virtual
samples under the four light sources studied.

Color chromaticity TL84 light source

Color chromaticity D50 light source
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Figure 10. Different x,y chromaticity coordinates of NCS samples for different light sources. TL84 (top left), D50 (top right),

A (bottom left) and D65 (bottom right).

In order to establish an error level between the two measurements, we have applied
the CIEDE2000 formula that allows us to know the color difference between two samples,
one real and the other virtual. In Table 1 we can see the different errors obtained for each
light source in each of the NCS samples chosen.

Table 1. Color difference between real and virtual NCS samples under different light sources.

AE* 00 TL84 Light AE* 00 D50 Light AE* 00 D65 Light

NCS Samples AE* 00 A Light Source

Source Source Source
S 0300-N 1.46 2.52 2.09 1.75
S 1080-Y 4.16 2.75 3.26 2.84
S 1565-G 3.45 3.56 294 3.26
S 1080-R 5.25 6.05 4.70 6.20
S 1565-B 2.74 3.74 3.64 3.07
S 2060-B50G 2.88 3.98 3.39 3.48
S 1075-G50Y 3.20 3.38 3.36 2.96
S 0585-Y50R 3.33 3.18 2.62 3.33
S 3055-R50B 5.23 492 418 432
S 0530-Y30R 2.41 1.85 1.73 2.90
Mean Error (Std) 3.41(1.19) 3.60 (1.21) 3.19 (0.90) 3.41(1.17)
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5.2. Color Differences Found Using Both Color Management Procedures

As a second point of checking, it is necessary to verify that, by applying hyperspectral
textures to 3D objects, we can obtain a greater fidelity in the reproduction of the color
when we apply spectral changes to the light sources. In order to perform this check, we
measured the color of the 3D objects shown at the virtual reality scenario under the four
light sources used in this work. We made this measurement in two ways, applying the
hyperspectral texture and the spectral computation of color and only applying the RGB
texture provided by the 3D scanner. Table 2 shows the color difference between both color
representation system and the color reference calculated theoretically from the spectral
reflectance obtained from the published dataset and the measured SPDs of the four light
sources. We used CIEDE2000 again as the color difference formula.

Table 2. Color difference in all objects in the scene under different light sources with and without hyperspectral textures.

. AE* 00 Without Hyperspectral Textures AE* 00 Using Hyperspectral Textures

Objects A D50 D65 TL84 A D50 D65 TL84
ColorChecker sample 1 6.28 498 5.06 4.76 3.35 2.83 1.37 2.89
ColorChecker sample 2 4.94 6.79 6.18 5.55 7.08 6.24 3.01 6.93
ColorChecker sample 3 5.46 4.39 2.72 4.65 4.95 2.52 0.74 3.56
ColorChecker sample 4 8.32 5.08 4.63 6.50 3.63 1.13 0.81 1.13
ColorChecker sample 5 9.61 6.19 4.30 7.85 6.84 2.94 1.62 3.24
ColorChecker sample 6 12.50 7.61 6.29 9.06 6.33 4.35 1.72 5.36
ColorChecker sample 7 7.06 7.72 7.81 7.83 2.61 4.98 1.40 5.08
ColorChecker sample 8 17.49 15.11 11.12 15.85 13.04 3.78 0.79 8.72
ColorChecker sample 9 3.21 2.96 3.90 2.73 3.74 3.88 1.38 4.60
ColorChecker sample 10 4.50 1.38 0.71 191 5.68 1.38 1.47 1.77
ColorChecker sample 11 9.14 5.74 4.51 6.56 424 2.07 1.24 2.49
ColorChecker sample 12 10.86 8.39 7.27 9.15 4.66 3.82 0.86 4.74
ColorChecker sample 13 21.12 16.18 12.69 19.41 16.84 8.94 2.34 13.22
ColorChecker sample 14 6.01 5.17 4.06 5.79 2.93 1.22 1.20 0.24
ColorChecker sample 15 6.07 3.87 4.33 1.28 7.11 2.76 1.28 2.86
ColorChecker sample 16 12.78 9.88 8.08 10.63 7.19 3.56 1.61 4.90
ColorChecker sample 17 3.39 1.71 1.73 1.07 4.54 2.13 0.48 2.16
ColorChecker sample 18 8.36 5.80 4.32 6.95 5.31 3.68 0.57 4.95
ColorChecker sample 19 2.04 2.04 2.04 2.04 2.04 2.04 2.04 2.04
ColorChecker sample 20 6.58 7.03 7.41 7.62 2.50 3.14 0.89 2.67
ColorChecker sample 21 7.70 521 4.28 5.03 1.15 297 1.01 2.65
ColorChecker sample 22 1.89 1.25 3.13 291 2.89 1.40 1.35 0.98
ColorChecker sample 23 2.82 4.86 4.58 5.15 2.88 0.65 1.26 1.65
ColorChecker sample 24 3.96 2.84 7.18 2.93 8.36 4.10 2.77 5.61
Average ColorChecker 7.59 5.93 5.35 6.38 541 3.19 1.38 3.94

samples

Lemon 6.34 7.39 8.64 7.00 1.22 0.46 0.73 0.55
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Table 2. Cont.
Objects AE* 00 Without Hyperspectral Textures AE* 00 Using Hyperspectral Textures

A D50 D65 TL84 A D50 D65 TL84

Tomate 4.88 10.43 13.07 8.25 2.81 5.18 2.39 4.48
Green apple 6.00 7.96 5.86 5.44 3.24 1.99 1.67 2.56
Orange 11.18 13.23 14.34 8.03 1.46 3.20 3.33 3.32
Average fruits 7.10 9.75 10.48 7.18 2.18 2.71 2.03 2.73
Green Cube 3.51 1.85 2.98 3.42 1.66 1.85 1.88 1.91
Yellow Sphere 3.27 3.79 3.76 3.62 2.47 3.01 2.90 2.86
Red Prism 414 5.16 5.40 481 3.75 4.89 491 4.64
Blue Pyramid 3.24 3.81 413 4.67 2.08 3.68 4.09 3.22
Average figures 3.54 3.65 4.07 4.13 2.49 3.36 3.44 3.16

6. Conclusions

In view of the results obtained, we can extract several conclusions related to the
introduction of hyperspectral information into a virtual reality system. The first conclusion
is that we were able to control the colorimetric values of virtual objects related to real
objects shown in a real light booth when the lighting conditions are changed. In order to
check whether the results obtained guarantee a good color representation and to estimate
the average error, we analyzed 10 physical samples of known NCS values. The average
color differences obtained for each light source when we compare the real and the virtual
samples are in the range from 3.19 to 3.60 units at the AE* 00 color difference formula. If
we take into account that the chromatic characterization error committed in Section 3.1 was
1.8 (calibration error) and this error is one of the contributions to the color reproduction
error, we can conclude that the obtained average color reproduction error associated to
our method has little relevance to the human visual system. On the other hand, we
checked whether our new method of representing 3D objects in virtual reality systems
using hyperspectral textures is better or not than the usual method based on RGB textures.
The average color difference obtained when comparing the color of the 3D objects displayed
in virtual reality with the theoretical color of these objects is always less when we use
hyperspectral textures than when we do not use them. Therefore, this provides an obvious
improvement in the color rendering of three-dimensional objects in a virtual reality system.
We can emphasize that the registered color differences are better using this procedure
than those recorded using a color management system with RGB textures. This gives us a
breakthrough within the virtual reality paradigm. At the same time, it opens up a wide
range of possibilities for future work.
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