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This study compared the educational effects of computer simulations developed in a hyper-realistic

virtual environment with the educational effects of either traditional schematic simulations or a traditional

optics laboratory. The virtual environment was constructed on the basis of JAVA applets complemented

with a photorealistic visual output. This new virtual environment concept, which we call hyper-realistic,

transcends basic schematic simulation; it provides the user with a more realistic perception of a physical

phenomenon being simulated. We compared the learning achievements of three equivalent, homogeneous

groups of undergraduates—an experimental group who used only the hyper-realistic virtual laboratory, a

first control group who used a schematic simulation, and a second control group who used the traditional

laboratory. The three groups received the same theoretical preparation and carried out equivalent

practicals in their respective learning environments. The topic chosen for the experiment was optical

aberrations. An analysis of variance applied to the data of the study demonstrated a statistically significant

difference (p value <0:05) between the three groups. The learning achievements attained by the group

using the hyper-realistic virtual environment were 6.1 percentage points higher than those for the group

using the traditional schematic simulations and 9.5 percentage points higher than those for the group using

the traditional laboratory.
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I. INTRODUCTION

A. Previous studies of simulations in physics

New information and communications technologies pro-
vide highly effective teaching tools based on the use of
virtual platforms. In e-learning, diverse virtual teaching
materials are used and students have found these materials
to be very useful in facilitating their construction of knowl-
edge [1,2]. According to Halloun [3], the use of increas-
ingly sophisticated software promotes a constructivist
approach to learning. Among these tools for physics
teaching, computer simulations are particularly interesting
[4–14]. Their use fosters conceptual development and
change and helps students to comprehend many physical
phenomena in different areas of study, such as mechanics
[15,16], optics [17–19], or even the entire science curric-
ulum [20–22].

Before simulations can be integrated into the curricu-
lum, however, their effectiveness needs to be evaluated. In
recent years, the positive impact of computer simulations
at different stages of the teaching and learning process has

been documented. Snir, Smith, and Grosslight [23] state
that computer simulations create a learning process that is
far more efficient and applicable to real-world problems or
situations. Other studies have demonstrated the way in
which simulations benefit instructional approaches and
capabilities and promote the development of general and,
in particular, cognitive and metacognitive skills and con-
ceptual understanding [12,15,16,20,21,24–29]. While
many researchers have found that groups of pupils who
have worked with computer simulations make greater
strides in learning [12,30–32], others [33–35] have found
that the benefits of learning through simulations are am-
biguous. Some researchers have even suggested that an
actual experiment will inevitably be more complex than a
virtual one, so an attempt should always be made to
observe a physical phenomenon in nature. Aleksandrova
[36] believes that practical classes carried out in virtual
environments can serve as an educational supplement but
cannot replace the real laboratory.

B. Drawback of traditional simulations

Our own research group has had long-term experience
(over 25 years) in the development and use of teaching
materials and computer simulations [37–42]. In spite of the
fact that the teaching effectiveness of these simulations
has been repeatedly proven, in developing effective

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.

PHYSICAL REVIEW SPECIAL TOPICS - PHYSICS EDUCATION RESEARCH 7, 020111 (2011)

1554-9178=11=7(2)=020111(12) 020111-1 � 2011 American Physical Society

http://dx.doi.org/10.1103/PhysRevSTPER.7.020111
http://creativecommons.org/licenses/by/3.0/


simulations we constantly face the challenge of how to
adequately reproduce the phenomenon being studied. For
example, experiments in virtual spaces provide a new way
to present abstract concepts using realistic models. We
have often seen that, in the more applied areas of science,
such as optics, some students have serious difficulties in
properly connecting the observations they make in the
simulated model with what they see in reality. In purely
theoretical areas, however, abstract constructions, such as
those provided by traditional computer simulations, are
sufficient. Therefore, in applied areas, it is important to
include in the experiment not only the characteristic prop-
erties of the basic phenomenon but also a certain degree of
reality. That is, the design and the degree of realism
displayed in the simulation interface should match the
purpose of the teaching.

Previous authors have analyzed the benefits and draw-
backs of abstract versus idealized and concrete versus real
models. Goldstone and Son [43], for instance, discuss the
advantages of more concrete simulations as compared with
simulations that use idealized models. They argue that the
more concrete computer simulations are more helpful dur-
ing the initial stages of learning but inhibit the students’
ability to transfer the underlying abstract principles to new
situations. According to DiFonzo et al. [44], a high level of
detail in realistic representations of objects within the
simulation can benefit students in their study of a given
phenomenon by increasing the similarity between the
simulation and the real world. Indeed, most virtual reality
research is specifically geared towards realistically imi-
tating real-world phenomena [45,46].

Other authors, however, argue that relatively simplified
and idealized representations are useful because they ex-
tract the basic principle on which a situation is based
[47,48]. According to this line of reasoning, this type of
representation thus lends itself more easily to application
in simulations of other phenomena governed by the same
principle [43].

Previous research has indicated the benefits of idealiza-
tion over concreteness in enabling users to understand the
underlying abstract physical principles. It is true that, if we
remove all the details and focus on the core basic physical
phenomenon, we can make an effective transfer of an
abstract phenomenon to other scientific disciplines [43].

In spite of the obvious potential of simulations as learn-
ing tools, the results of previous studies examining their
educational effectiveness have been inconsistent. It is pos-
sible, however, that the increased sophistication and real-
ism of current models might yield different results if those
studies were to be repeated. The ineffectiveness of a com-
puter simulation may not be the result of poor design.
Steinberg [33] argues that the impact of a simulation
depends on the details of the program and how it is
implemented. Brant et al. [49] attribute the ineffectiveness
of simulations to the inappropriate instructional roles for

which they are used in the teaching process and argue that
their effectiveness may depend upon when they are admin-
istered within an instructional sequence. These works
suggest that computer simulations may lead to overde-
pendence on the results of the simulation, inhibiting stu-
dents’ ability to think independently and form hypotheses
and logical deductions. For instance, Steinberg states that
computer simulations that quickly and transparently de-
liver exact answers can encourage passive learning among
students of science.
Another problem often encountered in working with

simulations is the accuracy of the graphical components.
As indicated by Chang et al. [4], this accuracy should be
increased to prevent problems for students with less
capacity for abstraction.

C. Educational setting

In a schematic simulation, students are faced with ab-
stract entities that at times lack any real-world connection.
Focusing on the field of optics, our mission in this work
was to show the students what the abstract phenomenon
looks like in reality.
Students of all academic levels misinterpret the behavior

of light and the formation of images by mirrors and lenses
[6,18,50–53]. During our prior teaching experience we
found that, even after our students had been taught about
the theory of image formation by lenses and mirrors and
the presence of aberrations, most of them were unable to
connect the images with real-world phenomena. This in-
ability remained even after detailed instruction in the for-
mation of images (our students had already completed their
study of geometrical optics and they had, in principle, all
the knowledge necessary to solve simple problems).
This may be partly explained by the fact that their text-

books that use the ray-tracing approach stress the central
light rays (relative to the optical axis) at the expense of
peripheral rays [51]. Ray tracing is, of course, a powerful
tool with which to describe and explain image formation in
geometrical optics [18,54]. It is useful for both locating the
position of an image relative to a lens or mirror and
determining the image’s size relative to the size of the
object. However, ray tracing is sometimes so heavily em-
phasized that the more basic questions of how and why
images are formed are neglected [18,19,42].
Our main objective in this work was to help fill in the

gaps in the students’ understanding by providing them with
the means to conduct real-life observation of a phenome-
non they had studied in a schematic computer simulation.
Our work is designed to endow these overly schematic
classical simulations with a far higher level of realism so
as to minimize the difficulties that students with low levels
of abstract reasoning often encounter in working with
classic simulations.
In the present study, two virtual environments were

constructed. One of them is a schematic environment
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implemented in JAVA, in which the students can interact in
real time with the physical phenomenon being modeled.
The other is based on the first JAVA environment, but the
visual output of the JAVA simulation is modified with the
ray-tracing program POV-Ray [55]. This program trans-
forms the schematic JAVA graphical user interface into a
photorealistic visual output similar to that observed in a
real laboratory. We have termed this combination of the
real-time interactivity of the schematic simulation in JAVA

with the output of photorealistic images ‘‘hyper-realism.’’
Our hyper-realistic virtual environment allows students

to visualize and interact with a simulated phenomenon as
they would experience it in the real laboratory. As an
example of this type of simulation, we shall present a
hyper-realistic virtual model for the case study of optical
aberrations. Its purposes are twofold. First, it was designed
to serve as an educational resource to help the student to
better understand the functioning of optical systems in a
way that is unavailable in the traditional laboratory.
Second, it was intended to complement observations
made in real systems. Computer simulations can be used
to promote conceptual change and to help students assimi-
late the concepts involved in the phenomenon. Applying
this theory of learning to our simulations, the new concept
of photorealism in computer simulation allows us to pose
the following research question: Will the hyper-realistic
simulations of optical systems be effective in promoting
the students’ learning and assimilation of the physical
concepts involved in the formation of images?

Figure 1 shows one of these hyper-realistic simulations.

II. METHODS

A. Hypotheses

The experiment described in the present work was de-
signed to determine the veracity of the following working
hypotheses.
H1: The learning achievements of the students using

hyper-realistic virtual environments are significantly
greater than those of the students working with traditional
simulation technology and greater even than those of stu-
dents working in a traditional laboratory.
The null hypothesis was therefore:
H0: The learning achievements of students using hyper-

realistic virtual environments are not significantly greater
than those of students working with traditional simulation
technology or in a traditional laboratory.

B. Sample

The experiment was carried out during the 2009-2010
academic year. The study participants were 123 junior and
senior students pursuing degrees in several scientific dis-
ciplines at the College of Science in the University of
Extremadura (Spain). These students were divided into
three groups that were homogeneous and equivalent in
terms of their degree courses, capabilities, discipline,
and academic performance in their previous lecture
courses.
The first group was designated the ‘‘Hyper-realistic

Experimental Group’’ (Hyp.E.G.) and was composed of
41 students. This group used a hyper-realistic virtual labo-
ratory to complete the practical classes on the formation of
images and optical aberrations.
The second group was designated the ‘‘Schematic

Control Group’’ (Schem.C.G.) and was composed of 41
students. This group used computer schematic simulations
to study the formation of images and optical aberrations.
The third group was designated the ‘‘Traditional Control

Group’’ (Trad.C.G.) and was also composed of 41 students.
This group used the traditional laboratory, with real optics
apparatus, to study the formation of images and optical
aberrations.

C. Experimental design

The research design was quasiexperimental, with a post-
test and two control groups. The independent variable was
the method used in the learning process, i.e., the use of
either the virtual environment based on hyper-realistic
computer simulations (teaching method for the Hyp.E.G.),
the virtual environment based on traditional schematic
simulations (teaching method for the Schem.C.G.), or the
traditional laboratory using real optics systems (teaching
method for the Trad.C.G.). The dependent variable was the
learning achieved by the students.
Clearly, the differences in learning achieved by each

group, which the hypotheses (H1 or H0) presume to be

FIG. 1 (color online). Hyper-realistic simulation of a pencil in
an empty glass (left). Hyper-realistic simulation of a pencil
partially submerged in water (n ¼ 1:33) seen from the air
(n ¼ 1) (right).
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the result of differences in teaching method, may also be
contaminated by other variables. The learning achieve-
ments may depend not only on how effective each teaching
method is, but also on, for instance, possible differences
between the three groups of students in terms of their prior
knowledge of the topic.

To minimize the influence of this potential interference
variable, we chose a topic of a sufficiently high level that
none of the students had studied it previously. Regardless
of the group to which they were assigned, none of the
students selected as subjects for the study had prior knowl-
edge of paraxial optics and aberrations. We determined this
using a test of prior knowledge, in which the students were
unable to define these concepts or answer questions similar
to those found in the post-test. Most of the students had
difficulty explaining why and where the images were
formed. Furthermore, the homogeneity of the groups al-
lowed us to assume a common baseline of knowledge.

At the beginning of the study unit, students were asked
to build a concept map [56] associating the most significant
concepts related to image formation in lenses and mirrors.

None of the propositions created by the students in their
maps included the concepts of aberration or sharpness of
an image. However, these concepts were included by the
students in the concept maps they prepared as homework at
the end of the unit.
Depending on their group membership, the students

received training on handling either the virtual environ-
ment simulations (Hyp.E.G. and Schem.C.G.) or the real
apparatus in the laboratory (Trad.C.G.). In order to ensure
that the three groups received the same initial preparatory
training, the laboratory sessions were preceded by a com-
mon theoretical class on the formation of optical images.
The three groups performed the same practicals in four
3-hour sessions in their respective laboratories. The prac-
ticals were carried out in small groups of two or three
students. During these sessions, the students were provided
with the scripts of the practical tasks that they were ex-
pected to perform. These scripts specified the objective and
procedures for every practical, as adapted to their learning
environments. By way of example, an excerpt of these
scripts is provided in Fig. 2.

FIG. 2 (color online). Excerpt of the scripts provided to the students.
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D. Educational objective

The common educational objective of the three labora-
tories (the hyper-realistic virtual laboratory, the schematic
virtual environment, and the real laboratory) was to enable
the students to observe the behavior of a beam of light
incident on a lens or a mirror. The laboratories were
designed to introduce students to cases occurring both
within and outside of the paraxial zone and enable them
to understand why the images were observed at particular
positions. The paradigm of geometrical optics is based on
the study of centered optical systems, most often those with
surfaces of revolution. This paradigm uses the paraxial
approximation, which ensures stigmatic correspondence
between each object point and its corresponding image
point. This approximation will only hold if the angle sub-
tended by any light ray (the idealization of an infinitesimal
beam of light commonly used in this paradigm), with
respect to the normal of the surface of the optical element
on which it is incident, is small. However, in real optical
systems, as this angle increases, the rays from a given
object point no longer cross at a single image point but
instead form a circle of a certain diameter, called the circle
of confusion. Since these disks overlap with each other,
there is a loss of image sharpness, with the blurriness
increasing with disk size. This phenomenon is known as
nonchromatic, or Seidel, optical aberration. The example
chosen for simulation was the formation of the image
of a single object point at infinity in a simple optical
system.

Although there are many available online programs that
simulate the phenomena of geometrical optics, most of
them are valid only for the paraxial zone and therefore
are useful only for illustrating the basic principles
[18,19,57,58]. They do not, however, allow the student to
see the difference between how images are formed within
and outside of the paraxial zone. The difference between
the real behavior of optical systems and the theoretical
behavior depicted by the paraxial approximation often
results in students having problems properly understanding
optical phenomena. Our hyper-realistic virtual environ-
ment allows students to study the images formed using
both ideal and real-world optical models.

E. Description of the hyper-realistic
virtual environment

1. Creation of the interactive schematic JAVA environment

The schematic and interactive environment of our simu-
lation was developed using the program EJS (Easy Java
Simulations) [59]. This software platform, developed for
the Open Source Physics Project [60–62], allows the user
to create scientific simulations in JAVA. We chose this
program because it greatly facilitates the creation of sci-
entific applets. Its numerous tools facilitate the description
of the model of the simulated phenomenon and, by

simplifying the purely programming aspects, allow one
to focus on the content of the simulation. We used this
program to specify the model for the simulated system and
to construct a display that continuously shows the model’s
status and responds interactively to the user’s actions. The
student does not need to input or modify the equations in
the mathematical model since these were coded into the
program when the simulation was created. Instead,
the student can focus on observing the results of varying
the parameters. The applet is based on geometrical optics
ray tracing, but it allows for the possibility of working with
an incident light beam, either inside or outside of the
paraxial zone. We selected the following parameters for
student modification and interaction with the simulation:
the type and position of the optical system, the refractive
index of the external medium, the width of the incident
beam, the radius of curvature (for mirrors), and the refrac-
tive index and the two radii of curvature (for lenses).
Figure 3 is a screen shot of the resulting schematic JAVA

environment.
The mathematical model used in the simulation is based

on the Seidel formulas for rays incident on an optical
system that has a non-negligible aperture, thus leading to
spherical aberration. Spherical aberration refers to a situ-
ation wherein rays emanate from an object point located at
a far distance on the optical axis, so that they are incident
parallel to that axis and it includes rays that are appreciably
separated from it. If the lens is not ideal, then the rays
passing through its center and those passing through its
periphery cross at different places, resulting in an image
depicting a circle of confusion instead of the single sharp
point produced when working in paraxial optics.

2. Creation of a photorealistic visual
output using POV-Ray

To achieve a visually photorealistic output, we chose the
program POV-Ray (persistence of vision raytracer) [55], an
open-source raytracer. Our choice of this program was

FIG. 3 (color online). View of the schematic JAVA environment
developed to illustrate image formation by lenses and mirrors.
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determined by our need for a technique capable of faith-
fully imitating the optical system in a manner that was
consistent with the theoretical models involved. POV-Ray
uses a geometrical optics-based ray-tracing technique that
synthesizes images with great realism [63]. It models the
light’s path by following the rays as they interact
with optical surfaces, yielding accurate simulations of
phenomena, such as reflection, refraction, and shadows.
These simulations emerge as a natural result of the com-
bined use of the ray-tracing algorithm and a specific
Monte Carlo algorithm for the synthesis of three-
dimensional images with perspective. The program imple-
ments additional algorithms, such as photon mapping,
which add realism to the overall illumination of the scene.
Furthermore, the program is open source and available for
almost all computer platforms. It allows the user to repre-
sent objects internally with mathematical functions using a
scene description language. This is a major advantage; the
user then only has to be concerned with the geometric
description of the optical system (light source, object,
and observer) because all of the underlying optics (Seidel
formulas, Snell’s law, the Fresnel equations, etc.) already
form part of the program’s source code.

Within the schematic interactive JAVA environment, the
user of our simulations can modify the position of the
optical system, the radii of the curvature, the thickness of
the lens and its refractive index, the refractive index of the
external medium, and the width of the incident light beam.
All these data, which are purely numerical, are exported to
a file that describes the optical system geometrically. This
file is interpreted by POV-Ray, which renders a photo-
realistic image of the scene that has been generated in JAVA.

Figure 4 depicts an example of two hyper-realistic simu-
lations rendered by POV-Ray.

F. Evaluation instruments

To quantify the learning achieved by the students in the
three groups (Hyp.E.G., Schem.C.G., and Trad.C.G.), we
designed a test to serve as the evaluation instrument.
Initially, we drafted a 25-question test, which we gave
to a pilot group of 20 students who were not going to

participate in the study. The results were processed to
remove those questions that did not demonstrate a suffi-
cient discriminatory index. The final test, then, consisted of
20 closed-response items, each with 4 possible answers,
of which only one was true. To determine the reliability of
this test, the KR-20 coefficient was calculated [64]. The
value found was 0.62, which we considered moderate [65].
This test was given to each group as a post-test at the end

of their study of this unit. To minimize the potential
inference of the variable described by Dancy and
Beichner [66] (whereby a student’s verbal skills may in-
fluence his or her test results), the items in our test were
presented together with images.
By way of example, Fig. 5 provides two of the test

questions.
As shown in Fig. 5, the test questions were posed to

allow the students to compare the images formed by the
lenses in two different situations. This enabled us to assess
whether or not they were able to relate the developed
concept of geometric aberration with the sharpness of the
image formed on the optical system. The photographs and
images used in the test items were equally distributed to
ensure that the experimental and control groups were ex-
posed to equal pretest conditions. That is, there were an
equal number of questions using each visual tool (photo-
graphs, schematic images, and photorealistic images) [67].
The full test can be accessed from Ref. [68].

III. RESULTS AND DISCUSSION

A. Realism of the hyper-realistic virtual environment

In order to indicate the realism achieved by the hyper-
realistic virtual environment, we will now provide some of
the simulation’s graphical outputs, along with equivalent
photographs taken by the Trad.C.G. students during their
practicals in the real-life optics laboratory.
As shown in Fig. 6, both the JAVA applet and the hyper-

realistic simulation faithfully reproduce the behavior of
light passing through the optical system, but the view
generated by the hyper-realistic simulation is much closer
to reality than the view generated by the JAVA applet.

FIG. 5 (color online). Two of the questions of the test. The full
test can be seen in Ref. [68].

FIG. 4 (color online). Left: Hyper-realistic simulation of the
behavior of a converging lens over a printed text. Right: Hyper-
realistic simulation of the behavior of the effects of three
incident rays parallel to the optical axis of a diverging lens.
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B. Comparison of the learning achieved in the
hyper-realistic virtual environment with the
learning achieved in the schematic JAVA

environment and the real laboratory

We analyzed the data obtained from the evaluation tests
using a statistical package. This analysis allowed us to
evaluate and compare the learning achieved by the students
in each group. Figure 7 shows the histogram of the per-
centages of correct answers given by the Hyp.E.G.,
Schem.C.G., and Trad.C.G. students.

Figure 7 demonstrates that the mean scores of the three
groups differed: the mean test score for Hyp.E.G. was
ð76:46� 2:27Þ%, the mean test score for Schem.C.G. was
ð70; 36� 1; 94Þ%, and the mean test score for Trad.C.G.
was ð66:95� 2:25Þ%. We will now examine these differ-
ences in detail. To checkwhether this difference reached the
level of significance (5%, or p < 0:05) and to test the
validity of the working hypothesis, we subjected the test
scores to an analysis of variance (ANOVA). The assump-
tions of randomness, normal distribution, and homoscedas-
ticity of the sample data were tested and, since these three
preconditions were satisfied, we considered the use of the
ANOVA justified. The results are presented in Table I.

Since the p value (0.008) was markedly less than 0.05,
we concluded that, at the chosen 95% confidence level, the
difference between the mean scores of the three groups was
significant, i.e., the differences were not due to chance but
rather were a result of the respective teaching methods
used for each group. Thus, at least one of the teaching

environments enables significantly different learning
results.
In order to assess separately the results, we applied a

student’s t-test to independent samples. The results are
given in Table II. The table (top) shows that the mean score
for Hyp.E.G. was 9.5 percentage points greater than the
mean score for Trad.C.G. and the p value was less than
0.05. The middle part of the table shows that the mean
score for Hyp.E.G. was 6.1 percentage points greater than
the mean score for Schem.C.G. and the p value was less
than 0.05. The bottom part of the table shows that the mean
score for Schem.C.G. was 3.4 percentage points greater
than the mean score for Trad.C.G. and the p value was
greater than 0.05. These results demonstrate that learning
based on hyper-realistic virtual environments was signifi-
cantly more effective than learning attained through tradi-
tional schematic simulations and even more effective than
learning attained in the real laboratory. However, there was
no statistically significant difference between the learning
attained through the traditional schematic simulation and
the learning attained in the real laboratory.
The two columns on the far right-hand side of Table II

show Cohen’s d and the effect size coefficients of the
results. As shown, the effect size of the schematic simula-
tions versus actual laboratory is r ¼ 0:128. However, the
effect size of the hyper-realistic simulations versus
the schematic simulations is r ¼ 0:222. The effect
size becomes even greater if we directly compare the
hyper-realistic simulations to the traditional laboratory
(r ¼ 0:316).

C. End-user evaluation

To determine the end-users’ evaluation of the hyper-
realistic simulations, we used two evaluation instruments,
one targeting the teachers and one targeting the students.

1. Assessment by the teachers

We prepared a 4-item, 5-level Likert scale [69] ques-
tionnaire addressed to the 10 expert teachers giving the
optics classes. The items were as follows. Q1: The simu-
lation is successful in motivating the student. Q2: The
simulation is effective in developing skills. Q3: The
method is applicable to other physical phenomena.
Q4: The simulation is effective for teaching conceptual
content. Four additional open-ended items were included
to allow the teachers to provide feedback and comments on
possible improvements. The quantitative data obtained
from this questionnaire were analyzed using a statistical
package. Figure 8 shows the percentages corresponding to
each Likert scale item in the teachers’ responses.
Figure 8 demonstrates that the teachers’ overall assess-

ment of the hyper-realistic simulation was very positive. It
is worth noting that Q4 was the most highly rated item
according to the Likert scale. This item assesses the
effectiveness of the simulation for learning conceptual

FIG. 6 (color online). Top: Virtual laboratory: View generated
by the JAVA simulation of spherical aberration in a section of a
biconvex lens. Bottom left: Photograph of a section of a bicon-
vex lens working outside the paraxial zone. Bottom right: Hyper-
realistic simulation of the same optical system.
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contents. Sixty percent of the teachers surveyed, who were
all experts in the field, strongly agreed with this statement
and 40% agreed; there were no neutral or negative re-
sponses for this item.

2. Assessment by the students

Another questionnaire was addressed to the 41 Hyp.E.G.
students who had used the hyper-realistic virtual environ-

ment. The purpose of this questionnaire was to evaluate
two attributes of the virtual environment: its ‘‘technical
aspects’’ and its ‘‘educational aspects.’’ We first prepared a
trial 15-item, 5-level Likert scale questionnaire, which we
presented to a pilot group. Three of the items were then
rejected on the basis of statistical criteria. Of the 12 closed
questions that we ultimately accepted, six referred to tech-
nical aspects of the simulation and six to educational
aspects. Three open-ended items were added to enable
the students to include their comments. These items were
used to study their suggestions for possible improvements.
The questionnaire is shown in Fig. 9. The response data
were subjected to a statistical analysis. The results are
presented in Fig. 10. As was the case with the teachers’
responses, the students’ overall assessment of the virtual
hyper-realistic simulation was very positive.

FIG. 7 (color online). Histogram of the percentage of correct answers for the Trad.C.G. (top left), the Schem.C.G. (top right), and the
Hyp.E.G. (bottom) groups.

TABLE I. ANOVA of the variable ‘‘learning.’’

ANOVA Sum of squares d.o.f. Mean square F �

Between groups 1904.065 2 952.033 4.983 0:008

Within groups 22 925.610 120 191.047

Total 24 829.675 122

MARTÍNEZ et al. PHYS. REV. ST PHYS. EDUC. RES. 7, 020111 (2011)

020111-8



IV. CONCLUSIONS

In this study, we have implemented a new type of com-
puter simulation, which we term hyper-realistic, that rep-
resents reality with far greater realism than do commonly
used simulation programs.

We have described the design, application, and evalu-
ation of a hyper-realistic simulation of the phenomenon of
image formation in a mirror or lens for both an ideal
(stigmatic) system and one including optical aberrations.

The results of this application of our hyper-realistic
virtual environment demonstrated that the students using
it achieved greater learning accomplishments than those
who used traditional simulations or a real laboratory. We
were thus able to confirm our working hypothesis: ‘‘The
learning achieved by students using hyper-realistic virtual
environments is significantly greater than the learning
achieved by students working with traditional simulation
and even greater than the learning achieved by students
working in a traditional laboratory.’’ Indeed, the hyper-
realistic virtual environment resulted in better assimilation
of concepts; the scores of the Hyp.E.G. students were 6.1
percentage points higher than those of the Schem.C.G. and

9.5 percentage points higher than those of the Trad.C.G.
students.
Previous studies indicate that a higher degree of learning

is achieved through schematic simulations than in a tradi-
tional laboratory, although this increase is not always
statistically significant. Our results using the schematic
simulations corroborate these previous studies; we found
that learning achievement was 3.4 percentage points higher
for schematic simulations than for traditional laboratory
practices. Although this difference is not statistically sig-
nificant in this case study, it is educationally significant, as
we have also observed in our teaching over the past few
years. This supports our belief that computer simulations
should mainly be used as a complementary tool to rein-
force traditional laboratory learning and should only
replace the traditional laboratory if the latter is unavailable,
as is the case in e-learning.

FIG. 8 (color online). Graphical representation of the teachers’
assessment.

TABLE II. Student’s t-test for the equality of means for independent samples (p < 0:05), with Cohen’s d and effect size coefficient
r. Hyp.E.G. versus Trad.C.G. (top), Hyp.E.G. versus Schem.C.G. (middle), Schem.C.G. versus Trad.C.G. (bottom). CG1, control
group 1; CG2, control group 2; GE, experimental group.

t d.o.f. � (bilateral) Difference of means GE versus GC2 Standard error of the difference d r
2.98 80 0.004 9.51 3.20 0.67 0.316

t d.o.f. � (bilateral) Difference of means GE versus GC1 Standard error of the difference d r
2.04 80 0.045 6.10 2.99 0.46 0.222

t d.o.f. � (bilateral) Difference of means GC1 versus GC2 Standard error of the difference d r
1.15 80 0.254 3.41 2.97 0.26 0.128

FIG. 9 (color online). Questionnaire used on the students’
assessment.
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However, the main innovation of our study lies in its
demonstration of the effectiveness of hyper-realistic
simulations. In this case, the results were both statistically
and educationally significant because they demonstrated
that hyper-realistic simulations produced greater learning
achievement than did traditional schematic simulations or
the physical laboratory.

The hyper-realistic virtual environment that we created
redressed some of the weaknesses found in commonly used
computer simulations, such as their simplicity and lack of
realism of the graphical environment that the student sees.
The result was that the students using our simulations
attained, on average, greater learning achievement than
those who used traditional simulations or the physical
laboratory. A possible reason for this may be that, in the
virtual hyper-realistic environment, what the student re-
ceives is previously filtered information, allowing his or
her attention to be focused on the most relevant aspects of
the experiment. In addition, the simulation’s degree of
concreteness can be altered from schematic to hyper-
realistic. This allows the students to explore the practicals
at different levels of concreteness, which makes it easier
for them to test experimentally the provisional hypothesis
they have proposed in constructing their interpretation of
the observed phenomenon. They can thus immediately
reject incorrect interpretations and reinforce their under-
standing of the correct ones.

These simulations give the students the opportunity to
carry out optical practicals at any time and from any place.
This learning method thus eliminates the problems that
often arise in the study of inherently practical subjects,
whereby the lack of material resources outside of the
laboratory limits the students’ work to mere theoretical
studies.

Appropriately designed hyper-realistic computer simu-
lations are very effective teaching tools in certain educa-
tional contexts, such as e-learning teaching platforms. We
expect that these results can be generalized to other content
areas, provided that the simulated phenomena present ob-
servable behaviors to the naked eye.
However, there are some situations in which the use of

hyper-realistic simulations does not enhance the schematic
JAVA simulations. We must keep in mind that the educa-

tional effectiveness of a hyper-realistic simulation lies in
its ability to address the discrepancy between simulated
study and practical observation In this regard, we must
distinguish between the simulations that simulate the result
and simulations that simulate the development of the ex-
perience. Thus, schematic JAVA simulations are useful in
simulating the results and representing the values of the
variables involved in the mathematical model. For ex-
ample, in creating simulations on the law of radioactive
decay or chemical kinetics, the inclusion of hyper-realistic
outputs of the model would not enhance the schematic
simulation. Such simulations are effective when the details
are removed and we can focus schematically on the under-
lying basis of the physical phenomenon, thus enabling an
effective transfer of the abstract phenomenon being simu-
lated to other scientific fields. In other words, schematic
JAVA simulations sometimes present students with abstract

entities that lack connection to the visual appearance of the
phenomenon in the real world but may be useful in some
fields of physics.
Nevertheless, we believe that in certain fields of phys-

ics, such as optics, our area of specialization, simulations
that simulate the development of the experience, that is,
provide a realistic visual output of the simulated phe-
nomenon, are highly effective teaching tools. These simu-
lations show students how an abstract phenomenon
simulated schematically in JAVA operates in reality, creat-
ing a hyper-realistic simulation of the phenomenon in its
entirety.
That is, hyper-realistic simulations are especially useful

for the representation of optical phenomena, because the
phenomenon being simulated is what is seen, so that the
student identifies what he sees happening in the simulated
model with what he sees happening in reality. We expect
that the results will be applicable to other student groups as
well.
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FIG. 10 (color online). Graphical representation of the stu-
dents’ assessment.
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