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Abstract—The irruption of the Internet of Things (IoT) has
attracted the interest of both the industry and academia for their
application in intensive domains, such as healthcare. The strict
Quality of Service (QoS) requirements of the next generation
of intensive IoT applications requires the QoS to be optimized
considering the interplay of three key dimensions: computing,
networking and application. This optimization requirement mo-
tivates the use of paradigms that provide virtualization, flexibility
and programmability to IoT applications. In the computing
dimension, paradigms such as edge or fog computing, Software-
Defined Networks in the networking dimension, along with
micro-services architectures for the application dimension, are
suitable for QoS-strict IoT scenarios. In this work, we present
a framework, named Next-gen IoT Optimization (NIoTO), that
considers these three dimensions and their interplay to place
micro-services and networking resources over an infrastructure,
optimizing the deployment in terms of average response time
and deployment cost. The evaluation of NIoTO in a healthcare
case study reveals a response time speed-up of up to 5.11 and a
reduction in cost of up to 9% with respect to other state-of-the-
art techniques.

Index Terms—Internet of Things, Software-Defined Networks,
Computing in the Network, Edge Computing, Fog Computing,
Quality of Service

I. INTRODUCTION

The increase in the number of Internet-connected devices
in recent years, especially caused by the irruption of the
Internet of Things (IoT) paradigm, has led to an exponential
growth of the amount of traffic flowing through the network.
In particular, it is expected that the number of connected
devices will be more than three times the global population by
2023. Indeed, Machine-To-Machine (M2M) connections will
conform the half of such connected devices (reaching to 14.7
billion M2M connections) in that year [1].
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The computational IoT tasks and the related data processing
may be computationally intensive, which can not be often
accomplished by regular IoT devices with limited resources
(memory, battery, etc.) [2]. To overcome this difficulty these
tasks are usually offloaded to the cloud, where they can be
executed without compromising available resources. However,
a penalty derived from the latency imposed by the separation
of end devices and the cloud must be paid.

While this approach can be easily used with elastic applica-
tions that do not have strict Quality of Service (QoS) require-
ments (e.g., voice assistants), next-generation IoT applications
(e.g., autonomous driving, Internet of Medical Things (IoMT)
applications) require greater bandwidth and ultra low-latency
constraints that are not feasible with a pure cloud-based
paradigm [3]. Edge and fog computing paradigms represent
a suitable solution for these intensive computational tasks that
must be executed under strict latency requirements [3], [4]. By
moving services from the cloud to the edge of the network
some benefits are obtained: i) a reduction in the required
latency; and ii) the computational load of tasks is restrained
at end devices, since they are offloaded to edge servers [2].

Nonetheless, the time required to execute a request in a
distributed application, or response time, has two components:
latency, and execution time. While the former depends on the
networking fabric and the distance between end devices and
those they offload their tasks to (e.g., cloud, edge nodes),
the latter depends on the computational load of these tasks
and the power of the devices running them. Therefore, three
dimensions are involved in the QoS of IoT applications:
the computing dimension, the networking dimension and the
application dimension. Furthermore, the next generation of
IoT applications require for virtualization, flexibility and pro-
grammability features in these three dimensions [5]. Emerging
paradigms, such as edge and fog computing in the com-
puting dimension, Software-Defined Networking (SDN) for
the networking dimension, and micro-services architectures
in the application dimension, can be enablers for the QoS-
optimal deployment of next-gen IoT applications [2], [6]–
[9]. However, the QoS experienced by applications running
in such architectures depends on the performance provided by
the set of computing and networking resources. Analogously,
such performance depends on the way micro-services and
the SDN controller are placed [4], [7]. Moreover, micro-
services may be replicated to improve the QoS, at the cost
of assessing the number of replicas that must be deployed
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for a given scenario. Therefore, in order to optimally deploy
IoT applications through all three dimensions, the problem
of placing micro-services as well as the SDN controller to
maximize the experienced QoS must be carefully addressed.

In this paper, we provide a framework named Next-gen IoT
Optimization (NIoTO) to optimize the placement of micro-
services and networking resources to optimize the QoS consid-
ering the computing, networking and application dimensions.
In particular, the proposed solution provides i) the optimal
number of micro-service replicas to be placed in the infras-
tructure, ii) the optimal placement of micro-services to be
run in the computing resources of the infrastructure, iii) the
optimal placement of the SDN controller to reduce the required
signalling cost, and iv) the optimal routing of the traffic flows
generated by micro-services, as well as control traffic flows.
To do so, the problem is modeled and formulated using Mixed-
Integer Linear Programming (MILP). Based on a scenario
where next-gen IoT applications are considered, the framework
is evaluated considering two metrics: i) the minimization of
the average response time, and ii) the minimization of the
costs derived from the deployment of the architecture. Finally,
we remark the benefits of jointly considering the application,
computing and networking dimensions to handle today IoT
applications with stringent QoS requirements. The results
obtained in the evaluation show that the use of NIoTO as
an optimization tool is feasible at design-time. Furthermore,
these results show that NIoTO is able to achieve shorter
response times and lower costs compared to other, state-of-
the-art benchmarks. The authors of this paper presented an
initial work, the DADO framework, in [10], focused on the
optimization of response time in IoT applications through
optimal micro-service deployment and SDN controller place-
ment. NIoTO extends DADO by considering deployment cost
along with response time, including the possibility of multi-
objective optimization, as well as trading off cost and response
time. Furthermore, unlike DADO, NIoTO has been evaluated
under a scenario that allows for combined fog and cloud
microservice deployment. The main contributions of this work
are as follows:

• The proposal of the NIoTO framework as a contribution
to the optimization of the response time and deployment
cost in next-gen IoT applications. NIoTO is able to
optimally assess the number of micro-service replicas to
deploy, where to deploy each of them, where to place
the SDN controller, and the optimal routing of both
application and control traffic flows. Furthermore, NIoTO
supports the optimization of both, response time and
deployment cost, by finding the optimal trade-off between
them.

• The description and development of a problem model
that considers both objectives supported by NIoTO. This
model provides a holistic consideration of the optimiza-
tion process, taking into the account the effects of one of
NIoTO’s decisions in a dimension on the rest of the di-
mensions. This model is developed through mathematical
programming techniques, and provided as a mathematical
problem formulation.

• The experimental evaluation of NIoTO in a healthcare-
based next-gen IoT application, focusing on the trade-
off between the two objectives supported by NIoTO and
the performance differences between NIoTO and related,
state-of-the-art frameworks.

The remainder of the paper is organized as follows. Sec-
tion II describes the architecture considered, remarking all the
paradigms acting as enablers. Section III presents the proposed
framework to optimize the application deployment, whose
formulation is detailed in Section IV. Section V presents the
performance evaluation of the framework over a healthcare
scenario. Finally, Section VI concludes the paper.

II. HIERARCHICAL MULTI-DIMENSIONAL ARCHITECTURE

The development of QoS-stringent IoT applications requires
the coordination of three highly related dimensions (Fig. 1):
First, the application dimension, indicating how the software
architecture of the application is modularized and coordinated.
Second, the computing dimension defining the available com-
puting resources and how these modules are deployed on them.
Third, the networking dimension detailing which elements
of the infrastructure will support the communications among
modules. All these dimensions must be visualized in a holistic
way. All of them are highly related and the configuration of
one dimension impacts on the rest and, hence, the final QoS
obtained.

The software architecture of next-gen IoT applications is
usually based on the Service Oriented Computing paradigm
(SOC) since they have to be massively distributed, interopera-
ble and highly evolvable [8]. The Micro Service Architecture
(MSA) pattern allows applications to be split into loosely
coupled collaborating modules. These modules, usually called
Bounded Contexts, APIs or, simply, services, contain one or
more highly coupled micro-services that are usually deployed
together [11]. MSAs are defined in contrast to monolithic ar-
chitectures, in which the application may also be modularized,
but all the modules require to be deployed together. Each of the
micro-services in the MSA may be offered through different
interfaces, which are normally comprised of a communication
protocol and a data format. Some popular interfaces are
web services (SOAP protocol and XML format) [12], gRPC
services (HTTP/2 protocol and Protocol Buffers format) [13]
or RESTful services (HTTP+JSON) [14]. While RESTful is
currently the most popular interface and proposals for its use
in IoMT exist [15], micro-services are not bound to a concrete
interface.

As a running example, which is depicted in Fig. 1, we
base on an IoMT application to track the blood pressure of
a patient and to detect anomalies in their electrocardiograms
(ECG) by making use of data obtained through sensors. Each
user is equipped with an IoT node that samples information
for 15 seconds before sending it for further processing. The
functionalities that are used in this case study are split into
three services: ECG and blood pressure monitoring (green),
data encryption (blue), and anomalies detection (red). Fig. 1a
shows a high level architectural design of this application. This
running example is based on the architecture proposed by [16].
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(a) Application dimension. (b) Computing dimension. (c) Networking dimension.

Figure 1: Hierarchical IoMT application with the different dimensions affected to meet stringent QoS requirements.

In addition, their required data input, output and processing
characteristics were obtained from [17].

These services can be deployed independently of one an-
other, so that they can be deployed on the same or on different
machines or servers, or even they can be replicated in order to
balance the load and improve the QoS. Different virtualization
and management technologies, such as Docker or Kubernetes,
are used to reduce the effort and to automate this deployment.
In addition, SOC makes use of some key technical foundations
for the integration of the different services deployed [8],
[18]: service discovery, for identifying the location of each
service; service aggregation, for aggregating the responses; or
service composition, coordinating the execution of complex
functionalities by orchestrating several services.

The development of paradigms such as fog, edge or mist
computing has allowed the development of intensive and QoS
stringent IoT applications following a hierarchical architec-
ture [2]. Services of MSA-based applications can be deployed
closer to end-users in order to reduce network load and to
improve response time [2]. The most resource-consuming
services are still deployed on powerful nodes (such as cloud
or, even, fog nodes) and the QoS stringent services, but
less resource demanding, can be deployed on network nodes
with computing capabilities –edge computing– or even on the
Internet-connected devices themselves –mist computing– [2].
Therefore, a wide range of possibilities to deploy services must
be evaluated, and in which nodes they are finally deployed is
key to meet stringent QoS. Likewise, for complex function-
alities, the deployed services may be coordinated, in order to
achieve the functionalities and the workflows defined, using
service discovery, aggregation and composition modules. The
location of these management modules is also crucial in order
to meet the required QoS.

Fig. 1b shows how the services defined on our running
example are deployed on different layers of the computing

hierarchical architecture depending on the required QoS and
the available computing resources. For instance, the ECG
and blood pressure monitoring service replicas (green service)
is deployed on IoT devices, since this monitoring requires
few computing resources. In addition, different aggregators
(management modules) are also deployed on the upper layer
(at the edge) to compute the responses of the IoT devices
in order to reduce the data traffic, improving the response
time. Likewise, data encryption (blue service) and anomaly
detection (red service) both require some additional resources
so that their replicas are deployed on more powerful nodes
(edge and fog nodes, respectively). Therefore, defining an
optimal computation distribution is highly dependent of the
defined services and the available resources.

The deployment of an IoT application only taking into
account the computing dimension does not always guarantee
the optimal deployment in terms of QoS. In particular, the
network configuration, such as the routing among the deployed
services or the deployment of specific infrastructures, heavily
impacts on the network latency and, hence, on the QoS.
SDN networks allow the deployment of SDN controllers that
leverage virtualization to make the network programmable
based on the SOC principles [19]. Thus, Virtual Network
Functions (VNFs) can be exploited for traffic engineering
purposes in order to improve the network performance [20].
In this way, the SDN Controller Placement Problem (CPP) [7]
identifies the deployment of SDN controllers in an optimal
location to reduce the control latency and response time [21].
Fig. 1c shows that the SDN controller has been placed close
to specific switches, in-between the Edge and Fog layers, in
order to improve the average latency.

However, the network infrastructure has other capabilities
that should also be reused. The application of virtualiza-
tion and service oriented principles to the network infras-
tructure has led to a cloudification of both controllers and
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switches [19]. The Multi-Access Edge Computing (MEC)
architecture embeds decentralized cloud capabilities in the
network infrastructure at the network edge. This means that
not only VNFs can be deployed on them, but also they can
provision Virtual Computing Functions [19]. Therefore, IoT
services and other management components (such as the ser-
vice discovery, the aggregator or the compositor) can also be
deployed in the network infrastructure. For instance, ETSI, the
European Telecommunications Standard Institute, proposed
the Management and Orchestration module (MANO) [22] to
manage the different services and modules, their lifecycle,
and to orchestrate them and chain different VNFs to support
workflows. Therefore, the networking dimension is also able
to perform some management tasks for the IoT applications.
Fig. 1c shows that the service discovery and the service com-
positor modules have been deployed on the SDN controller in
order to improve the QoS of the considered IoT application.

Therefore, a hierarchical multi-dimensional architecture
boosts the achievement of stringent QoS requirements of
next-gen IoT applications. Nevertheless, in order to achieve
the optimal deployment and configuration, several dimensions
must be jointly evaluated: the application dimension, the
computing dimension and the networking dimension. In this
paper, we base on an modularized IoT application using the
principles of SOC and MSA [11], and propose a framework
for the optimal placement of IoT services and SDN controllers
in the hierarchical multi-dimensional architecture.

III. NEXT-GEN IOT OPTIMIZATION

Providing the best QoS requires a deployment that jointly
evaluates the application, computing and networking dimen-
sions to optimally place IoT services and SDN controllers.
In this paper, we present the Next-gen IoT Optimization
(NIoTO) framework, which takes all the three dimensions into
account to find feasible deployments that meet the specific
QoS requirements of IoT applications. Although NIoTO is an
extensible framework that can support different types of QoS,
in this paper, we focus on two specific requirements: response
time and cost. These parameters are usually very important
for IoT applications, as well as highly related —i.e, a lower
response time usually requires a higher cost— and, therefore,
a trade-off between them is difficult to achieve [23]. NIoTO
takes as input the characteristics of the application, the network
topology, the computing resources, and the QoS objectives to
satisfy. These inputs are processed by the framework, which
optimizes the QoS considering the three dimensions. Finally,
results are reported as output, detailing the placement of the
IoT services and SDN controllers to provide the optimal QoS
according to the objectives.

A. Inputs

In order to know the optimal deployment design of an
IoT application, different information is required for the three
considered dimensions. These inputs are split into two types
of information in order to improve its reusability and the
extensibility of NIoTO to support other potential QoS require-
ments. These pieces of information are: basic information, and

information that is specific to a QoS objective. The inputs
required by NIoTO, split by their information type and their
dimension, are depicted in a tree diagram in Fig. 2. These in-
puts are fed to NIoTO using open data interchange documents,
such as XML or JSON, structured with a concrete schema,
in which an arbitrary set of elements (e.g., micro-services,
SDN switches, links, computing resources) can be defined.
For each of these elements, the basic information, stored as
its attributes, is mandatory, while QoS-specific information
depends on the QoS to be optimized. Moreover, elements can
be cross-referenced using their IDs, enhancing their reusability
(e.g., a computing resource can be defined only once, and
network links can refer to the definition through its ID).
The use of non-proprietary data interchange formats eases the
integration of NIoTO with other tools, as well as the creation
of parsers to convert other formats to NIoTO inputs and vice-
versa, making it easier to configure and use NIoTO. It is also
possible to create support tools that assist the NIoTO user
on the provision of the inputs (e.g., graphical user interfaces
for NIoTO) using these data formats. Furthermore, each of
the inputs are to be obtained at design-time. Some of these
inputs can be obtained directly, while other inputs need to
be estimated. For this estimation, the application is expected
to be at the late design phase of development, in which
the architectural decisions are already taken and low-level
design has also been performed. Therefore, details such as the
system’s software architecture, the roles and functionalities of
the micro-services, their complexity, or the planned network
and computing infrastructure are known. Such knowledge is
key, as it enables for the obtention of most parameters from the
computing and networking dimensions directly. At this stage,
the analysis of resource consumption, size, and performance
in the application dimension, if performed with adequate
techniques such as [24]–[26], can yield realistic estimates.
The manner of obtention for each of the inputs, as well as
its source, are detailed in Tab. I.

Basic information is always required independently from the
QoS requirements to optimize. For the application dimension,
the data required is the amount of RAM consumed by each
service, the size of its inputs and outputs, and the requests that
should be processed by each service (i.e., the workflows that
are requested, and which device requests which workflow). For
the computing dimension, the available computing resources
(indicating their available RAM) and their location in the
network topology must be provided as input. Finally, for the
networking dimension, the network graph with the set of nodes
and links, as well as link capacities, must be detailed. The three
dimensions are used to specify the basic information in order
to reduce the coupling. With this information, the feasibility
of the deployment for the given IoT application is evaluated
by checking if available resources are not exceeded.

QoS specific information are those inputs required to iden-
tify the optimal deployment for a particular type of QoS.
Currently, NIoTO supports next QoS objectives: response time,
deployment cost, and both of them (to find the best compro-
mise between minimal response time and cost). Response time
is calculated as the average response time for each request,
which is the sum of the time needed to execute every service
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Figure 2: Inputs of the NIoTO framework per type of infor-
mation and dimension.

in each request and the time needed to communicate to the
devices where the services of such request are deployed. In
order to evaluate this first objective, the inputs required for
each of the three dimensions are: i) application dimension,
the number of cycles required to execute each service; ii)
computing dimension, the CPU clock speed of each computing
resource; iii) networking dimension, the latency of each link.
The cost objective, on the other hand, is assessed as the
sum of the capital expenditures (CAPEX) (i.e., the cost of
acquiring an asset) of each element used in the infrastructure
plus the operational expenditures (OPEX) (i.e., the ongoing
cost of maintaining an asset) derived from their use. Thus, for
the application dimension, the number of cycles required by
each service is required again. Instead, computing resources
must include their CAPEX and OPEX per cycle. Network
equipment must also report their CAPEX, as well as their
OPEX per second, to optimize this objective.

To execute the NIoTO framework, to find feasible de-
ployments, only basic information is required. If any given
QoS objective must be optimized too, the QoS dependent
information of said objectives has to be provided as well.

Table I: Kind of obtention and source of the input information
for NIoTO at design-time.

Input information Kind of obtention Information source
Micro-service RAM
consumption

Estimation Memory complexity
analysis of each
micro-service

Micro-service input
and output size

Estimation Analysis of the ex-
pected input and out-
put data type of each
micro-service

Cycles per micro-
service

Estimation Time complexity
analysis of each
micro-service

Workflow requests Estimation Definition of the per-
mitted workflows (use
cases) for the appli-
cation, estimation of
the application’s user
base

Available computing
resource

Direct Planning of the
computing devices
to use, analysis of
the datasheets and
documentations of
each planned device

Location of comput-
ing devices in the net-
work

Direct Network planning

CPU clock speed Direct Planning of the
computing devices
to use, analysis of
the datasheets and
documentations of
each planned device

CAPEX of computing
devices

Direct Provided by the sup-
plier

OPEX of computing
devices

Direct (on
demand)/Estimated
(self-hosted)

Provided by the
supplier (on
demand)/planning
of the computing
devices to use,
analysis of the
datasheets and
documentations of
each planned device,
calculation of derived
cost (self-hosted)

Topology graph Direct Network planning
Link capacities Direct Planning of commu-

nication technologies,
analysis of the capac-
ity permitted by each
planned technology

CAPEX of network
equipment

Direct Provided by the sup-
plier

OPEX of network
equipment

Estimated Network planning,
analysis of the
datasheets and
documentations
of each planned
networking device,
calculation of derived
cost

B. NIoTO framework

NIoTO takes all the inputs and provides the optimal de-
ployment plan meeting the defined QoS objectives. To do so,
NIoTO considers how services need to be executed in the
computing resources, how executing these services in certain
computing resources generates network traffic, and how the
network manages such traffic. Following the example defined

Authorized licensed use limited to: Biblioteca de la Universidad de Extremadura. Downloaded on May 11,2022 at 16:33:18 UTC from IEEE Xplore.  Restrictions apply. 



2327-4662 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2022.3165646, IEEE Internet of
Things Journal

6 IEEE INTERNET OF THINGS JOURNAL, VOL. 0, NO. 0, JANUARY 0000

in Sec. II: given an example request for detecting anomalies
in an ECG, if both services are deployed in the same machine,
traffic will be sent back and forth between the IoMT device
and said machine. However, if each service is deployed in
a different machine, an additional traffic flow between both
machines is required as well. The best deployment depends
on (according to the QoS objective that has been set) the
QoS the network is able to provide depending on the SDN
controller placement and the QoS provided by each machine.
NIoTO automatically selects the deployment that provides
the best QoS considering all the three dimensions and their
interplay. Nevertheless, a deployment plan that is optimal
at some specific moment could be sub-optimal when the
application context changes. Therefore, the IoT application
deployment plan should be continuously evaluated and mod-
ified to ensure that the defined QoS is always met. There
are two key phases with different time constraints to find the
optimal deployment: design-time, and run-time. During the
design phase, the application and infrastructure barely change
their estimations, and there is no strict time limitation for
obtaining the optimal deployment plan. Instead, during the
execution, the infrastructure is dynamic and the monitored
data often changes, and thus deployment plans are periodically
needed. These periods cannot be very long, especially in
cases in which a sudden spike in requests may require a
deployment adaptation to maintain the QoS. The version of
NIoTO presented in this paper is only suitable for design time
optimization, due to the techniques used on its implementation.
Nonetheless, the development and implementation of a version
suitable for execution time, making use of other techniques
that allow for faster optimizations, is one of our main future
works.

To identify the optimal deployment plan at design-time,
NIoTO makes use of MILP. This technique guarantees that
the solution given as output meets all the constraints and is an
optimal solution considering the given objective function. In
order to support the three considered objectives (response time,
cost and both), three different objective functions are defined.
The MILP formulation of NIoTO tries to find an optimal
deployment that places services and SDN controllers in a
feasible way, respecting next constraints: i) RAM resources
are not exceeded; ii) each traffic flow, regardless if it is control
traffic or not, has a single source, a single destination and it is
fully routed through a set of links (i.e., it is not divisible); and
iii) link capacities are not exceeded. Then, the QoS objective
function is applied so that the deployment is both feasible and
optimal. In the case that both objectives are considered at the
same time, i.e., response time and cost, NIoTO tries to find the
optimal trade-off between them. While using or adding more
resources to the architecture provides better response time, it
is also costly, and vice-versa , thus NIoTO considers both to
find the best compromise.

C. Outputs

NIoTO’s output is a set of the placement decisions, i.e., a
deployment plan for both IoT services and SDN controllers.
The deployment plan follows certain patterns. For instance,

each service replica needs to be deployed on the machine (or
machines) it will be executed, the SDN controllers must be
co-located with switches [7], each SDN switch is under the
control of a single given SDN controller and traffic must be
steered from the device requesting a service (or a set of them)
to the machine where it is executed.

At design time, the deployment plan is a guide for the
application’s operation engineer, system administrator and
network administrator. Information about which elements and
how they should be used, as well as how to make an initial
IoT application and SDN controller deployment are provided.

IV. PROBLEM FORMULATION

In this section, the MILP formulation that the NIoTO
framework uses at design time is detailed. This version holis-
tically optimizes the application, computing and networking
dimensions. This formulation optimizes the number of micro-
service replicas required in the application dimension, where in
the computing dimensions are each of the replicas deployed,
as well as SDN controller placement and traffic routing in
the networking dimension. This formulation is structured into
four tightly coupled elements: parameters, decision variables,
objective function, and constraints, that will be explained in the
same order. Moreover, Table II provides a summary and quick
reference of the notations used throughout the formulation.

A. Parameters

The parameters of a MILP formulation are its inputs: values
that are provided to the formulation at run-time and stay fixed
during the MILP solving process. Thus, the parameters of the
formulation are the inputs of the NIoTO framework.

Let the deployment infrastructure be represented as a graph
G = {V,L}. Let V be the set of vertices, which comprises
both the computing and networking dimensions. The term
vertices is used instead of nodes to avoid confusions with the
term fog nodes. Let C be the set of computing devices in the
infrastructure, and let S be the set of SDN switches, so that
V = C ∪ S;C ∩ S = ∅. Furthermore, let L be the links that
connect the infrastructure’s vertices, i.e., lij ∈ L; i, j ∈ V .

The basic information of each computing device c ∈ C
comprises its amount of available RAM, rc, measured in bytes.
For the response time objective, QoS-specific information
includes the device’s CPU clock speed in Hz, Pc. On the
other hand, deployment cost-specific information comprises
the CAPEX of the device, CAPEXc, and the device’s OPEX
per cycle, OPEXΩ

c .
For each SDN switch s ∈ S, its basic information is

related to its position within the infrastructure, which is
already represented in G. Thus, only cost-specific information
is required: its CAPEX CAPEXs, the CAPEX of an SDN
controller placed in the switch CAPEXCNT

s , its OPEX per
second OPEXs, and the analoguous OPEX of a controller
OPEXCNT

s . Response time QoS-specific information, such
as control latency, depends on controller placement, and thus
cannot be known a priori. Therefore, control latency is not an
input, it is an internal calculation of the formulation instead.
Finally, the size of the control packets used on the SDN

Authorized licensed use limited to: Biblioteca de la Universidad de Extremadura. Downloaded on May 11,2022 at 16:33:18 UTC from IEEE Xplore.  Restrictions apply. 



2327-4662 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2022.3165646, IEEE Internet of
Things Journal

HERRERA et al.: JOINT OPTIMIZATION OF RESPONSE TIME AND DEPLOYMENT COST IN NEXT-GEN IOT APPLICATIONS 7

Table II: List of formulation notations.

Parameter Meaning
G Graph that represents the infrastructure
V Set of vertices of G
C Subset of V that are computing devices.
S Subset of V that are SDN switches
L Set of links of G
W Set of workflows of the IoT application
rc RAM memory of the computing device c
Pc CPU clock speed of the computing device c

CAPEXc CAPEX of the computing device c
OPEXΩ

c OPEX per cycle of the computing device c
CAPEXs CAPEX of the SDN switch s
OPEXs OPEX of the SDN switch s

CAPEXCNT
s CAPEX of placing a controller on the SDN switch

s
OPEXCNT

s OPEX of the controller placed on the SDN switch
s

σ Size of the SDN control packets
θij Capacity of the link lij
δij Latency of the link lij

WS(w, c) Boolean function that indicates whether the work-
flow w is requested by the device c or not

Im Size of the input of the micro-service m
Om Size of the output of the micro-service m
Ωm CPU cycles of the micro-service m
ϵOBJ Boolean that indicates whether the QoS objective

OBJ is enabled or not
uc Boolean that indicates whether the computing de-

vice c is in use or not
us Boolean that indicates whether the SDN switch s is

in use or not
Decision variable Meaning

zwcma
Boolean to determine if the micro-service ma of the
workflow w is deployed to the computing device c

fcwma
ij Boolean to determine if the traffic generated by the

computing device c as a consequence of the micro-
service ma of the workflow w is routed through the
link lij

xs Boolean to determine if a controller is placed on the
SDN switch s

yss′ Boolean to determine if the SDN switch s is mapped
to the controller placed on SDN switch s′

cfs
ij Boolean to determine if the control traffic generated

by the SDN switch s is routed through the link lij

network, σ, is required as basic information. Nonetheless, σ
does not depend on the SDN controller’s deployment, but on
the version of the OpenFlow protocol used [27].

The links that bind the infrastructure’s vertices together
have a limited available capacity θij , which is part of their
basic information. For the response time objective, each link’s
latency δij must be known.

On the application dimension, NIoTO models execution as
functionalities. A functionality, or workflow, is a request for
the execution of a micro-service, or the execution of a set
of micro-services in an ordered, pipelined manner. Following
the example from Sec. II, a functionality may request for the
execution of the ECG analyzer, the anomaly detector and the
encryption service, so that the commented ECG outputted by
the first micro-service serves as input to the anomaly detector,
and the anomaly information is later encrypted for its safe
storage. Thus, let W be the set of workflows requested for
the application. Each workflow w ∈ W is requested by a
certain computing device, therefore, let WS(w, c) be a binary
function that evaluates to 1 if c requests workflow w and 0
otherwise. Moreover, let each workflow w ∈ W be an ordered

set of micro-services w = {m1,m2, ...,m|w|}.
Each of these micro-services requires basic information,

namely, the size of its input and output data, Im and Om

respectively, and the amount of RAM it consumes, rm. The
QoS-specific information for response time also includes the
number of CPU cycles that the micro-service requires to fully
execute, Ωm. Micro-services do not need any cost-specific
information, as the costs derived from micro-services are a
consequence of their deployment and execution, and thus,
depend on the resources from the networking and computing
dimensions used to execute them.

Finally, in order to enable and weigh the importance the
QoS objectives, we add a parameter named ϵOBJ , which is a
positive real number, or 0. ϵOBJ represents the weight of the
objective OBJ in the optimization. It is important to note that
the sum of all the values of ϵOBJ through all objectives must
be exactly 1.

B. Decision variables

Similar to how parameters are the inputs of the MILP
formulation, decision variables can be seen as its output: a
set of values that the formulation must manipulate in order to
find the optimal combination of values. Nonetheless, MILP
is only able to manipulate integer decision variables, thus
conditioning the information representation of the output.
Concretely, NIoTO makes use of binary decision variables to
represent information.

Firstly, the micro-service replication deployment must be
modeled. To do so, binary variables are used: let zwcma

be a
binary variable that takes a value of 1 if the micro-service
ma of the workflow w is deployed to the computing device
c, and 0 otherwise. These variables automatically account for
the number of replicas: if different workflows have the same
micro-service deployed to the same computing device, they
are sharing a single replica. Otherwise, multiple replicas exist.
Secondly, the traffic flows generated by the communications
between computing devices (i.e., to request the execution of
the next micro-service in the workflow to another computing
device) must also be modeled. Thus, let f cwma

ij be a binary
variable that takes the value of 1 if the traffic flow generated
by the computing device c as a consequence of the execution
of the micro-service ma of the workflow w is routed through
the link lij , and 0 otherwise. With these decision variables,
NIoTO is able to plan the replication of micro-services at
the application dimension, the deployment of the replicas at
the computing dimension, and the routing of the application’s
traffic through the networking dimension.

Nonetheless, NIoTO must also take the control of the
networking dimension into account, and thus, place SDN
controllers accordingly. To do so, let xs be a binary variable,
that is 1 if there is an SDN controller placed in the switch s and
0 otherwise. Nonetheless, if multiple controllers are placed, the
mapping between SDN controllers and switches (i.e., which
controller is on charge of which switches) must also be found.
Hence, let yss′ be a binary variable, which takes the value of 1
if switch s is mapped to controller s′ and 0 otherwise. Finally,
NIoTO needs to account for the control traffic flows generated
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by the communications between switches and controllers to
optimally route it. Let cfs

ij be a binary variable that takes the
value of 1 if the control traffic generated by switch s is routed
through link lij and 0 otherwise.

C. Objective function

While MILP formulations manipulate the values of their
decision variables to provide optimal outputs, they require a
manner to calculate the optimality of the output. This manner
is the objective function, which is a function of the decision
variables. It is important to note that MILP only supports
linear functions, i.e., it is strictly forbidden to multiply or non-
linear operations over decision variables (e.g., multiplying two
decision variables).

To better understand the objective function of NIoTO, we
first define different calculations that will later be integrated.
First, in order to calculate the execution time of a micro-
service, the number of cycles of the micro-service need to be
divided by the CPU clock speed of the computing device it is
deployed to. Thus, if the micro-service ma is deployed to the
computing device c, then its execution time is Ωma

Pc
. However,

it is not possible to know a priori where each micro-service
is executed. What can be known is that, given that ma is part
of workflow w, the variable zwcma

will have the value 1 if it
deployed to c and 0 otherwise. Based on this knowledge, we
can calculate the total execution time of a micro-service in
a workflow by calculating the sum of all possible execution
times in all computing devices, multiplied by zwcma

:

EXECw
ma

=
∑
c∈C

Ωma

Pc
zwcma

Therefore, we define the execution time of a workflow as
the sum of the execution times of its micro-services:

EXECw =

|w|∑
a=1

EXECw
ma

Next, workflow latency needs to be calculated. In the case of
a single flow that traverses a single link lij , latency is defined
as the latency of the link, i.e., δij . In a similar manner to the z
variable of micro-services, the binary variable that contains the
information of whether a flow traverses a link or not is f cwma

ij .
Nonetheless, there is an exception in the case of latency: if the
flow reaches an SDN switch, i.e., if j is an SDN switch, we
need to calculate the control latency of the switch, as it may
need to communicate with the SDN controller. In this case, the
binary variables for SDN control traffic flows is cfs

ij . Thus,
we can define the SDN control latency of a switch as:

CNTLATs =
∑
lij∈L

cfs
ijδij

Thus, with a known control latency, the latency of a traffic
flow from a micro-service to another in the context of a
workflow is is: i) its own latency if j is not an SDN switch,
or ii) its own latency plus the control latency of j otherwise.
To define it with more ease, let SW (i) be a function which

yields 1 if i ∈ S and 0 otherwise. Formally, it is possible to
denote this latency as:

LATw
ma

=
∑
c∈C

∑
lij∈L

(fcwma
ij δij + SW (j)CNTLATj)

Hence, to calculate the total latency of a workflow is the
sum of the latencies of its micro-services:

LATw =

|w|∑
a=1

LATw
ma

Thus, we define the average response time of the deploy-
ment as the average response times of all the workflows
requested, each of them being the sum of the execution time
and latency of the workflow:

RT =
1

|W |
∑
w∈W

EXECw + LATw

For the deployment cost objective, we need to split it in
CAPEX and OPEX. In both cases, we assume that, since
NIoTO operates at design time, any equipment that is not used
will not be acquired, and hence, only the CAPEX of the used
equipment should be considered. Thus, there is a need to know
whether an element is in use or not. In the case of computing
devices, we assume that one is used if it either requests at
least one workflow, or runs at least one micro-service:

uc = max( max
w∈W,a∈[1,|w|

(zwcma
),max

w∈W
(WS(w, c)))

In the case of switches, a switch is used if it belongs to
the route of at least one traffic flow, be it an application or a
control flow:

us = max( max
lis∈L,c∈C,w∈W,a∈[1,|w|]

(fcwma
is ), max

lis∈L,s′∈S
(cfs′

is ))

Thus, to obtain the CAPEX, we must multiply the CAPEX
of each of the elements by 0 if they are unused, and by 1 if
they are in use, and then sum the results. Formally:

CAPEX =
∑
c∈C

(CAPEXcuc)+∑
s∈S

(CAPEXsus + CAPEXCNT
s xs)

For the OPEX, we also need to account for the usage in
cycles of the computing devices. Formally:

OPEX =
∑
c∈C

(
∑
w∈W

|w|∑
a=1

OPEXΩ
c Ωmaz

w
cma

)+∑
s∈S

(OPEXsus +OPEXCNT
s xs)

For the final objective function, we should take into account
whether each of the QoS objectives is or is not enabled. More-
over, it is recommended to normalize each of the objectives so
the final values on each side are within the same range (e.g.,
between 0 and 1), especially if both objectives are enabled.
The final objective function is shown in Equation (1).

min ϵRTRT + ϵCOST (CAPEX +OPEX) (1)
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D. Constraints

With only parameters, decision variables and an objective
function, an MILP formulation will find the combination of
values for the variable that optimizes the objective function.
However, this may lead to illegal situations in our problem:
the limited capacities of computing devices and links could be
surpassed, micro-services could have zero replicas, the SDN
controller could be undeployed, switches may not be related to
SDN controllers... In order to make the solution legal within
the problem, we enforce these rules through constraints.

The constraints of NIoTO are as follows:∑
c∈C

zwcma
= 1∀w ∈ W,a ∈ [1, |w|] (2)

∑
w∈W

|w|∑
a=1

zwcma
rma ≤ rc∀c ∈ C (3)

∑
s′∈S

yss′ = 1∀s ∈ S (4)

yss′ ≤ xs∀s, s′ ∈ S (5)

∑
j∈V

fcwm1
ij − fcwm1

ji =


0 if i ∈ S

WS(w, c)(1− zwim1
) if i = c

−WS(w, c)zwim1
otherwise.

∀i ∈ V, c ∈ C,w ∈ W

(6)

− zwcma−1
+ z′iwcma

≤ 0 (7)

− 1 + zwima
+ z′iwcma

≤ 0 (8)

zwcma−1
+ 1− zwima

− z′iwcma
≤ 1 (9)

− zwcma−1
+ z′′iwcma

≤ 0 (10)

− zwima
+ z′′iwcma

≤ 0 (11)

zwcma−1
+ zwima

− z′′iwcma
≤ 1 (12)

∑
j∈V

fcwma
ij − fcwma

ji =


0 if i ∈ S

z′iwcma
if i = c

−z′′iwcma
otherwise.

∀i ∈ V, c ∈ C,w ∈ W,a ∈ [2, |w|]

(13)

∑
j∈V

cfs
ij − cfs

ji =


0 if i ∈ C

1− ysi if i = s

−ysi otherwise

∀i ∈ V, s ∈ S

(14)

∑
c∈C

∑
w∈W

[(

|w|∑
a=1

fcwma
ij Ima)] +

∑
s∈S

[cfs
ijσ] <= θij

∀lij ∈ L

(15)

Equation (2) guarantees that each micro-service in a work-
flow is instantiated exactly once. Equation (3) enforces the

RAM limit on the computing devices. Equation (4) makes
sure each switch is controller by a single SDN controller,
which must first be deployed as of Equation (5). Equation (6)
guarantees that the traffic flow of starting a workflow has the
workflow’s requester as its source and the computing device
that has deployed the first micro-service of the workflow as
its destination, which is an special case of the general flow
constraint from Equation (13). However, for micro-services
beyond the first of a workflow, it is required to know if the
machine that executed the previous micro-service is the same
as the one hosting the current one, which would require vari-
able multiplication. Since only linear constraints can be used
in MILP, Equations (7-12) are used to linearize the problem by
exploiting the properties of binary variables, which guarantee
that z′iwcma

= zwcma
(1 − zwima

) and z′′iwcma
= zwcma−1

zwima
.

For control flow, Equation (14) has the same role. Finally,
Equation (15) enforces link capacity.

By setting the parameters of the MILP formulation, an
user can apply the NIoTO framework to hierarchical multi-
dimensional architectures, making it possible to optimize the
deployment of arbitrary next-gen IoT applications as long as
they follow the NIoTO model.

V. PERFORMANCE EVALUATION

In this section, the possible benefits achieved when NIoTO
is applied are evaluated: shorter response times and lower
costs. These benefits are the result of NIoTO’s consideration
of the application, computing and networking dimensions by
assessing the number of micro-service replicas, deploying
the micro-services and placing SDN controllers, respectively.
Moreover, the potential drawbacks of NIoTO are also an-
alyzed. At first, the simulation environment is described.
Then, three different sets of experiments are proposed. In
the first one, the MILP solver is run over four topologies
of different sizes with different optimization objectives to
evaluate the trade-off between the deployment cost and the
response time. The second analysis aims at evaluating the
computational complexity of NIoTO by assessing the time
required to optimize different scenarios, while the third one is
devoted to comparing NIoTO’s performance in both, response
time and cost, with that of state-of-the-art benchmarks. This
last analysis is carried out by comparing the response time
and costs yielded by NIoTO with those obtained with the
benchmarks.

A. Simulation Environment

In order to evaluate the performance of NIoTO framework,
four different scenarios based on the example described in
Sec. II have been considered. In each scenario, we vary
the parameters of the three considered dimensions. In the
application dimension, we vary the number of users (and
thus, of workflow requests). In the computing dimension, we
vary the number of fog nodes where such services can be
deployed, as well as the number of gateway nodes connecting
the network fabric to the cloud. The number of SDN nodes
of the network is varied in the networking dimension. To
evaluate the scalability of the proposed solution, values for
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previous parameters are increased in each scenario, deriving in
the simulation set-up shown in Tab. III. The different network
topologies leveraged for evaluation were generated using the
Erdös-Rényi model for network generation [28], applying the
parameters for the simulation set-up as reported by Tab. III.
The specific model of each element in the scenario, as well as
their CAPEX and OPEX (retrieved from [29]), are detailed
in Tab. IV. The specific technical characteristics of these
devices, such as their available RAM or CPU clock speed,
were retrieved from the official specifications of each device.
Thus, to retrieve this information, we refer the reader to the
official datasheets and documentations of the computational
resources. Regarding the type of wireless connection used by
IoT devices to connect with the SDN network, both Wi-Fi
and Bluetooth technologies are exploited by Arduino devices,
while 6LoWPAN and ZigBee technologies are used by Texas
Instruments ones. The access layer makes use of these wireless
technologies, while the network core is connected through Gi-
gabit Ethernet links. Link capacities were adjusted according
to the capacity of the link’s technology (e.g., Gigabit Ethernet
links have 1 Gbps capacity, Wi-Fi links have 300 Mbps).
To calculate the length of the links, the hospital in [30] is
used as a reference for size. Thus, each of these links are, at
most, 90 meters long, and their lengths were obtained from
a normal distribution of mean µ = 45 and standard deviation
σ = 18. Their transport latencies were calculated based on
these lengths. Finally, the number of micro-service replicas
that are deployed ranges between 18 and 125, depending on
the number of users in the simulation, since more recurrent
services are replicated as more users need them to maintain
the QoS. The technical details for each of the microservices
can be found in Tab. V

Table III: Parameter setting.

Scenario SDN
Nodes

Users Fog Nodes Gateways

7-node 7 5 1 1
20-node 20 15 3 2
50-node 50 40 10 5
150-node 150 50 20 10

B. Response Time-Deployment Cost Trade-off

The first analysis we propose aims at evaluating the perfor-
mance of the proposed framework over two different metrics:
i) average response time; and ii) deployment cost. At first,
each single objective is independently evaluated. Then, both
metrics are compared to find a suitable trade-off representing
the best deployment cost-response time compromise, giving
the same weight to both metrics.

Fig. 3 shows the outcomes of this analysis in terms of
deployment cost, whereas Fig. 4 depicts the results in the
workflows’ average response time. These two figures present
the analysis for three groups of simulations: i) the objective
function aims at minimizing the average response time; ii)
the objective function is defined as the minimization of the
deployment cost; and iii) a multi-objective function where
the weight given to both metrics is the same. By inspecting

Table IV: Models and costs considered for each infrastructure
element.

Element Model CAPEX OPEX
IoT device Arduino UNO 20 C 6.10 · 10−16

C/cycle
IoT device Texas

Instruments
CC2538

4.65 C 1.59 · 10−16

C/cycle

Fog node Pandaboard 215 C 1.48 · 10−16

C/cycle
Fog node edge.network

instance
0 C 3.47 · 10−16

C/cycle
Cloud node Amazon

Web Services
m5.xlarge
instance

0 C 5.56 · 10−15

C/cycle

Cloud node Google Cloud
Platform E2-
Standard-4
instance

0 C 4.17 · 10−15

C/cycle

SDN switch Ruijie
Networks
RG-S5310-
24GT4XS

641 C 1.15·10−6 C/s

SDN controller Raspberry Pi 3
A+

22.20 C 2.12·10−7 C/s

Wi-Fi base sta-
tion

Pulse Electron-
ics TWR0083

21 C 3.39·10−8 C/s

Bluetooth base
station

Pulse Electron-
ics TWR0083

21 C 1.06 · 10−10

C/s
ZigBee base
station

DIGI XB3-
24Z8UM-J

13.73 C 2.06·10−8 C/s

6LoWPAN
base station

Renesas
Electronics
ZWIR4532-U

28.80 C 3.82·10−7 C/s

Table V: Input information for micro-services, as reported in
[17]

Micro-
service

RAM
required

Input size Output size Execution
cycles

ECG and
blood
pressure
monitor

393 MB 8 Kbps 10 Kbps
(ECG)/1
Kbps
(blood
pressure)

24.44 · 109
cycles

Compression 136 MB 10 Kbps 2.27 Kbps 9.95 · 109

cycles
Encryption 79 MB 2.27 Kbps

(ECG)/1
Kbps
(blood
pressure)

2.30 Kbps
(ECG)/1.02
Kbps
(blood
pressure)

6.18 · 109

cycles

Fig. 3, it is clear that the size of the network highly impacts
the cost of the associated deployment. However, there are no
big differences in the reported cost when the objective of the
optimization is varied, i.e., similar results are obtained for the
optimization of single metrics as well as for the joint aver-
age response time-deployment cost objective. The difference
between the joint objective and cost is negligible, while the
average response time objectives yields deployments between
467 and 8610C more expensive. Nonetheless, if we move
our attention to the results on Fig. 4, several considerations
emerge. At first, the network size negatively impacts the ob-
tained average response time when the optimization objective
is the deployment cost, being up to 16.28 times longer in
large scenarios compared with smaller ones. Conversely, a
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longer response time is experienced in smaller scenarios when
response time is the unique metric to optimize. The main
reason behind this behavior is that smaller scenarios have
fewer resources, specially fog nodes, and thus more services
need to be deployed to the cloud. Finally, if both metrics are
equally balanced, the difference in the experienced response
time is negligible.

As a summary, from the previous evaluation , next remarks
are extracted. First, the network size is the parameter that
impacts the cost of infrastructure deployment, regardless the
type of optimization performed. Second, there is a direct
proportional relationship between the network size and the
average response time when the objective of the optimization
is the deployment cost. However, such relationship is inverse
when the metric to optimize is the response time. Finally, if
a joint optimization is performed, no clear impact is experi-
enced.
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Figure 3: Cost as a function of the optimization objective for
the 4 considered scenarios.

Average response time
Both metrics Cost

Objective

0

20

40

60

80

100

120

Av
er

ag
e 

re
sp

on
se

 ti
m

e 
(m

s) Scenario
7-node
20-node
50-node
150-node

Figure 4: Average response time as a function of the optimiza-
tion objective for the 4 considered scenarios.

C. Computational Analysis

In the following, an analysis of the computation time
required by NIoTO to obtain a solution is performed. NIoTO
has been implemented using Python’s MIP library [31], solved
using Gurobi, and run on a quad-core Intel-based machine at
2 GHz with 16 GB of RAM. Fig. 5 shows the outcomes of
the time required to provide an optimal deployment solution
as a function of the topology size for the three proposed
optimizations.

The first aspect to remark is the exponential increase of
the computation time (note the logarithmic y axis) w.r.t. the
topology size, for each of the three optimizations. As expected,
the joint optimization of response time and cost is the one that
requires more time to provide a solution, taking between 2 and
3.5 times more time than the optimization of a single objective.
Finally, the metric that in general requires less time to converge
is the deployment cost, lasting, on average, 502.55 seconds
less than the response time as a single optimization objective.
This analysis clearly shows that the MILP version of NIoTO,
especially in big scenarios, is mainly suitable for design time
optimization. Nonetheless, the development of a faster version
of NIoTO, able to optimize and adapt the deployment during
execution time, is one of the key future works.
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Figure 5: Computation time required to provide an optimal
deployment solution as a function of the topology size.

D. Benchmark comparison

The objective of the final analysis is to compare the re-
sults obtained by NIoTO with other similar, state-of-the-art
techniques. Concretely, two benchmarks are considered for
comparison: ModuleMapping [32], as a benchmark aimed
at response time and resource usage optimization; and Fog-
Part [33], which focuses on optimizing the financial costs of
the deployment. To the best of our knowledge, no benchmarks
that jointly optimize response time and cost have been found:
ModuleMapping focuses exclusively on response time and ig-
nores cost, while FogPart focuses on cost and ignores response
time optimization. Moreover, it is important to note that, out of
these three techniques, only NIoTO has a holistic view of the
hierarchical multi-dimensional architecture. Nonetheless, the
input information was adapted to each of the benchmarks in
order to maintain a fair comparison (e.g., FogPart considers the
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cost of sending data from a computing device to the cloud as a
single, aggregated cost, rather than a multitude of CAPEX and
OPEX items [33]; and thus, it was provided as an aggregate
of the CAPEX and OPEX of the network equipment used to
send the data).

The results of the comparison are depicted in Fig. 6 for
average response time and in Fig. 7 for deployment cost, while
they are detailed in Table VI for response time and Table VII
for cost. Moreover, the comparison includes two categories
for NIoTO (one for the appropriate objective and one for
the joint approach), and a single one for the benchmark that
optimizes the appropriate objective (i.e., ModuleMapping for
response time and FogPart for cost). Starting the comparison
with response times (Fig. 6, Table VI), we find NIoTO with
the average response time objective as the best technique for
all the analyzed scenarios, which we consider to be optimal.
Its performance is closely followed by NIoTO optimizing both
metrics, with an average optimality gap of approximately 9.16
ms. ModuleMapping is the last one, with an average optimality
gap of 40.22 ms. The response time of ModuleMapping is
constant through all the topology sizes due to the fact it only
considers two of the three dimensions: application and com-
puting. ModuleMapping uses the computational resources of a
device, as well as the resources required by the micro-service,
as the main metric to select where to deploy a micro-service
to [32]. Since the cloud is consistently the most powerful and
resourceful computing device, ModuleMapping will deploy as
many micro-services as possible there. Due to the usage of
fog nodes to reduce the experienced latency, NIoTO achieves
an average speed-up of 5.11 w.r.t. ModuleMapping.
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Figure 6: Average response time comparison of NIoTO and
ModuleMapping.

Table VI: Average response times yielded by NIoTO and
ModuleMapping.

Scenario NIoTO
(average
response time)

NIoTO (both
metrics)

ModuleMapping

7-node 15.005 ms 25.004 ms 50.004 ms
20-node 15.005 ms 23.338 ms 50.004 ms
50-node 12.506 ms 19.120 ms 50.004 ms
150-node 5.508 ms 16.882 ms 50.004 ms

Continuing with cost, as depicted in Fig. 7 and detailed in
Table VII, NIoTO with the cost objective is the optimal solu-
tion for the analyzed scenarios. Once again, we find the next

best solution to be NIoTO optimizing both metrics, with an
optimality gap of approximately 50C (0.08%). FogPart is the
third best technique, with an optimality gap of 3954C (6.22%).
It is important to note that the gap between FogPart and NIoTO
increases with topology size, and thus, using FogPart in larger
topologies may lead to larger optimality gaps. The difference
in costs responds to FogPart’s partial view on the scenario,
not considering the computing dimension. To choose the node
to deploy a micro-service to, FogPart compares the cost of
communicating the previous micro-service in the workflow
with the cloud, and the cost of communicating with a fog node
instead, choosing the most cost-effective communication [33].
Thus, the costs of the computing dimension, such as the
CAPEX of the computing devices used or their OPEX per
cycle, may not be optimal. This is precisely the difference we
find between NIoTO and FogPart. In a general conclusion,
we find NIoTO, with the according objective, as the optimal
solution in terms of response time and cost. Moreover, the
version of NIoTO that optimizes both metrics at the same
time is able to perform better at both dimensions than state-
of-the-art techniques aimed at their optimization.
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Figure 7: Deployment cost comparison of NIoTO and FogPart.

Table VII: Yearly costs of deploying the scenario using NIoTO
and FogPart.

Scenario NIoTO (cost) NIoTO (both
metrics)

FogPart

7-node 8,070C 8,070C 8,233C
20-node 23,672C 23,673C 23,673C
50-node 59,801C 59,801C 65,644C
150-node 177,508C 177,772C 184,502C

VI. CONCLUSIONS AND FUTURE WORK

As the number of IoT devices grows every year, the de-
mand for QoS-strict IoT applications, hardly suitable for a
cloud-based deployment, does as well. A hierarchical multi-
dimensional architecture is an enabler for this kind of appli-
cations, but optimizing the QoS requires the consideration
of the interplay between the computing, networking and
application dimensions. In this work, we present NIoTO, a
framework to optimally deploy next-gen IoT applications in a
hierarchical multi-dimensional architecture, considering all the
three aforementioned dimensions. NIoTO is able to optimally
assess the number of micro-service replicas in the application
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dimension, their deployment in the computing dimension,
and the placement of the SDN controller in the networking
dimension, along with optimizing the routing of the generated
traffic flows. The joint consideration of all three dimensions,
and the optimization of the response time and cost, including
the assessment of the optimal trade-off between them, allows
it to optimize each of the metrics further than related, state-
of-the-art frameworks. In the future, we expect to support
run-time, dynamic optimizations of the deployment through
the development of a faster solver for NIoTO, enabling it to
adapt the deployment to environmental changes. Moreover, we
expect to evaluate NIoTO’s performance over real or emulated
network test-beds.
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Jaime Galán-Jiménez received the Ph.D. in com-
puter science and communications from the Univer-
sity of Extremadura in 2014. He is currently with the
Computer Science and Communications Engineer-
ing Department, University of Extremadura, as an
Assistant Professor. His main research interests are
Software-Defined Networks, 5G network planning
and design, and mobile ad-hoc networks.

Jose Garcia-Alonso (IEEE Memeber) is an Asso-
ciate Professor at the University of Extremadura.
His research interests include software engineering,
mobile computing, pervasive computing, eHealth,
gerontechnology.

Javier Berrocal (IEEE Memeber) is a cofounder
of Gloin. His main research interests are software
architectures, mobile computing and edge and fog
computing. Berrocal has a PhD in computer science
from the University of Extremadura, where he is
currently an associate professor.

Juan M. Murillo (IEEE Member) is a cofounder
of Gloin and a full professor at the University of
Extremadura. His research interests include software
architectures, mobile computing, and cloud comput-
ing.

Authorized licensed use limited to: Biblioteca de la Universidad de Extremadura. Downloaded on May 11,2022 at 16:33:18 UTC from IEEE Xplore.  Restrictions apply. 


	Joint_Optimization_of_Response_Time_and_Deployment_Cost_in_Next-Gen_IoT_Applications
	JCR_IEEE INTERNET THINGS_2020 (2)



