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Abstract
In the rapidly evolving landscape of wireless communication technologies, this thesis
aims to enhance the energy efficiency of ultra-dense 5G/6G networks by developing
advanced techniques in multi-objective evolutionary algorithms (MOEAs). In the
middle of the global push towards digitalization, catalyzed by the deployment of 5G
and the anticipation of 6G technologies, this research tackles the dual challenge of
meeting the soaring demand for stringent network performance while minimizing
environmental impact. Focused on the critical Cell Switch-Off (CSO) problem,
this study addresses the complexities of network optimization, emphasizing the
reduction of energy consumption without compromising network key performance
indicators. Central to this thesis is the exploration of the landscape of the CSO
problem, significantly influenced by the spatial heterogeneity of traffic. Through
meticulous analysis, it was discovered that the severity of spatial traffic heterogeneity
simplifies the optimization landscape and amplifies the effectiveness of algorithmic
searches. A novel contribution of this research is the development of specialized
search operators for metaheuristics, informed by an in-depth understanding of the
problem landscape, thereby enhancing the ability of MOEAs to identify solutions
closer to the optimal Pareto front. This work goes beyond canonical approaches
by integrating problem-specific operators with MOEAs, thus extending the limit
in network energy optimization. Empirical evidence underscores the superiority
of these specialized operators in refining search strategies, leading to significant
advances in energy efficiency. Furthermore, this thesis extends its insights to address
other challenges within the 5G/6G domain, notably through a novel methodology
for analyzing and classifying network flows using L-moments, which showcases the
versatility and applicability of optimized techniques in broader network management
contexts. In conclusion, the findings of this dissertation underscore the critical role
of advanced optimization techniques in the multi-objective optimization domain
for enhancing energy efficiency in 5G/6G networks. The strategic application of
these methodologies not only contributes to the sustainable evolution of wireless
networks but also sets a precedent for future research to optimize the emerging
infrastructure of the digital era. By addressing the intricate balance between
technological advancement and environmental stewardship, this work elaborates
on the development of next-generation networks that are not only high-performing
but also sustainable.

Keywords - next-generation networks, energy efficiency, multi-objective optimization,
network management.





Resumen
En el panorama en constante evolución de las tecnologías de comunicación inalámbrica,
esta tesis tiene como objetivo mejorar la eficiencia energética de las redes ultra-densas
5G/6G mediante la implementación de técnicas avanzadas en algoritmos evolutivos
multiobjetivo (MOEAs, por sus siglas en inglés). En medio del impulso global hacia la
digitalización, catalizado por el despliegue de las tecnologías 5G y la anticipación de
las tecnologías 6G, esta investigación aborda el doble desafío de satisfacer la creciente
demanda de un rendimiento de la red cada vez mayor, minimizando al mismo tiempo el
impacto ambiental. Centrado en el problema crítico del apagado de celdas (CSO), este
estudio aborda las complejidades de la optimización de redes, enfatizando la reducción
del consumo de energía sin comprometer su rendimiento. Un aspecto fundamental
en esta tesis es la exploración del landscape del problema CSO, significativamente
influenciado por la heterogeneidad espacial del tráfico. A través de un análisis
detallado, se ha descubierto que la diversidad en la heterogeneidad tráfico no solo
simplifica el espacio de búsqueda (landscape) del problema de optimización, sino que
también amplifica la eficacia de las búsquedas algorítmicas. Una contribución novedosa
de esta tesis es el desarrollo de operadores de búsqueda especializados, informados por
un conocimiento detallado del landscape, mejorando así la capacidad de los MOEAs
para identificar soluciones más cercanas al frente óptimo de Pareto. Este trabajo va
más allá de los enfoques tradicionales, integrando operadores específicos del problema
en MOEAs, ampliando así los límites en la optimización del consumdo energético de la
red. La evidencia empírica subraya la superioridad de estos operadores especializados
para refinar estrategias de búsqueda, conduciendo a avances significativos en eficiencia
energética. Adicionalmente, esta tesis extiende su ámbito para abordar otros desafíos
dentro del dominio 5G/6G a través de una metodología novedosa para analizar y
clasificar flujos de red utilizando L-momentos, lo que demuestra la versatilidad y
aplicabilidad de técnicas de optimización en contextos de gestión de redes más amplios.
En conclusión, los resultados de esta tesis subrayan el papel crítico de las técnicas
de optimización avanzadas en MOEAs para mejorar la eficiencia energética en las
redes 5G/6G. La aplicación estratégica de estas metodologías no solo contribuye
a la evolución sostenible de las redes inalámbricas sino que también establece un
precedente para futuras investigaciones que tienen como objeto optimizar la creciente
infraestructura tecnológica de la era digital. Al abordar el equilibrio siempre complejo
entre el avance tecnológico y la gestión medioambiental, este trabajo aborda un
aspecto fundamental para el desarrollo de redes de próxima generación que no solo
son de alto rendimiento, sino también sostenibles.

Palabras clave - redes de próxima generación, eficiencia energética, optimización
multiobjetivo, gestión de red.
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1
Introduction

This chapter explores the background and motivation of the thesis, focusing
on the evolution of 5G/6G networks, the urgent need for sustainability, and
the exploration of advanced optimization techniques that remain unexplored
in the existing literature. Detailed objectives are outlined to harness these
domain information-based optimization strategies to boost energy efficiency in
next-generation networks. Furthermore, it highlights tangible outcomes and
collaborative milestones achieved, including published articles, communications
at conferences, and a pivotal research stay, painting a comprehensive picture of
the academic journey undertaken.
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1.3 Thesis Results & Research Collaborations . . . . . . 6



2 1. Introduction

1.1 Background & Motivation

The relentless evolution of wireless communication technologies has been a
cornerstone of modern society shaping, enabling an interconnected world where
digital interactions are seamless and ubiquitous [1,2]. This journey, which spans
from the inception of the first generation to the advent of the fifth generation
of mobile communications (5G) and the horizon of the sixth generation (6G),
illustrates a continuous innovation trajectory aimed at meeting the ever-growing
demands for improved connectivity [3,4]. Each leap forward has been motivated
by the quest to support a broader range of use cases, from high-definition video
streaming and virtual reality applications [5] to critical communications for
autonomous vehicles and industrial automation [6], all demanding higher data
rates, lower latency, and more reliable connections.

With an unprecedented technological revolution, the ever-increasing deployment
of 5G [7] and the conceptualization of 6G networks are poised to redefine global
communications [8]. As we navigate this new era, the emphasis shifts not
only towards improving technological capabilities but also towards ensuring
the environmental sustainability of these advanced networks [9]. The surge
in global mobile data traffic, which now has volumes significantly higher than
those seen in the previous decade, accentuates the critical need to mitigate
the ecological footprint of this rapid expansion [10]. The rollout of 5G and its
advanced iterations, which are expected to cover a considerable share of global
subscriptions, is challenged by the dual objectives of delivering unparalleled
performance and drastically reducing power consumption [11]. This effort aligns
with the global initiative to reduce carbon emissions, which aims to alleviate
the impacts of climate change. By 2027, 5G is projected to represent 49% of
global subscriptions [12], promising data rates 13 times higher than current
mobile connections by 2023, with speeds reaching 575 Mbps [13], sub-1 ms
latencies, and support for more than a million devices per km2. Achievement
of such high performance to reduce 90% power consumption is crucial for the
sustainability of this next-generation communication systems [14].

To meet the demanding design and performance requirements of next-generation
networks, three main paradigms have been identified [15]: (i) using
millimeter-wave spectrum (mmWave) to enable larger bandwidths, (ii)
improving spectral efficiency through multi-antenna transmission (including
massive and collaborative MIMO techniques), and (iii) increasing spatial reuse
by densifying the network [16] both horizontally (in streets and hotspots)
and vertically (within buildings such as apartments and offices) [17]. The
expected use cases for 6G will require bandwidths that push the adoption of the
mmWave spectrum [18], with wavelengths from 10 millimeters at 30 GHz to 1
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millimeter at 300 GHz. A significant number of antennas are required at these
frequencies to counteract propagation losses, considering the small dimensions
of the antennas at such high frequencies [19]. Integrating massive MIMO with
mmWave technology combines the benefits of extensive mmWave bandwidth
and the gains from massive MIMO antenna arrays, thus allowing access to
the 30-300 GHz bands and significantly enhancing spectral efficiency [20].
Moreover, this underscores the necessity for ultra-dense networks (UDNs), as
transmitting at higher frequencies entails smaller coverage cells to overcome
channel challenges such as blocking and path loss. Consequently, the main idea
behind UDNs is to position access nodes as close to the end-users as possible,
thereby enhancing connectivity and network performance. Figure 1.1 shows a
heterogeneous UDN that showcases coverage cells: blue cells are generated by
macro and micro BSs operating at sub-6GHz frequencies for broader coverage
with primary backup roles, ensuring that no User Equipment (UE) remains
unserviced. In contrast, green cells represent small base stations (SBSs) that
utilize mmWave spectrum frequencies, focused on delivering superior network
performance despite facing significant propagation losses or blockages.

Macro and Micro Base Stations

Small Base Stations

User Equipment

Wireless link

Figure 1.1: An example of a UDN.

In the context of these ambitious goals, the mobile network industry, a notable
contributor to global CO2 emissions [10] that represent approximately 0.4%
of total emissions per year [21], is charged with innovating energy-efficient
solutions. Highlighted as the segment with the highest energy consumption, the
Radio Access Network (RAN) represents 56% of the total energy consumption of
the network [22], highlighting the need for energy optimization at base stations,
crucial for signal transmission and reception. Despite the improvement in the
energy efficiency of 5G by 90% over LTE [23], releases 18 and 19 introduce
adaptations to further energy savings during variable traffic loads. Consequently,
recent standards and research initiatives aim to incorporate energy-saving
measures into 5G and 6G, to significantly improve energy efficiency relative to
traffic volume [24,25].

Recent research initiatives have thoroughly investigated the advantages of
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techniques aimed at saving energy within mobile networks. In particular,
strategies such as micro-discontinuous transmission have been recognized
for their potential to significantly reduce energy consumption [26–29]. This
technique allows BSs to deactivate their power amplifiers for durations of at
least one symbol, which is particularly beneficial under conditions of low user
plane load, where predominantly control signals are transmitted. This method,
alongside others discussed in various studies, underscores the critical balance
between reducing energy use and maintaining essential network functionality.
Furthermore, the literature reveals that optimizing the number of active antenna
elements and their associated radio frequency (RF) components during periods
of reduced traffic can prevent unnecessary energy expenditure [30–32]. However,
the challenge arises in determining the optimal configuration that ensures energy
savings without compromising the coverage and capacity of the network. It is
a delicate balance to strike, as reducing the number of active RF components
directly influences energy consumption, but can also inadvertently affect cell
coverage and capacity.

In addition to individual cell energy management, comprehensive strategies
have been explored for managing the energy consumption of serving cells as a
whole. These include selective deactivation or transition of specific cells to sleep
mode during times of low traffic demand, using advanced spatio-temporal traffic
prediction models and sophisticated optimization techniques [33–36]. Such
strategies aim to optimize network performance by adjusting the operational
status of cells based on anticipated traffic patterns, thus achieving considerable
energy savings. However, the implementation of these Cell Switch-Off (CSO)
strategies in operational networks introduces complexities, primarily due to the
intricate optimization challenges involved. Unique attributes of each cell, such as
traffic load, coverage area, user quality of service (QoS) requirements, and power
consumption, must be considered to design an effective CSO strategy. The
inherent complexity of this optimization problem, classified as NP-complete [37],
poses significant obstacles to finding optimal solutions in feasible computational
times, highlighting ongoing challenges and the need for innovative approaches
in the search for energy-efficient mobile networks.

The CSO problem has been extensively explored within the realms of
mathematics, optimization, and artificial intelligence, including approaches such
as clustering [38–40] and game theory [41]. Although exact techniques have been
applied to this decision-making problem [42,43], the NP-complete computational
complexity renders it impractical for larger scenarios. Consequently,
heuristics [44–46] and metaheuristics [47, 48], both single [49, 50] and
multi-objective [51, 52], have also been proposed to obtain acceptable solutions
in reasonable computational times. However, these efforts have focused mainly
on employing canonical versions of various metaheuristics without venturing
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into more innovative or adapted versions specifically tailored for the CSO
challenge.

In the field of multi-objective optimization using metaheuristics, numerous
advanced techniques have emerged to enhance the efficiency and effectiveness of
algorithmic search processes, such as tabu search [53], simulated annealing [54]
and machine learning (ML) in metaheuristics [55]. This thesis focuses on two
crucial techniques to understand the fundamentals of the CSO problem. First,
exploratory landscape analysis (ELA) [56] is used to characterize and analyze the
landscapes of optimization problems. Quantitatively assesses the search space
without solving the optimization problem, providing insight into the topology of
the landscape, such as the presence of multiple local optima and the structure
of attraction basins. Second, the hybridization of metaheuristics [57] with
problem-specific search operators informed by ELA insights. These operators
aim to modify the landscape based on problem characteristics, facilitating more
efficient exploration compared to generic operators. Therefore, hybridization
improves solutions by adjusting decision variables based on expert knowledge
about the problem.

1.2 Objectives & Research Methodology

In the context of the critical need for energy savings in 5G/6G networks
and the untapped potential for advanced optimization not covered in existing
literature, the main objective of this thesis is to explore and introduce advanced
optimization techniques for enhancing energy efficiency within ultra-dense
5G/6G networks by utilizing multi-objective evolutionary algorithms. This
overarching goal is further delineated into detailed objectives, each designed to
tackle specific aspects of the energy optimization challenge. These objectives
aim to methodically address the various dimensions and complexities involved
in optimizing network energy efficiency, thus contributing to the development
of more sustainable next-generation wireless communication systems. Through
a structured approach, this thesis aims to explore advanced optimization
techniques to push the limits of current technologies and propose solutions that
improve existing practices in network energy management. In this regard, the
specific objectives derived from the main one are as follows:

O1. Study the impact of traffic spatial heterogeneity in the CSO
problem landscape. Understanding the problem landscape is crucial
to proposing advanced optimization techniques. The landscape of a
problem provides valuable information on how MOEAs should approach
the search for better solutions. In this context, the analysis of the problem
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landscape of CSO and its impact due to the deployments of SBSs and
UEs is proposed as an objective of this thesis.

O2. Design problem-specific operators to improve metaheuristic
searches. Building on the conclusions drawn from the analysis of the
landscape of the previous objective, designing problem-specific operators
that take advantage of this information is proposed as the second objective
of this thesis. These operators will enable the use of the problem-specific
knowledge acquired to enhance the search capabilities of the algorithms.

O3. Extending gained expertise to other problems in the field of
5G/6G networks. Extrapolating the experience gained from addressing
the CSO problem to another challenge within the 5G/6G networks domain,
specifically towards a proposed methodology for analyzing and classifying
network flows.

To successfully achieve the proposed objectives, a methodology based on the
state-of-the-art review of the CSO problem was adopted. This approach focused
specifically on advanced optimization techniques in metaheuristics applied to
energy savings in 5G/6G, while also considering other exact and heuristic
methods. This review highlighted the limited research surrounding the use
of advanced optimization techniques with multi-objective metaheuristics in
addressing the problem.

1.3 Thesis Results & Research Collaborations

This section presents the outcomes of the research conducted in this thesis
and the collaborations with other researchers throughout the doctoral stage.
The research results and contributions of this thesis are encapsulated in the
following publications, which collectively support the thesis as a compendium
of publications:

[J1] J. Galeano-Brajones, F. Luna-Valero, J. Carmona-Murillo, Antonio
J. Nebro, Carlos A. Coello Coello, and J. F. Valenzuela-Valdés,
“Landscape-Enabled Algorithmic Design for the Cell Switch-Off Problem
in 5G Ultra-Dense Networks,” accepted in Engineering Optimization,
2024. Journal Impact Factor: 2.7 (Q2)

[J2] J. Galeano-Brajones, F. Luna-Valero, J. Carmona-Murillo, P. H. Z.
Cano, and J. F. Valenzuela-Valdés, “Designing problem-specific operators
for solving the Cell Switch-Off problem in ultra-dense 5G networks with
hybrid MOEAs,” Swarm and Evolutionary Computation, vol. 78, p.
101290, 2023. Journal Impact Factor: 10.0 (D1)
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[J3] J. Galeano-Brajones, M. I. Chidean, F. Luna, and J. Carmona-Murillo,
“A novel approach for flow analysis in software-based networks using
L-moments theory,” Computer Communications, vol. 201, pp. 116–122,
2023. Journal Impact Factor: 6.0 (Q1)

Furthermore, the research line followed in this thesis has led to a collaboration
with the Wireless Communication Networks Section of the Department of
Electronic Systems at Aalborg University (AAU) and Nokia Bell Labs through
a three-month research stay in Aalborg, Denmark, in 2023. Nokia is keenly
interested in providing energy-saving solutions for 5G/6G networks to achieve
zero-emissions mobile networks. In this context, the research stay aimed
to merge the interests of both parties by applying the academic knowledge
from this thesis to a Nokia-proprietary 3D-map-based radio planner, which
incorporates realistic propagation models designed by the company.

In addition to journal articles, several communications related to the thesis
content have also been presented or submitted at various national and
international conferences:

[C1] J. Galeano-Brajones, J. J. Rico Palomo, M. I. Chidean, and J.
Carmona-Murillo, “Detección de ataques de red mediante clasificación de
flujos empleando L-momentos,” in XV Jornadas de Ingeniería Telemática,
pp. 196–203, 2021.

[C2] A. Quiñones-Garcıa, J. Galeano-Brajones, P. H. Zapata-Cano, F.
Luna-Valero, J. Carmona-Murillo, and J. F. Valenzuela-Valdés, “El efecto
de la multiconectividad en el problema del apagado selectivo de redes 5G
ultradensas,” in XIV Congreso Español De Metaheurísticas, Algoritmos
Evolutivos y Bioinspirados, pp. 446–451, 2021.

[C3] J. J. Espinosa-Martínez, J. Galeano-Brajones, J. Carmona-Murillo,
and F. Luna, “Binary Particle Swarm Optimization for Selective Cell
Switch-Off in Ultra-Dense 5G Networks,” in International Conference on
Swarm Intelligence, pp. 275–283, Springer, 2022.

[C4] J. Galeano-Brajones, M. I. Chidean, F. Luna, and J. Carmona-Murillo,
“Explorando los L-momentos de orden superior en el análisis y clasificacion
de flujos de red,” in XVI Jornadas de Ingeniería Telemática, pp. 43–46,
2023.

[C5] J. Galeano-Brajones, Carlos Pupiales, Daniela Laselva, J.
Carmona-Murillo, and Francisco Luna, “Applying Evolutionary
Algorithms for Cell Switch-Off to Reduce Network Energy
Consumption,” submitted to IEEE 99th Vehicular Technology
Conference (VTC2024-Spring), 2024.



8 1. Introduction

Furthermore, in addition to the work carried out in this thesis, the need to meet
the objectives of the research projects in which participation occurred has led to
conducting research in another area related to cybersecurity in software-defined
networks (SDN):

[J4] J. Galeano-Brajones, J. Carmona-Murillo, J. F. Valenzuela-Valdés,
and F. Luna-Valero, “Detection and mitigation of DoS and DDoS attacks
in IoT-based stateful SDN: An experimental approach,” Sensors, vol. 20,
no. 3, p. 816, 2020.

[C6] J. Galeano-Brajones, D. Cortés-Polo, J. F. Valenzuela-Valdés, A.
M. Mora, and J. Carmona-Murillo, “Detection and mitigation of DoS
attacks in SDN. An experimental approach,” in 2019 Sixth International
Conference on Internet of Things: Systems, Management and Security
(IOTSMS), pp. 575–580, IEEE, 2019.

Finally, the doctoral stage has also been worthwhile in establishing connections
with other researchers and collaborating on their research lines:

[J5] J. J. Rico-Palomo, J. Galeano-Brajones, D. Cortes-Polo, J. F.
Valenzuela-Valdes, and J. Carmona-Murillo, “Chained orchestrator
algorithm for ran-slicing resource management: A contribution to
ultra-reliable 6G communications,” IEEE Access, vol. 10, p. 113662,
2022.

[J6] A. J. Nebro, J. Galeano-Brajones, F. Luna, and C. A. Coello Coello,
“Is NSGA-II Ready for Large-Scale Multi-Objective Optimization?,”
Mathematical and Computational Applications, vol. 27, no. 6, p. 103,
2022.

[J7] M. Domínguez-Dorado, D. Cortés-Polo, J. Carmona-Murillo, F. J.
Rodríguez-Pérez, and J. Galeano-Brajones, “Fast, lightweight, and
efficient cybersecurity optimization for tactical–operational management,”
Applied Sciences, vol. 13, no. 10, p. 6327, 2023.

[J8] M. Domínguez-Dorado, J. Calle-Cancho, J. Galeano-Brajones, F.-J.
Rodríguez-Pérez, and D. Cortés-Polo, “Detection and mitigation of
security threats using virtualized network functions in software-defined
networks,” Applied Sciences, vol. 14, no. 1, p. 374, 2023.

[J9] M. Domínguez-Dorado, F. J. Rodríguez-Pérez, J. Galeano-Brajones, J.
Calle-Cancho, and D. Cortés-Polo, “Fleco: A tool to boost the adoption
of holistic cybersecurity management,” Software Impacts, p. 100614,
2024.



1.3. Thesis Results & Research Collaborations 9

[J10] J. Calle-Cancho, C. Cruz-Carrasco, D. Cortés-Polo, J.
Galeano-Brajones, and J. Carmona-Murillo, “Enhancing
programmability in next-generation networks: An innovative simulation
approach,” Electronics, vol. 13, no. 3, p. 532, 2024.

[J11] Diego Rossit, Francisco Luna Valero, Jesús Galeano-Brajones,
Javier Carmona-Murillo, “Efficient linear and quadratic approximation
models for the cell switch-off optimization problem in ultra-dense
networks”, submitted to International Journal of Industrial Engineering
Computations, 2024.

[C7] I. García-Aguilar, J. Galeano-Brajones, F. Luna-Valero, J.
Carmona-Murillo, and J. D. Fernández-Rodríguez, “Prediction of
Optimal Locations for 5G Base Stations in Urban Environments using
Neural Networks and Satellite Image Analysis”, submitted to 10th
International Work-Conference on the Interplay Between Natural and
Artificial Computation (IWINAC 2024), 2024.





2
Exploratory Landscape

Analysis
This chapter contains two key articles that dive into the landscape of optimizing
the CSO problem for energy efficiency in 5G/6G networks to meet objective
O1. The first article tackles the CSO issue from a multi-objective optimization
standpoint, particularly focusing on the impact of spatial demand heterogeneity
in networks and proposing a local search operator to enhance metaheuristic
efficiency. The second article addresses the landscape of the CSO problem
using a constrained distributed multi-objective evolutionary algorithm alongside
a 3D-maps-based radio planner simulator to optimize CSO decisions.
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2.1 Landscape-Enabled Algorithmic Design

This paper examines how the heterogeneity of spatial network demands
influences the multi-objective optimization landscape, proposing a novel
landscape-enabled local search operator to navigate the CSO landscape
effectively. This approach deepens our understanding of the complexity of
the CSO problem and demonstrates the potential to significantly enhance the
efficiency of metaheuristic algorithms in minimizing the power consumption of
the network.
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Abstract

The rapid evolution of mobile communications, notably the fifth
generation (5G) and research-stage sixth (6G), highlights the need
for numerous heterogeneous base stations to meet high demands.
However, the deployment of many base stations entails a high energy
cost, which contradicts the concept of green networks promoted
by next-generation networks. The Cell Switch-Off (CSO) problem
addresses this by aiming to reduce energy consumption in ultra-dense
networks without compromising service quality. This article explores
the CSO problem from a multi-objective optimization perspective,
focusing on how spatial network demand heterogeneity affects the
multi-objective landscape of the problem. In addition to the deep

1



landscape understanding, it introduces a local search operator designed
to exploit these landscape characteristics, improving the multi-objective
efficiency of metaheuristics. The results indicate that increasing
heterogeneity simplifies the exploration of the problem space, with
the operator achieving closer approximations to the Pareto front,
particularly in minimizing network power consumption.

Keywords: exploratory landscape analysis, multi-objective optimization,
metaheuristics, energy efficiency, 5G
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1 Introduction

Wireless communication technologies are under constant evolution motivated
by use cases and application scenarios that require ever-increasing performance.
From the first generation to the fifth (5G) [1], these technologies have operated
at higher frequency bands, larger bandwidths, and higher data rates, providing
users with enhanced quality of experience. Indeed, even before the first
5G networks were commercialized in 2019 and also coinciding with the
5G standardization [2], industry, academia, and standards organizations
have begun to research the sixth generation (6G) of wireless communication
systems [3, 4]. Among the key enabling technologies already established for
5G [5], the deployment of a large number of heterogeneous small base stations
(SBSs) to increase the spatial reuse of the spectrum is key to improving the
network capacity to meet the expected system performance [6]. These are
known as ultra-dense networks (UDNs) [7, 8], and are still one of the key
development trends for 6G [9, 3].

In this context, both environmental sustainability and operational
expenditures are two major issues in Information and Communication
Technologies (ICT) [10] in general, and in 5G/6G UDNs in particular [11, 12],
as base stations account for 60% to 80% of the power consumption of
the cellular network [13] and more than 1000 BS/km2 are expected to be
deployed [7, 6]. This is especially critical in periods of low or no traffic
demands, when most of the SBSs are not serving any user. In these scenarios,
either switching off or entering SBSs into sleep mode has been proposed as a
useful strategy to enhance energy efficiency [14], which has even been included
in the releases of standard bodies [15, 2]. The decision task of selecting which
SBSs have to be deactivated has been approached in the literature from
different perspectives such as clustering [16, 17], game theory [18] or, more
recently, machine learning techniques [19, 20, 21]. This decision problem
has also been formulated as a combinatorial optimization problem, named
Cell Switch Off (CSO) [22], which is known to be NP-complete [23]. All
different flavors of the CSO problem, in either their static [24] or dynamic [25]
versions, must consider not only reducing the UDN energy consumption
(trivially solved by deactivating all SBSs) but also any key performance
indicator (KPI) of the user Quality of Service (QoS). The CSO problem
has been addressed with exact [26, 27], heuristic [28, 29] and metaheuristic
techniques [30], using a single [31, 32] vs. multi-objective [33] approaches.
This work falls into the latter research domain, where compromise solutions
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between energy consumption and network capacity are sought [34, 35, 36],
but aims to deepen the characterization of the multi-objective landscape of
the CSO problem to obtain a fundamental understanding of its difficulty
and design improved search strategies. Given the nature of CSO, it can be
considered as a large-scale sparse multi-objective combinatorial optimization
problem [37] because many SBSs can be deactivated when traffic demand is
low.

This work has its roots in the seminal work on multi-objective
combinatorial landscape analysis by Liefooghe et al. [38], extending the
study from multi-objective NK-landscapes to the CSO problem. It aims at
gaining insights into how two major problem descriptors, namely the spatial
distribution of both the network infrastructure (i.e., SBSs) and the traffic
demand (i.e., user equipments, UEs), impact the problem landscape and,
hence, the difficulty for multi-objective metaheuristics to address it properly.
To the best of our knowledge, this is the first time a study of the CSO
problem has been undertaken. Other features considered to characterize the
CSO landscape are a set of several black-box local measures that have been
estimated from a sample of solutions [39] and computed over the smallest
instances tackled in previous works, which have more than 1000 decision
variables (the LL scenarios in [36]). As the work pursues realistic settings,
global measures have been avoided because they require a full enumeration of
the solution space, such as the proportion of Pareto optimal solutions [38],
which is not computationally affordable in the context of this optimization
problem.

Experiments were conducted over a set of 800 instances with different
levels of network densification (i.e., the number of SBSs and UEs per km2) and
different degrees of non-uniformity in the SBSs and UE locations throughout
the wireless network (i.e., heterogeneity in spatial traffic demand) [40]. We
have been able to provide empirical evidence indicating that, according to the
exploratory landscape analysis, as long as SBSs and UEs get closer among
them (higher non-uniform spatial distribution), the CSO problem becomes
easier to solve. On the basis of these results, a novel local search operator
that takes advantage of this severity in the heterogeneity of traffic demands
has been devised. In order to show its effectiveness, we have generated a new
set of instances in which the network is partitioned into several regions, each
with different levels of traffic heterogeneity (see Figure 1). In summary, the
main contributions of this work are as follows:
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Figure 1: A wireless network with several regions, each one having a different level
of non-uniformity in the spatial distribution of the traffic demands. The grey point
represents users of the network, the icon denotes social attractors, and the
denotes an SBS that includes sectors and cells.

• This is the very first time in which a multi-objective exploratory
landscape analysis on a realistic problem like the CSO is carried out.
This has required a huge amount of computational effort as realistic
instances have been considered for the landscape sampling to capture
the inherent problem characteristics.

• A novel landscape-aware local search operator has been engineered to
capitalize on previous findings.

• Extensive experiments have been carried out to show empirical evidence
of the effectiveness of the newly developed operator.

The rest of the paper is organized as follows. Section 2 outlines the
background of this work, defining the CSO problem and the tools used for
landscape characterization. Section 3 delves deeply into the analysis of the
exploratory landscape analysis of the CSO problem. Then, Section 4 defines
the landscape-aware local search operator proposed. Section 5 presents the
findings on landscape explorability with respect to heterogeneity and the
landscape-aware operator. Finally, Section 6 summarizes the conclusions
reached and outlines some future research directions.
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2 Background

2.1 The CSO Problem

This section provides the reader with the background related to this work.
First, the CSO problem is described, beginning with the modeling of the
ultra-dense 5G network, the strategy for user and base station deployment,
and the formulation of the problem objectives. Then, the characterization of
multi-objective landscapes is outlined.

2.1.1 Network Modeling

The foundation of network modeling is based on that used in previous research
(see Section 3 of [36]). For this reason, we have decided to move the complete
modeling to Appendix A of this article, limiting ourselves to describing the
modifications made in this section.

Regarding the UE-cell association, two modifications have been made to
the modeling. First, in previous work, the association was based on the highest
SINR (Signal-to-Interference-plus-Noise Ratio) received by the UE. Since
interferences are largely mitigated and can be disregarded due to intelligent
frequency reuse [41, 42], this article opts instead for the use of the SNR
(Signal-to-Noise Ratio). Therefore, the SNR in UE k is defined as follows:

SNRk[dB] = Prx,j,k[dBm]− Pn[dBm] (1)

where Prx,j,k represents the signal power received by UE k from cell j, and
Pn denotes the noise power (Equation A.5).

Second, the allocation mechanism adapted in this work is based on the
theoretical maximum capacity that can be offered to the UE, assuming that
the cell has no associated UEs and can dedicate its entire bandwidth to the
UE. This mechanism encourages the association of UEs with smaller cells
and higher working frequencies, which in turn provide greater capacity while
inducing lower consumption.

2.1.2 Deployment Strategy

It is common to find scientific literature where Poisson Point Processes (PPP)
are used for the deployment of BSs and/or UEs in mobile networks. This is
because PPPs provide a simple mathematical model to represent the random
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and spatial distribution in deployments. Additionally, they are useful because
the locations of both BSs and UEs in the real world can be quite random
and scattered. The PPP model can be extended or modified to accommodate
additional network features, such as UEs clustering or spatial correlations,
providing a good balance between accuracy and complexity.

In this sense, Mirahsan et al. [40] propose to overcome the limitations
of PPPs through a heterogeneous spatial model that allows statistical
adjustments. The model tweaks two statistical parameters related to the
distribution of UEs: the coefficient of variation of a distance measure between
UEs and the correlation coefficient between the locations of UEs and BSs.
This model is suggested for heterogeneous wireless cellular networks (HetNets)
to demonstrate the impact of heterogeneous and correlated traffic with BSs
on network performance.

Based on this model, the deployment process used is described as follows.

1. Deployment of BSs and UEs. First, the deployment of BSs and UEs is
carried out following a PPP.

2. Deployment of social attractors (SAs). Subsequently, SAs are deployed
randomly in the scenario. These SAs represent real-world points of
interest for UEs, such as central streets, shopping centers, etc.

3. Adjustment of the location of SAs. Each SA is moved towards its nearest
BS in terms of received power, by a factor of α ∈ [0, 1]. Therefore, the
new location of the i-th SA is as follows:

SAnew
i = α BSSAi

+ (1− α) SAold
i (2)

where SAnew
i is the new location of the SA, SAold

i is the initial location,
and BSSAi

is the BS from which SA receives the highest power.

4. Adjustment of the locations of the UEs. With the SAs relocated, each
UE is moved towards its nearest SA in terms of Euclidean distance, by
a factor β. Consequently, the new location of i-th UE is:

UEnew
i = β SAUEi

+ (1− β) UEold
i (3)

where UEnew
i is the new location of the UE, UEold

i the initial location,
and SAUEi

is the closest SA. This approach of UEs moving towards
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SAs can lead to some areas of the network becoming devoid of UEs.
This implies that the distribution of UEs does not change; it simply
contracts towards the SAs. To address this problem, the authors of [40]
modify the value of β, shifting from a fixed value to modeling it as a
random variable β ∼ N (µβ, σβ), where µβ is the mean of β and σβ is
defined as σβ = (0.5− |µβ − 0.5|)/3 to minimize the probability that β
falls outside [0, 1]. Thus, instead of moving all UEs towards the SAs by
a fixed value, the amount of movement is varied according to a normal
distribution, which aids in maintaining a more uniform distribution of
UEs across the scenario and preventing areas without UEs.

Consequently, by modifying the factors α and β, the spatial distribution of
the UEs can be altered in the scenario. This distribution alteration is visible
in Figure 2. The figure illustrates the deployments for combinations of α and
β that arise from all combinations of values [0.0, 0.3, 0.6, 0.9]. Moving to the
right implies an increase in the value of β, while moving down indicates an
increase in α. Furthermore, each combination of α and β entails limits on the
maximum values of the two problem objectives, since a higher concentration
of UEs near SBSs will concentrate allocations in a smaller number of cells,
thereby resulting in lower consumption, since more cells can be switched off,
and lower capacity as the bandwidth is shared among more UEs.

2.1.3 Problem Objectives

Let B be the set of SBSs deployed by a PPP and Cb the set of cells in SBS
b, for every b ∈ B. A CSO solution is represented as a bitstring s, where sbc
indicates whether the cell c in SBS b is active or not. The first objective,
minimizing Power Consumption (PC), is achieved as follows:

min fPC(s) =
∑

b∈B
Pb

∑

c∈Cb
sbc (4)

where Pb represents the power consumption of SBS b (as detailed in Eq. A.8).
It is important to note that Pb includes both the transmission power of each
cell c within Cb and the maintenance power.

Next, to calculate the total capacity of the system, the UEs initially
associate themselves with the active cell, providing them with the highest
theoretical capacity. Let U be the set of UEs, also deployed by a PPP, C
the complete set of cells within B, and A(s) ∈ (0, 1)|U|×|C| the matrix where
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Figure 2: Deployments of UEs and SBSs for combinations of α and β resulting
from combining the values 0.0, 0.3, 0.6, and 0.9 for each parameter. In the matrix,
moving down the rows indicates an increase in α, while moving to the right in the
columns implies an increase in β [40].

aij = 1 if sj = 1 and cell j serves the UE i with the highest theoretical
capacity, and aij = 0 otherwise. The second objective, which is to maximize
the total capacity (Cap) provided to all UEs, is calculated as follows:

max fCap(s) =
∑

c∈C
min(Ccumulative

c (s), Cmax
c ) (5)
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Ccumulative
c (s) =

|U|∑

i=1

|C|∑

j=1

sj · aij · Cj
i (6)

where Ccumulative
c (s) is the cumulative capacity that cell c ∈ C provides to the

UEs in the scenario. Cmax
c represents the maximum capacity that cell c can

offer, calculated assuming an SNR = 25 dB. Cj
i denotes the capacity that cell

j provides to UE i (as detailed in Eq. A.6). The term min(Ccumulative
c (s), Cmax

c )
ensures that capacities that exceed the maximum capacity threshold set in
cells are not added to the capacity objective. It is crucial to note that the
two objectives of the problem conflict: turning off cells leads to reduced
network consumption but also affects the capacity provided to UEs. This
conflict occurs because the switching off of cells increases the UE-cell distance
(leading to higher propagation losses) and decreases the available bandwidth
for serving the UEs.

It is also crucial to note the assumption that there is always a macrocell
on in the scenario to prevent UEs from losing service. This macro cell is not
included in the calculations of the objectives of the problem because the goal
is to optimize the ultra-dense heterogeneous network. This provision ensures
that, despite efforts to conserve energy by switching off certain cells, the
fundamental service provision of the network (its capacity to connect UEs) is
preserved, aligning with the core objective of balancing energy efficiency with
service quality in ultra-dense network environments.

2.2 Multi-Objective Landscape Characterization

This section briefly describes the multi-objective landscape features that are
the basis of this work, which can be categorized into global and local features,
as defined in [38], and how they are measured. On the one hand, global
features require enumerating the entire search space to be computed. They
include, for example, the proportion of Pareto optimal solutions, the distance
among them, their connectedness, etc. Given the context of our problem, set
within a realistic scenario where the smallest instance of interest contains
over 1000 binary decision variables, these characteristics become impractical.
On the other hand, local features are computed from the neighborhood of a
sample of solutions and make the numerical effort affordable.

Before going into the details of the particular measures used, it is important
to describe how sampling is performed. As defined in the previous section, a
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solution to the CSO problem is a binary string, and for such a representation,
we have used a neighborhood structure at a Hamming distance of 1. Therefore,
sampling is a walk over such an induced landscape, defined as an ordered
sequence of solutions (x0, x1, ..., xl), such that xt is neighbor of xt−1 [43]. Walks
can be either random when neighbors are selected randomly at each step,
or adaptive when an improved neighbor is required for the walk to continue.
Random walks enable the computation of the first autocorrelation coefficient,
which is a measure that characterizes the ruggedness of the landscape (the
larger, the smoother) [43, 44]. This autocorrelation measure does not make
sense in adaptive walks, as the solutions are better at each step. Finally,
while the length of a random walk, l, is defined in advance, for adaptive walks,
this measure is the number of steps until the walk gets trapped in a local
optimum.

3 Landscape Analysis of the CSO Problem

This section outlines the landscape features and descriptors of the CSO
problem used in this study, as well as the experimental setup that includes
the preliminary studies and the correlations obtained.

3.1 Landscape Features

Before describing the experimental setup, it is crucial to thoroughly
understand each of the landscape features used in this study and the
descriptors of the CSO problem. Table 2 contains the nomenclature for
each feature or descriptor, a brief description, and, where applicable, the
reference to the work from which it was derived.

Regarding the problem descriptors, two proximity factors can be shown.
As detailed in Section 2.1.2, the first is the proximity factor of each SA to the
closest SBS, denoted as α, and the second is the proximity factor of each UE
to its closest SA, denoted as β. These descriptors are fundamental for the
subsequent discussion of the correlations and the design of the landscape-aware
local search operator.

Following the problem descriptors in Table 2, we can show the local
landscape features classified into three types: those related to the hypervolume
indicator (HV) [45], Pareto dominance, and the solutions. The first two
types are based on the work of Liefooghe et al. [38], while the last type is
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predominantly a contribution of this study. It is important to note that,
as detailed in Section 2.2, obtaining the correlation between the objectives
and the autocorrelation coefficients is not useful for adaptive walks. HV
is a Pareto-compliant quality indicator widely used in the multi-objective
community because it is able to gather information about the convergence
and diversity of non-dominated solutions among the approximations to the
Pareto front in one scalar value. It is computed by summing up the volume
in the objective space enclosed by a given set of the non-dominated solutions.
The higher the HV, the better.

Regarding the HV, three features are identified: hv avg, hvd avg, and
nhv avg. The first feature provides information on the average HV of the
solutions in the walk, the second gives the average HV difference between the
solutions of the walk and those of each neighborhood, and the last indicates
the average HV of each neighborhood. Moreover, from random walks, we can
also obtain the first autocorrelation coefficients (named r1) for these three
features (hv r1, hvd r1, and nhv r1). As explained in Section 2.2, the first
autocorrelation coefficient of features related to HV provides information on
the ruggedness of the landscape. In particular, a strong correlation with hv r1

indicates that local improvements are easily achievable through neighborhood
exploration. This information is crucial for the local improvement strategy
proposed in this article for the CSO problem.

Furthermore, features related to the dominance among the solutions of the
walk and their neighborhoods can be derived, in addition to those associated
with HV. In this sense, we find the proportion of dominated neighbors
(#inf avg), dominating neighbors (#sup avg), and incomparable neighbors
(#inc avg). We also obtain the first autocorrelation coefficients for these
features to observe trends in dominance throughout the random walks.

Among the other features of the solution, some define proportions
(starting with #) and are identified by the type of cell (micro, pico,
or femto) and the type of support structure (SBS, sector, or cell). In
this context, some features define the average proportion of active
structures for microcells (#micro sbs on avg, #micro sector on avg, and
#micro cell on avg), picocells (#pico sbs on avg, #pico sector on avg,
and #pico cell on avg), and femtocells (#femto sbs on avg,
#femto sector on avg, and #femto cell on avg). An SBS and a
sector are considered active if at least one of their cells is active. Furthermore,
the average proportion of UEs allocated to each type of cell is defined
as a descriptor (#micro ue avg, #pico ue avg, and #femto ue avg).
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Furthermore, another defined descriptor is the average distance from each
UE to the nearest cell of each type (micro dist avg, pico dist avg, and
femto dist avg). The features related to the objectives of the problem are
also defined: first, there is an estimation of the correlation between the
objective values obtained from random walks (f cor); second, we obtain
the average values of the objectives from the walk (obj1 avg and obj2 avg)
along with their correlation coefficients (obj1 r1 and obj2 r1). Finally, from
adaptive walks, we can obtain the walk length (walk length) to know the
number of steps needed to reach a Pareto local optima (PLO).

Problem descriptors
α Closeness factor of the SA to the nearest SBS Eq. 2
β Closeness factor of the UE to the nearest SA Eq. 3

Local landscape features related to the HV indicator
hv avg Average single solution’s HV value [38]
hv r1 First autocorrelation coefficient of single solution’s HV value (from random walks) [46]
hvd avg Average single solution’s HV difference value [38]
hvd r1 First autocorrelation coefficient of single solution’s HV difference value (from random walks) [46]
nhv avg Average neighborhood’s HV value [38]
nhv r1 First autocorrelation coefficient of neighborhood’s HV value (from random walks) [38]

Local landscape features related to the Pareto dominance
#inf avg Average proportion of neighbors dominated by the current solution [38]
#inf r1 First autocorrelation coefficient of the proportion of neighbors dominated by the current solution (from random walks) [38]
#sup avg Average proportion of neighbors dominating the current solution [38]
#sup r1 First autocorrelation coefficient of the proportion of neighbors dominating the current solution (from random walks) [38]
#inc avg Average proportion of neighbors incomparable to the current solution [38]
#inc r1 First autocorrelation coefficient of the proportion of neighbors incomparable to the current solution (from random walks) [38]

Features of the solutions
#micro sbs on avg Average proportion of active micro-SBS
#micro sector on avg Average proportion of active micro-sectors
#micro cell on avg Average proportion of active microcells
#pico sbs on avg Average proportion of active micro-SBS
#pico sector on avg Average proportion of active micro-sectors
#pico cell on avg Average proportion of active microcells
#femto sbs on avg Average proportion of active micro-SBS
#femto sector on avg Average proportion of active micro-sectors
#femto cell on avg Average proportion of active microcells
#micro ue avg Average proportion of UEs allocated with microcells
#pico ue avg Average proportion of UEs allocated with picocells
#femto ue avg Average proportion of UEs allocated with femtocells
micro dist avg Average distance from the nearest microcell to the UEs
pico dist avg Average distance from the nearest picocell to the UEs
femto dist avg Average distance from the nearest femtocell to the UEs
f cor Estimated correlation between the objective values (from random walks) [38]
obj1 avg Average single solution’s value of the first objective Eq. 4
obj1 r1 First autocorrelation coefficient of the single solution’s value of the first objective (from random walks)
obj2 avg Average single solution’s value of the second objective Eq. 5
obj2 r1 First autocorrelation coefficient of the single solution’s value of the second objective (from random walks)
walk length Average length of adaptive walks [47]

Table 2: Problem descriptors, multi-objective landscape features, and characteristics
of the solutions considered in this article.
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3.2 Experimental Setup

3.2.1 Preliminary Studies

Given that the CSO problem is a real-world telecommunication challenge, the
computational costs (both memory and computational time) are considerable.
For this reason, before performing the walks, collecting landscape features and
problem descriptors, and calculating correlations, we conducted preliminary
studies to improve efficiency without losing landscape information on the
problem.

As described in Appendix A, we define 9 types of scenarios with different
densities of SBSs and UEs for the problem. Additionally, we used 50 different
random seeds to generate 50 similar instances of the scenario, each consistent
in terms of the densities of SBSs and UEs. Consequently, we dealt with a
total of 450 instances. Therefore, before beginning the exploratory landscape
analysis, we performed consistency tests of the features across the different
density scenarios. This approach allowed us to focus on working with the
50 seeds of the lower-density scenario (that is, the one requiring the smaller
computational resources) so that the conclusions drawn could be extrapolated
to the rest of the 9 scenarios. Following this preliminary study, we concluded
that there were no significant differences in the correlations found across the
nine scenarios. Hence, we decided to focus on the lower-density scenario for
exploratory landscape analysis in this work.

Then, another study was conducted to determine the maximum length
of the random walks. To be consistent with previous works where we used
100000 evaluations as the stopping condition of the algorithms, we decided to
set the walk size to the same number. However, we faced a significant time
challenge: exploring the entire neighborhood at each step of the walk. As
mentioned above, our analysis focused on the lower-density instance, meaning
fewer decision variables. However, considering the landscape analysis required
to evaluate the entire neighborhood at each step of the walk, we would need
to perform roughly about 120 million evaluations per walk, which is unfeasible
for a real-world problem. Consequently, we decided to evaluate if, instead
of exploring the entire neighborhood, we could explore just a portion of it,
which resulted in that we can limit our exploration to 5% of the neighborhood
without losing information in the correlations while achieving a significant
gain in computational time. The selection of which neighbors are explored is
carried out through a random sampling of the complete neighborhood.
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3.2.2 Correlations

In the analysis of landscape characteristics in multi-objective problems,
understanding the interdependencies between different variables is crucial.
For this purpose, the Kendall rank correlation coefficient [48], τ , a robust
and nonparametric statistical measure, is used to quantify the association
between two variables. The coefficient τ is calculated based on the number
of concordant and discordant pairs in the dataset. A data pair is considered
concordant if the observations in both variables maintain the same order;
that is, if one observation is greater than another in one variable, it is also
greater in the other. Conversely, a pair is deemed discordant when the order
of observations in the two variables is opposite. The coefficient τ is calculated
using the formula τ = Nc−Nd√

(N0−N1)(N0−N2)
, where Nc and Nd represent the

number of concordant and discordant pairs, respectively. Here, N0 =
n(n−1)

2
is

the total number of possible pairs in the dataset, with n being the number of
observations. The terms N1 =

∑
ti(ti − 1)/2 and N2 =

∑
ui(ui − 1)/2 adjust

the calculation of the ties within each of the variables, where ti and ui are the
numbers of ties at the ith observation of each variable, respectively. A value
of τ close to 1 indicates a strong positive correlation, while a value close to -1
implies a strong negative correlation. A value around 0 implies no correlation.
This coefficient is particularly useful in our study as it does not assume a
linear relationship between the variables and is resilient to the presence of
outliers.

To visually display the correlations between different features and
descriptors, we have generated correlation boards for samples from adaptive
walks and random walks, which are interpreted similarly to a correlation
matrix. Blue circles indicate a positive correlation, while red circles indicate
a negative correlation. The intensity of the color and the size of the circle
are proportional to the strength of the correlation. Additionally, to provide
an alternative visualization of the relationship between features, we have
generated dendrograms using Ward’s hierarchical agglomerative clustering
method [49]. This method allows us to separate clusters of features based on
their dissimilarity, offering another layer of information about the landscapes
and the justification of the correlations visualized in the boards.

Taking into account the wide range of features to be analyzed, this article
focuses on three distinct subgroups: dominance, HV, and solution features,
with a special emphasis on the problem descriptors α and β. Additionally,
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the analysis of data collected through adaptive walks and random walks is
conducted separately. This approach provides a comprehensive understanding
of their respective behaviors within the solution space of the problem.
Therefore, the correlations obtained through adaptive walks are represented
on the correlation board in Figure 3, and in the dendrogram in Figure 4.
Meanwhile, those obtained by random walks are shown in Figure 5, and the
corresponding dendrogram in Figure 6.

Dominance-related features for adaptive walks From Figures 3 and
4, there is one main finding that can be drawn about the landscape and
complexity of the problem, taking into account these features and the problem
descriptors α and β. There is a strong correlation with walk length, which
suggests that, as long as SBSs and UEs are closer to each other (a higher
level of clustering and, equivalently, a higher level of spatial heterogeneity in
traffic demand), the landscape becomes easier to explore. Indeed, the number
of steps of the adaptive walk increases, i.e., it is easier to find an improving
solution. The positive correlation with obj1 avg, obj2 avg, hv avg and
nhv avg corroborates this fact: the higher the values of α and β, the better
the objectives of the problem, and thus the better the HV of the solutions
and the neighborhood. A more clear trend can be seen in Table 3, where the
data collected over the different β values is aggregated for different landscape
features. It can be seen that the proportion of non-dominated solutions
(#inc avg) decreases with β, whereas the proportion of worse/dominated
(#inf avg) and better/dominating #sup avg solutions increases. That is,
on the one hand, the landscape is more informative (fewer non-dominated
solutions, thus reducing the existence of plateaus), and, on the other hand,
the probability of moving to an improving neighbor increases. Further
experimentation conducted in Section 5 will support this fact.

β hv avg #inc avg #inf avg #sup avg

0.0 0.5735 0.2010 0.5951 0.2017
0.3 0.5667 0.1864 0.6063 0.2051
0.6 0.5642 0.1460 0.6373 0.2147
0.9 0.6137 0.0718 0.6936 0.2328

Table 3: Dominance-related landscape features aggregated over different values of
β.
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HV-related features for adaptive walks Apart from the correlations
with hv avg and nhv avg discussed earlier, the negative correlation of α and
β with hvd avg suggests that a higher level of clustering implies greater
variability in the HV of solutions compared to their neighborhoods. This
indicates that as the spatial heterogeneity of traffic demands increases, the
differences in HV between a solution and its surrounding solutions become less
pronounced, reflecting a more uniform landscape. Therefore, higher values
for α and β result in landscapes that are easier to explore.

Solution-related features for adaptive walks The spatial heterogeneity
generated by α and β also has effects on the features of the solution
traversed by the adaptive walk. Specifically, greater heterogeneity tends to
produce solutions with a higher proportion of UEs associated with femtocells
(positive correlation with #femto ue avg) and lower with microcells (negative
correlation with #micro ue avg). Given that hv avg and nhv avg correlate
positively with #femto ue avg, it can be observed that the associations
of solutions that improve the objectives of the problem and the HV are
primarily made with femtocells. This hypothesis is reinforced by the positive
correlation of #sup avg and slightly negative correlation of #inf avg with
#femto cell on, indicating that cell activation favors neighborhoods with
a higher proportion of non-dominated solutions. Furthermore, the negative
correlation of #femto ue avg with hvd avg suggests that the difference in
HV is smaller with a higher proportion of such associations. From this, it can
be inferred that the ruggedness of the landscape is smoother in areas of high
HV.

Dominance-related features for random walks Regarding the
dominance features from random walks, a clear conclusion can be drawn
with α and β: greater clustering results in neighborhoods with higher
proportions of both dominated (strong positive correlation with #inf avg)
and non-dominated (strong positive correlation with #sup avg) solutions
compared to incomparable ones. This reinforces the hypothesis that a higher
concentration of UEs towards SBSs makes the landscape easier to explore.

HV-related features for random walks The strong positive correlations
of the problem descriptors with hv avg and nhv avg indicate that the solutions
tend to be of higher quality in random samplings, corroborating the hypothesis
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Figure 3: Correlation board for the features obtained through adaptive walks. Blue
color indicates a positive correlation, while red color implies a negative correlation.
Moreover, the intensity of the color and the size of the circle are proportional to
the strength of the correlation.

that the landscape becomes easier to explore.

Solution-related features for random walks The correlations between
the characteristics that define the proportion of active microcells and, to a
lesser extent, picocells, with #inc avg indicate that the highest proportion
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Figure 4: Ward’s dissimilarity measure among the features obtained through
adaptive walks.

of incomparable solutions is found when many microcells are active and,
therefore, when there is a higher hvd avg. This suggests that the ruggedness
of the landscape is greater, making it more difficult to explore. Additionally,
#inf avg and #sup avg have a very positive correlation with cells operating
at higher frequencies, particularly femtocells. Therefore, having a higher
proportion of active femtocells, and to a lesser extent picocells, results
in a higher proportion of both dominated and non-dominated solutions
and a landscape easier to explore due to the more uniformity of the
landscape, that is, less ruggedness. Consequently, it can be concluded that
femtocells are key in guiding the search toward more promising areas of the
landscape, while microcells present greater challenges. Regarding hv r1, a
negative correlation is observed with #micro cell on avg, indicating that
activating microcells leads to greater variability in HV throughout the walk.
Furthermore, the strong positive correlation with #femto ue avg and negative
with #micro ue avg suggest that favoring the use of femtocells tends to result
in solutions with more similar HV values during the walk.

Finally, combining each analysis, two key conclusions can be drawn: a
greater spatial heterogeneity in traffic demands results in a landscape that is
easier to explore, and femtocells are of great importance for improving problem
objectives and HV values. A previous paper [36] already elaborated on the line
of this latter conclusion, in which the working hypothesis was that activation
of femtocells can improve the search process. This was demonstrated by
devising problem-specific operators. Meanwhile, the first conclusion is further
developed in this article through the design of a local search operator that
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leverages the information obtained with spatial traffic heterogeneity.
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Figure 5: Correlation board for the features obtained through random walks.

4 Landscape-Aware Local Search

This section is devoted to describing a design of a local search operator that
capitalizes on the knowledge acquired about the landscape characteristics
detailed in the previous section. One of the key insights from the landscape
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Figure 6: Ward’s dissimilarity measure among the features obtained through
random walks.

analysis of the CSO problem is that greater spatial traffic heterogeneity makes
local exploration of the search space easier. This is due to the proximity
of UEs to SBSs, which makes higher-frequency cells (femtocells and, to a
lesser extent, picocells) crucial for the optimization process. These types of
cells have a low energy consumption and a high capacity, thus meeting the
demands in small, highly-density areas. On the contrary, their size (i.e., the
area they can serve) is small, thus UEs have to be close enough to establish a
high-quality wireless link.

Algorithm 1 outlines the designed local search operator, which is based on
performing a tailored adaptive walk (see Section 2.2) starting from a given
solution chosen with a given rate, and that ends in a Pareto local optimum.
The strategy of the operator is similar to that of a multi-objective hill climber.
Still, the key aspect of the operator is the utilization of landscape information
in the determination of how the neighborhood of each solution is explored.
In the standard case, the neighborhood just consists of all solutions at a
Hamming distance of 1 from the solution that is explored randomly (one
randomly chosen neighbor at each time, moving only towards an improving
one). The newly devised strategy uses the landscape information so that
the neighborhood is biased according to the value of the proximity factor
β. This is achieved by the way the neighborhood is explored, so that those
cells located in areas where the spatial heterogeneity of the traffic demands is
low (i.e., those in which β is known to be low and thus with more difficult
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landscape) are visited first, to identify the improvement neighbors in that area.
Specifically, a Hamming neighbor would become part of the neighborhood
with a probability of 1− β (as detailed in lines 4-5 of Algorithm 2).

Algorithm 1 Landscape-aware local search operator

1: procedure LocalSearchOperator(solution, rate)
2: if Random() < rate then
3: current← Copy(solution)
4: last← Copy(solution)
5: Evaluate(current)
6: plo← false
7: while ¬plo do
8: current← GetDominantNeighbor(current)
9: if current is null then

10: plo← true
11: else
12: last← Copy(current)
13: end if
14: end while
15: end if
16: return last
17: end procedure

5 Results

This section presents a brief experimentation to validate the effectiveness of
the local search operator that incorporates landscape information. First, the
methodology is outlined, and then, two experiments are conducted to, on the
one hand, validate the hypothesis that increased spatial heterogeneity of traffic
makes an easier landscape to explore and, on the other hand, to undertake
a preliminary comparison between the newly devised aware operator and a
standard multi-objective hill climber to show that our proposal can effectively
profit from the landscape information.

22



Algorithm 2 Get a dominant solution of the landscape-aware Hamming
neighborhood

1: procedure GetDominantNeighbor(current)
2: neighborhood← [ ]
3: for i← 0 to GetNumberOfCells(solution) do
4: probability ← 1−GetBeta(solution.GetCell(i))
5: if random ≤ probability then
6: neighbor ← Copy(solution)
7: neighbor.F lipBit(i)
8: neighborhood← neighborhood+ [neighbor]
9: end if

10: end for
11: neighborhoodSize← SizeOf(neighborhood)
12: permutation← GetIntegerPermutation(neighborhoodSize)
13: for each i in permutation do
14: neighbor ← neighborhood.GetNeighbor(i)
15: Evaluate(neighbor)
16: if Dominates(neighbor, current) then
17: return neighbor
18: end if
19: end for
20: return null
21: end procedure

5.1 Experimental Methodology

NSGA-II [50] has been used as the base multi-objective solver in all the
experiments. It has been configured to use a binary string representation
with binary tournament selection, two-point crossover with a probability of
0.9, and bit flip mutation with a probability of 1/L, where L is the total
number of cells in the scenario. Furthermore, 100,000 evaluations have been
used as the stopping condition. This metaheuristic configuration is inherited
from [36].

NSGA-II has been hybridized by applying the local search operator right
after the application of the crossover and mutation operators. The local
search then starts from a given solution and continues until it converges
to a Pareto local optimum, and at this point, it is inserted back into the
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population. The evaluations of the objective functions consumed during the
search are also counted towards reaching the stopping condition for a fair
comparison, which means that, if the local search is applied with higher
probabilities, the number of NSGA-II iterations is reduced, thus limiting the
evolutionary process. Regarding the probability of application of the operator,
the experiments were conducted with values of 0.001, 0.010, and 0.100.

5.2 Analysis of the Spatial Heterogeneity Impact on
Landscape Explorability

For this exploratory analysis, the hybrid NSGA-II has been tested in 7200
different instances of the CSO problem, which is the result of performing
an execution for each of the 50 different random seeds across the 9 density
scenarios described in Appendix A and the 16 different heterogeneity factors
devised in Figure 2 of Section 2.1.2. Considering the application of the three
rates of the operator and the runs of the canonical metaheuristic, that is,
without the local search operator, a total of 28,000 runs have been carried
out.

In Figure 7, the difference in the HV values between the runs with the
application of the multi-objective hill climber and the canonical metaheuristic
is displayed (the raw HV values can be found in Appendix C). For this, the
HV values have been averaged across all scenarios and seeds, in addition to
the values of α, as β is the factor that shows more significant differences,
as discussed in Section 3. This experiment aims to show that the HV
difference tends to decrease with a higher value of β and, as a consequence,
the exploration of the search space of the canonical NSGA-II with any
intensification mechanism such as the multi-objective hill climber is able to
reach much closer approximations to the Pareto fronts than those computed
by the hybrid version of the algorithm. It can be concluded that the landscape
can be easily explored when β is higher, that is, when traffic demands (UEs)
are more clustered around the SBSs (cells).

The fact that the difference slightly increases for medium heterogeneity
values, especially for the application ratio of 0.010, may be because an increase
in β for a higher α does not strictly indicate lower heterogeneity in some
cases. In Figure 2 of Section 3.2, it is observed that in deployment (k), with
a higher α, there is greater heterogeneity than in (g), although the factor is
lower. This issue could be responsible for the values observed for medium
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heterogeneity.
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Figure 7: Average differences between the various application rates and the
metaheuristic without local search.

To visually illustrate these differences, Figure 8 includes the attainment
surfaces [51] for the HH scenario, the one with the highest density of
UEs and SBSs. The empirical attainment function (EAF) [51] facilitates
a graphical examination of the approximated Pareto fronts. Specifically,
the EAF visually represents the expected performance and its variability
of the Pareto fronts approximated by the multi-objective algorithm across
several iterations. To put it simply, within the context of multi-objective
optimization, the 50%-attainment surface serves a role similar to the median
in single-objective optimization scenarios. The rest of the scenarios can be
consulted in Appendix B. Therefore, in Figure 8 it can be observed that
as the values of α and β increase, the difference between the Pareto front
approximations with and without the application of the search operator
decreases to the point of being very similar fronts. This corroborates that
greater heterogeneity eases the search, and the metaheuristic does not require
local search operators to achieve similar results. On the contrary, lower
heterogeneity creates a landscape more amenable to the local search operator,
particularly for improving the power energy consumption objective of the
network.

5.3 Comparative Analysis of Local Search Operators
Performance

To verify the effectiveness of the landscape-aware operator and validate the
findings drawn from the feature correlations in Section 3.2, the hybrid NSGA-II
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Figure 8: Approximations to the Pareto front for the different rates of application
of the multi-objective hill climber in the HH scenario.

has been tested against 450 different instances. The spatial heterogeneity
of traffic is divided into quadrants, with three of them exhibiting high
heterogeneity (α = β = 0.9), and one with low heterogeneity (α = β = 0.0).
Consequently, the landscape-aware operator will focus on improving the three
quadrants with lower heterogeneity, which are inherently more challenging to
explore, rather than concentrating efforts on the more navigable area of the
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landscape, i.e., the network area with higher heterogeneity. In contrast, the
multi-objective hill climber does not differentiate between areas, performing
searches regardless of heterogeneity (i.e., the neighbors to be explored are
chosen in a randomly uniform manner).

Figure 9 displays the HV gain achieved by the landscape-aware operator
compared to the multi-objective hill climber for three different application
rates: 0.001, 0.01, and 0.1. The application rate of 0.1 consistently provides
the highest gain across all nine density scenarios. The 0.001 rate shows
improvements in the majority of scenarios, seven out of nine, but these are
quite marginal. The 0.01 rate achieves the least gains, outperforming the
operator in only three of the nine scenarios. Nevertheless, for all rates, there is
a discernible trend in scenarios of higher density, and it is more advantageous
to apply the landscape-aware operator.

The results lead to the finding that landscape information, particularly
regarding the spatial heterogeneity of network traffic, enables the enhancement
of the outcomes of the metaheuristic. Conducting local searches targeted
at more complex areas of the landscape allows the metaheuristic to achieve
better approximations to the Pareto front, using the same stopping condition.
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Figure 9: HV gain achieved by the landscape-aware operator compared to the
multi-objective hill climber for three different application rates.
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6 Conclusions and Future Work

After an in-depth analysis of the landscape of the CSO problem and
examination of correlations between various features, this study has shown
that an increase in the spatial heterogeneity of network traffic significantly
smoothens the landscape, thus facilitating its exploration. To leverage this
understanding, a novel search operator has been developed specifically to
enhance multi-objective metaheuristics. This operator is designed to navigate
the complexities of the landscape effectively, focusing on areas of the network
characterized by lower heterogeneity. These regions, typically more challenging
due to their uniformity, present unique opportunities for optimization that
had previously been untapped. By strategically exploiting the information
gleaned from the landscape analysis, the operator guides the search process
towards more promising regions of the solution space. The empirical evidence
presented confirms the efficacy of the operator, showcasing its ability to
achieve better approximations to the Pareto front compared to traditional
methods.

For future work, several directions are proposed that continue with the
analysis of the problem landscape. First, an analysis of other problem
descriptors, such as the association between UEs and cells, will be carried
out. Second, we aim to continue the study of proposals for landscape-aware
operators and genetic operators capable of operating with the information
obtained from the landscape. Third, a study will be conducted on the
problem-specific operators proposed in previous works to examine how the
shape of the landscape, influenced by heterogeneity, affects the effectiveness
of the operators. Fourth, due to the sparse nature of the CSO problem, where
optimal solutions often involve a minimal number of active cells, there is a
compelling interest in further investigating the landscape for sparse solutions.
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48 2. Exploratory Landscape Analysis

2.2 3D-Map-Based CSO Optimization in 5G

In this paper, the landscape of the CSO problem is tackled for a more realistic
network modeling using a Nokia-propietary 3D-maps-based radio planner
simulator. Focusing on a dense urban macro-scenario deployed in Aalborg,
Denmark, and employing the base station power model outlined in the 3GPP
TR 38.864 (Release 18), the problem is approached through a constrained
distributed asynchronous version of the NSGA-II algorithm. The findings
indicate a consistent reduction in RAN energy consumption while maintaining
a minimum throughput threshold for all UEs and minimizing the impact of
the switch-off on cell capacity.
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Abstract—The rising concerns about climate change motivate
the industry and academia to actively work on techniques
and strategies that help reduce energy consumption in mobile
networks. One avenue under exploration involves methods for
intelligently and temporarily deactivating serving cells during
low-traffic periods. However, cell switch-off (CSO) decisions need
to be taken carefully because they may severely impact the
service quality. In this paper, we delve into optimizing the
CSO decisions using an optimization framework that uses a
constrained distributed multi-objective evolutionary algorithm
along with a 3D-maps-based radio planner simulator. Firstly,
the distributed version of the evolutionary algorithm aims
to find near-optimal solutions within practical computational
time. The solutions should satisfy a trade-off between reducing
network energy consumption and maximizing cell throughput
while ensuring a minimum throughput for all the active users in
the network. Secondly, the radio planner simulator evaluates the
objectives and constraints of the candidate solutions obtained by
the evolutionary algorithm. Our findings indicate that using an
aggressive but optimized CSO strategy reduces network power
consumption by up to 80% during low traffic periods compared
to an all-cells-on scenario.

Index Terms— energy efficiency, 5G, cell switch-off, power
consumption, 6G

I. INTRODUCTION

Nowadays, the negative impact of global warming on our
daily lives represents a huge concern worldwide. Hence,
governments have agreed to reduce carbon emissions to
avoid the global average temperature increasing more than
1.5°C [1]. The carbon footprint of the mobile networks
industry represents approximately 0.4% of the total global
CO2 emissions per year [2], being the radio access network
(RAN) the most significant contributor to these emissions
with approximately 73% of the total energy consumed in a
mobile network [3]. In the RAN, the cooling system and
the RF equipment, e.g., power amplifier (PA), are the critical
contributors with 40% and 50%, respectively [4].

In light of this, the 3GPP specifications have made
significant contributions in recent years to reducing energy
consumption (EC) at the base station (BS). Although 5G
improves energy efficiency (EE) per unit of traffic by

90% compared to LTE [5], time-, frequency-, power-, and
spatial-based adaptations for network energy saving (NES)
are being introduced in Release 18 and 19 to enable
further energy savings during low-to-medium traffic load.
To maintain this efficiency trend, it is expected that the
already standardized and future NES techniques can help
6G to achieve 20 to 40 times the 5G’s EE [3, 6]. More
specifically, the diverse NES techniques allow mobile network
operators (MNO) to reduce EC by temporarily deactivating BS
hardware components, particularly RF equipment, at different
granularity. For instance, from symbol-level deactivation of PA
or antenna elements, or adaptations of transmission power, to
longer deactivation at the cell level or carrier level.

The potential benefits of these NES techniques have been
studied in the literature. For instance, authors in [7–10]
state that micro-discontinuous transmission allows the BS to
deactivate the PA during at least a symbol duration, which
depending on the traffic load, can provide significant NES
gain, especially when the user plane load is low and mostly
control signals need to be transmitted. Moreover, in [11–13],
authors indicate that having all the antenna elements and their
associated RF components active during low traffic conditions
could be inefficient since BS keeps transmitting at full power
even though that would not be needed during such conditions.
Although the EC scales down with the number of inactive RF
components, deactivating them can also lead to cell coverage
and capacity issues. Hence, finding the optimal number of
antennas and transmit power per RF component to satisfy
coverage and capacity targets for active users with maximal
EE is not trivial.

Different strategies to switch off serving cells and the
corresponding impact on the network performance have been
studied in [14–17]. The authors conclude that switching
off some active cells significantly reduces network energy
consumption. One of the strategies considers switching off
the small cells located at the edge of the macro coverage and
extending the coverage of the other small cells to maintain
the service to active users. Likewise, a second approach
considers putting into a sleeping mode the active cells with low



traffic demand. Their traffic is addressed either by a nearby
user equipment (UE) in a device-to-device fashion, or by a
neighbor’s active cell. The strategies mentioned above use a
combination of spatial-temporal traffic prediction models and
complex optimization techniques to determine the location of
the cells to deactivate, when to put them into sleeping mode,
and when to wake them up.

As mentioned above, switching off certain serving cells
seems to be very effective in reducing network energy
consumption. Nevertheless, when limiting the number of active
cells, it may be challenging to satisfy the quality of service
(QoS) targets defined for the end-users. Implementing an
effective CSO strategy in live networks is challenging because
it implies solving a complex optimization problem, which
requires from each cell in the network, for both uplink (UL)
and downlink (DL), information such as traffic load, coverage
provisioning, user QoS, and BS power consumption. Thus,
exploring the complex space of solutions to find the optimal
set(s) of cells to switch off is unfeasible since the problem has
been proven to be NP-complete [18]. Therefore, there is no
algorithm capable of finding optimal solutions to the problem
in polynomial computational times.

In light of this, multi-objective evolutionary algorithms
emerge as a powerful tool for tackling this real-world
problem. By harnessing concepts such as genetic encoding,
population generation, and the application of genetic operators,
evolutionary algorithms can explore a vast space of potential
solutions in reasonable computing time; thus, they enable
the discovery of near-optimal solutions in complex and
multidimensional contexts. Therefore, their effectiveness in
handling multiple constraints and dynamic environments and
their potential to uncover non-intuitive solutions make them
suitable for tackling the CSO decision problem [19].

In this paper, we show how the constrained distributed
multi-objective evolutionary algorithms can help MNOs to
identify the serving cells that can be switched off to reduce
network power consumption while simultaneously maximizing
cell throughput and ensuring a minimum user throughput
(UTP) in both DL and UL. To evaluate the impact of the CSO
decisions on the UTP and network power consumption, we use
a CSO optimization framework that uses the aforementioned
evolutionary algorithms and a 3D-maps-based radio planner
simulator. The performance evaluations are conducted using a
realistic 5G dense urban deployment under different network
loads. Therefore, this work novelty lies in developing a
powerful, versatile, and scalable framework that integrates
optimization algorithms and a radio planning simulator
to solve a complex optimization problem with conflicting
objectives within a reasonable timeframe.

The rest of this paper is structured as follows: Section II
presents the BS power model and the CSO problem
formulation. Section III details the scenario and the simulation
setup used in our study. The numerical results are presented
in Section IV and the conclusions are presented in Section V.

II. SYSTEM OVERVIEW

This section first introduces the 3GPP 5G BS power
model. Then it presents the formulation of the CSO decision
problem and finalizes with a description of the multi-objective
evolutionary algorithm.

A. Base Station Power Model

To support various network architectures, the 3GPP has
developed a generic BS power model [20], which indicates
the relative power values, operational states, and reference
configurations for a 5G BS. The BS can operate in either an
active or sleep power state. In the former, the BS works in
DL transmission or UL reception. On the other hand, in the
latter, the BS operates in a power-saving mode, in which no
data transmission or reception is possible. Depending on which
hardware components are active and the time required to go
from a sleeping mode to a fully functional state, the BS can
be in a micro, light, or deep sleep state.

The configuration reference and power values defined for a
one-sector BS, i.e., a single cell, are indicated in Tables I and
II, respectively. It is worth mentioning that the power values
are expressed relative to the deep sleep state and derived at
the slot level.

For a BS in an active state, the power consumption (PC) in
DL and UL is computed as the sum of dynamic (PCdyn) and
static (PCstatic) components as

PC = PCdyn + PCstatic (1)

The dynamic part refers to the power that can scale depending
on the occupied bandwidth, the number of active RF
components, the transmit power, and the number of component
carriers (CCs). On the contrary, the static part refers to the
power consumed to maintain the basic operation of the BS.
The dynamic part for downlink (PCDL

dyn) and uplink (PCUL
dyn)

are computed as

PCDL
dyn = Sa ∗

(
PCDL

dyn,ante + Sf ∗ Sp ∗ PCdyn,joint

η(Sf, Sp)

)
,

(2)

PCUL
dyn = Sa ∗ PCUL

dyn,ante, (3)

where Sa, Sp, Sf represent the ratio, concerning the reference
configuration, of active RF components, transmit power, and
occupied bandwidth, respectively. PCDL

dyn,ante and PCUL
dyn,ante

are the dynamic part of the power that depends on the
number of active RF components for DL and UL, respectively.

TABLE I
REFERENCE CONFIGURATION FOR BS [20]

Set 1 FR1
Duplex TDD
System bandwidth 100 MHz
Subcarrier spacing 30 KHz
Number of Tx in DL 64
Total Tx power in DL 55 dBm
Number of Rx in UL 64
Transmission and reception points (TRPs) 1



TABLE II
BS POWER CONSUMPTION FOR DIFFERENT CONFIGURATIONS [20]

Power state BS Category 2
Set 1 Set 2 Set 3

Deep sleep (P1)) 1
Light sleep (P2) 2.1
Micro sleep (P3) 5.5 5 3
Active DL (P4) 32 26 17.6
Active UL (P5) 6.5 5.8 4.2

PCdyn,joint

η(Sf,Sp) is the power part related to the PA, with η(Sf, Sp)
being the PA efficiency factor. Additionally, for evaluation
purposes, the 3GPP suggested in [20] to assume η(Sf, Sp) =
1 and to use the following values

PCDL
dyn,ante = 0.4 ∗ (P4− P3) (4)

PCUL
dyn,ante = P5− P3 (5)

PCdyn,joint = 0.6 ∗ (P4− P3) (6)

It is worth mentioning that power consumption in active
state for DL and UL are separately modeled. Likewise, when
carrier aggregation (CA) is used, the power consumption
is computed as the sum of the power consumed by each
CC; however, for intra-band CA, the power consumption is
scaled by 0.7 for each additional CC. Lastly, the total power
consumed in the network is computed as the sum of the power
consumed by every cell in the network. For a further detailed
description of the 3GPP BS power model, please refer to [20].

B. CSO Decision Optimization Problem

We consider a RAN comprising a set B of BSs deployed in
the geographical area under investigation, and Cb represents
the set of cells controlled by a BS b ∈ B. Each BS b is
configured with a fixed number of frequency resources, which
are divided into the active users following a proportional
fair scheduling. We adopt the full buffer traffic model to
characterize the traffic transmitted/received by an active user.
Hence, users have an unlimited amount of data to transmit
or an unlimited buffer size to receive data. A solution to the
CSO decision problem is a binary string s of size |B| × |Cb|,
where sbc denotes whether the cell c in BS b is activated (1) or
not (0). The first objective of the CSO decision optimization
problem is to minimize the power consumption of the RAN
deployment

min fPC(s) =

B∑

b

Cb∑

c

PCc · sbc (7)

where PCc represents the power consumption of cell c in BS
b (as detailed in Eq. 1), and sbc is 1 if cell c is active.

Let U represent the set of UEs deployed across the
evaluation area. To calculate the total throughput of the
RAN, each UE is assigned to the active cell offering the
highest Signal-to-Interference-plus-Noise Ratio (SINR) (refer
to Section III-A). Define A(s) ∈ {0, 1}|U|×|C| as the matrix
where aij = 1 if sj = 1 and the cell j serves UE i, and
aij = 0 otherwise. Additionally, the second objective of the

Fig. 1. Location of BSs across the area under investigation

CSO decision optimization problem is to maximize the total
cell capacity, which includes both DL and UL throughput, in
the RAN. The capacity for each is calculated as

max fTP (s) =

|U|∑

i=1

|C|∑

j=1

sj · aij · Cj
i (8)

where sj indicates if the cell j is active or inactive, and
Cj

i represents the capacity provided by cell j to UE i (as
detailed in Section III-B). The aggregation of DL and UL in
the same objective may cause the search for solutions to be
influenced primarily by the DL values since they are typically
higher than UL. Nevertheless, the results in Section IV have
demonstrated that UL values are not marginalized in the
optimization process.

Furthermore, the problem is constrained by two UTP
requirements, one for DL and another for UL. Let UTPu

DL

denote the UTP for the UE u in the DL, UTPu
UL for the UL,

UTP req
DL the minimum UTP requirement in DL, and UTP req

UL

the minimum UTP requirement in UL. The constraints that
ensure the minimum UTP in both DL and UL for all users in
the network are defined as follows

UTPu
DL ≥ UTP req

DL , ∀ u ∈ U (9)

UTPu
UL ≥ UTP req

UL , ∀ u ∈ U (10)

It is important to note that objectives (7) and (8) conflict.
However, a candidate solution to the CSO decision problem
is considered feasible only if it simultaneously satisfies
constraints (9) and (10). As a result, all UEs in the network
must meet the minimum throughput requirements in both DL
and UL.

III. SIMULATION SETUP AND METHODOLOGY

A. Scenario Description

This study was conducted utilizing a 5G network
implemented in a dense urban macro scenario setting at
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Fig. 2. CSO optimization framework workflow

the heart of Aalborg, Denmark. This location encompasses
a mix of residential buildings, commercial establishments,
and green spaces, providing a comprehensive environment for
the study. Three-sector BSs have been uniformly distributed
using an inter-site distance (ISD) of 200 m across an area
of approximately 1.4 km2, which has been also divided into
pixels of 10 x 10 m resolution. The geographical area under
investigation and the location of the three-sector BSs are
depicted in Fig. 1. Moreover, each BS sector is configured
to operate in a time division duplex (TDD) mode at 3.5 GHz,
100 MHz of bandwidth per carrier, and three CCs for DL and
one CC for UL.

Moreover, we make the assumption that 27001 static
UEs are randomly distributed across the evaluation area.
We employ a snapshot-based methodology to facilitate the
assessment of network performance under different numbers of
concurrently connected users seeking a minimum of 9 Mbps
for downlink and 4 Mbps for uplink. These network traffic
conditions are modeled through an activity factor (AF) [21],
which represents the mobile broadband traffic demand in the
network at different times of the day. We use different AF
values to characterize low, medium, and high traffic demands,
i.e., 5%, 15%, and 25%, respectively.

Additionally, we use a 3D-maps-based network planning
tool that incorporates a built-in simplified ray-tracing and radio
propagation modeling to accurately and realistically predict
the capacity and coverage in the network. This tool facilitates
precise and realistic predictions by considering factors such
as shadowing induced by buildings, terrain variations, and
wooded areas. To enhance accuracy, the simulator incorporates
up-to-date information corresponding to topography data,
building location, and building heights extracted from the
investigated area. Likewise, the simulator integrates the 3GPP
BS power model, enabling the computation of the power
consumption in the RAN deployment.

Furthermore, the active users are randomly distributed

1Assuming that the area of evaluation has 40% of the inhabitants of the
urban area of Aalborg city, 40% of 5G subscription penetration, and 23% of
operator market penetration

throughout the assessed area. Following path loss prediction
and interference analysis, they are associated with the active
cell that offers the highest SINR. Consequently, the achievable
user throughput is calculated based on the user location in the
cell and the resource blocks allocated by the packet scheduler
that ensure the UE can attain a minimum of 9 Mbps in the
downlink and 4 Mbps in the uplink. The maximum theoretical
user throughput is obtained using Shannon’s channel capacity
equation. Lastly, we assume that the deactivated BSs operate
in a deep sleep mode, see Section II-A.

B. Experimental Methodology

The CSO optimization framework used in our study
consists of two components. The first component, known
as the CSO optimizer, utilizes a distributed version of
Non-dominated Sorting Genetic Algorithm II (NSGA-II) [24],
a multi-objective evolutionary optimization algorithm. This
algorithm is instrumental in identifying the decision variables,
specifically the set(s) of active cells that meet the UTP
target. The second component uses a network planning tool
to estimate the UTP, cell capacity, and power consumption
for each feasible solution set the CSO optimizer generates.
The outcomes from the planning tool, encompassing UTP,
cell capacity, and power consumption, serve as both
objectives and constraint values for the CSO optimizer
in subsequent optimization steps. This iterative process is
visually represented in Fig. 2.

Considering the stochastic nature of the evolutionary
algorithms, we conduct multiple experiments to ensure
statistical confidence in our results. Specifically, we ran five
experiments for each traffic load analyzed in our study. For the
final solution, we use the median solution from each subset
of experiments, based on the hypervolume indicator [25].
Further implementation, configuration, and tuning details of

TABLE III
SIMULATION PARAMETERS [22]

Parameter Description Value
Network topology Dense Urban with single macro layer (Hex.

Grid); 33 ∗ 3 = 99 cells, ISD = 200 m
Carrier frequency 3.5 GHz (n78 band)
Bandwidth 100 MHz
Carrier aggregation Intra-band, 3 CCs in DL and 1 CC in UL

per cell
Tx power 44 dBm per transmitter
BS noise figure 5 dB

BS antenna configuration 4Tx4Rx; 18.3 dB gain; sectorial; 25m height
0°, 120°, 240° azimuth; 2° downtilt

Frame structure TDD semi-static with 3/7 UL/DL slot ratio
Modulation 256 QAM (1.5 dB power backoff)
MIMO scheme single-user MIMO, 4 layers in DL and UL
BS power model Set 1, Cat. 2
UE power class 23 dBm
UE antenna configuration 4Tx4Rx, 0 dB gain, 1.5m height
UE noise figure 4 dB
UL power control Fractional power control α = 1

Power spectral density target = -100 dBm
UE deployment 80% indoor and 20% outdoor (on average)
Building penetration loss 27 dB [23]
Avg. building height 15 m
Activity factor 5%, 15%, 25%
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Fig. 3. Average UTP in DL (first row) and UL (second row), number of active cells and PSG for different traffic load conditions (the first column is for
AF = 5%, the second for AF = 15%, and the third for AF = 25%).

the multi-objective evolutionary optimization algorithm can be
found in [19, 24].

Furthermore, the network planning tool utilizes a Monte
Carlo process with 1000 iterations. In each iteration, the
positions of active users across the evaluation area and the
number of active users per cell change. This dynamic approach
enhances the tool’s precision in estimating the capacity and
coverage in the deployed network. Consequently, our CSO
decision optimization framework uses the average outcomes
for cell capacity and UTP obtained after the 1000 iterations,
alongside network power consumption, as the objectives and
constraint values for the optimization process.

Finally, the multi-objective evolutionary algorithm is set to
terminate after a maximum of 5000 evaluations of the objective
functions. This stopping condition is complemented by a
population size of 40 individuals, fostering the evolutionary
development of candidate solutions. Furthermore, we use
the following genetic operators: binary tournament selection,
two-point crossover with a probability of 0.9, and bit-flip
mutation with a probability of 1/L, where L represents the
total number of cells in the scenario. This configuration,
along with other pertinent simulation parameters, is detailed
in Table III.

IV. SIMULATION RESULTS

This section presents the results of the average UTP and
power-saving gain (PSG) achieved with our CSO optimization
framework. The PSG indicates the percentage reduction in
power consumption achieved by a feasible solution compared
to a reference scenario where all cells are active. The

feasible solutions, i.e., the set(s) of active cells that solve
the optimization problem, as discussed in Section II-B, are
depicted in Fig. 3 by blue dots. Likewise, a red star represents
the results achieved for the reference scenario. It is important
to note that the network performance for each feasible
solution is independently analyzed for DL transmission and
UL reception. In the reference scenario, characterized by a
uniform hexagonal grid deployment, all 33 three-sector BSs
are actively transmitting or receiving data to meet the UTP
targets for all active users within the evaluation area, without
any coverage gaps. Consequently, the results depicted in Fig. 3
reveal that the average UTP achieved under low (5% AF),
medium (15% AF), and high (25% AF) traffic demands is
approximately 180, 90, and 60 Mbps for downlink, and 27,
25, and 21 Mbps for uplink, respectively. For the sake of
comparison and visualization in the next graph, the PSG for
the reference scenario is set at 0%.

As illustrated in Fig. 3 for the DL scenario, it is evident that
certain feasible solutions achieve lower average UTP values
under low, medium, and high traffic demands compared to
the reference scenario. However, the noteworthy aspect is the
significantly reduced power consumption required to attain
these UTP values across all traffic demands. For instance,
the implementation of a conservative CSO scheme, utilizing
60%-70% of the total deployed cells, results in a PSG ranging
from 30% to 40% across all assessed scenarios. Similarly,
the adoption of a more aggressive CSO strategy can lead
to a substantial decrease in power consumption by 60-80%,
depending on the traffic load.



20 40 60 80 100

Number of active cells

1

3

5

7

9

11

13

15

17

A
v
g.

U
se

rs
/C

el
l

AF = 5%

Optimizer

All cells active

30 40 50 60 70 80 90 100

Number of active cells

AF = 15%

Optimizer

All cells active

40 50 60 70 80 90 100

Number of active cells

AF = 25%

Optimizer

All cells active

Fig. 4. Average number of users per cell in both DL and UL for different traffic load conditions (the first column is for AF = 5%, the second for AF = 15%,
and the third for AF = 25%).

Moreover, the distribution of active users and active cells
throughout the evaluation area plays a key role in determining
the achievable throughput. When cells are switched off, the
number of active users per cell changes, as illustrated in
Fig. 4, influencing the received power levels at each UE and
the interference created in the cell. Therefore, the obtained
throughput is influenced not only by the number of active cells
but also by their specific spatial distribution. Consequently,
two feasible solutions with an identical number of active
cells may result in different throughput and PSG levels.
Additionally, given the capacity to deploy up to three CCs in
the downlink and one CC in the uplink within each BS sector,
deactivating cells results in more substantial degradation of
throughput in the DL compared to the UL. This disparity is
particularly conspicuous in scenarios characterized by a 5%
AF.

Additionally, due to the nature of evolutionary algorithms,
the CSO optimizer starts the search for near-optimal solutions
from a set of random possible solutions instead of starting
from the scenario with all cells active, i.e., the reference
scenario. This strategic approach enhances the diversity within
the evolving solution set throughout the optimization process.
Consequently, the CSO optimizer achieves 40% PSG for
both low and high-traffic load, along with 30% PSG for
medium-traffic load. Moreover, as depicted in Fig. 3, the
maximum PSG experiences a reduction as the traffic load
intensifies. In our specific scenario, this reduction ranges from
80% to 60% for both low and high traffic loads, respectively.
This observed behavior is expected since a lower AF generally
facilitates the algorithm in discovering feasible solutions with
greater ease. This capability allows the algorithm to switch
off cells more effectively while adhering to the constraints
imposed by the problem.

Furthermore, the CSO optimizer finds a varying number
of feasible solutions: 22 for 25% AF, 38 for 15%, and it
reaches the maximum of 40 feasible solutions for 5%. This
variation indicates that the complexity and the richness of
the feasible solution space increase as the AF decreases.
Considering a larger population size could potentially lead to
the discovery of a greater number of near-optimal solutions.

However, this would require increasing the stopping condition,
i.e., the maximum number of objective function evaluations.
Such an adjustment would ensure the continuous evolution
of the solution set throughout the evolutionary cycle, but it
would also result in a larger computational time. The trade-off
between the number of explored solutions and computational
resources, i.e., time and processing power, are crucial aspects
in the optimization process, particularly for problems with
high-dimensional and complex search spaces like the one
treated in this study.

The findings presented in Figs. 3 and 4 reveal the substantial
variations in both UTP and PSG concerning the number
of active cells and traffic demand. For instance, in our
study, only three cells remain consistently active and two
consistently inactive across all feasible solutions and traffic
loads. This indicates that the optimal network deployment
configuration would vary depending on the trade-off between
power reduction and throughput degradation that the MNO
wants to achieve, thus, reinforcing the non-trivial nature of
decisions related to cell activation or deactivation.

V. CONCLUSIONS

In this work, we present an optimization framework
for controlling cell switch-off decisions to help MNOs
identify set(s) of serving cells that can be switched off to
reduce energy consumption in the network under different
traffic loads. The optimization framework takes advantage of
constrained distributed multi-objective evolutionary algorithms
to simultaneously guarantee, among conflicting objectives, a
minimum user throughput in DL and UL, maximize the cell
throughput, and reduce the total power consumption of the
network. By adjusting the number of active cells based on
traffic demands, the framework provides a solution to optimize
network operations, meeting the user demands while also
addressing environmental and economic concerns related to
power consumption in telecommunications networks.

The simulations conducted within a realistic 5G network
scenario, using a 3D-maps-based network planning tool that
incorporates up-to-date topographic and building information
of Aalborg city, revealed significant potential for reducing
power consumption in the network. The results showed that



activating only 60-70% of the total deployed cells makes it
possible to reduce the network power consumption by 30-40%,
depending on the traffic load. Similarly, if the activation is
limited to just 20-40% of the total cells, the reduction in power
consumption can scale up to 60-80%.

Even though the average user throughput achieved with the
feasible solutions is lower than those in the reference scenario,
it is important to note that active users consistently attain
more than 9 Mbps in the downlink and 4 Mbps in the uplink.
The lowest average throughput values for low, medium, and
high traffic demands are 65, 27, and 25 Mbps, respectively,
for downlink, and 23, 21, and 17 Mbps, for uplink. These
results confirm that achieving an optimal trade-off between
system performance and energy savings demands complex
switching-off decisions.

Lastly, while it may not be feasible for MNOs to
adopt a real-time approach due to the complexity of the
optimization problem and dynamic traffic variations in
real-world deployments, they can still make more precise
decisions about cell location and deactivation duration. In fact,
by utilizing more granular traffic predictions in space and
time and leveraging computing infrastructure, MNOs have the
potential to significantly enhance network power consumption,
even though the approach may not be real-time.
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3
Problem-Specific

Operators
This chapter presents two articles that address the challenge of optimizing
energy consumption in 5G and future mobile networks through the design of
domain information-based problem-specific operators, thus fulfilling objective O2.
The first article examines the efficacy of Binary Particle Swarm Optimization
in navigating the multi-objective optimization landscape, integrating energy
efficiency and user service capacity. The paper highlights significant
enhancements in hybridizing the BPSO with specific operators. The
second article ventures into the multi-objective problem introducing hybrid
multi-objective evolutionary algorithms that leverage domain-specific knowledge
through novel operators. This approach underscores the value of hybridization
in surpassing canonical algorithmic performances through comprehensive
experimentation and analysis.
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3.1 Addressing the CSO Problem with BPSO

This article explores the utilization of binary particle swarm optimization
(BPSO) to address the challenge of energy consumption in the next generations
of mobile networks, emphasizing the need for sustainable solutions amid
network densification. The paper introduces a multi-objective optimization
approach that balances energy efficiency with user service capacity, employing a
V-shaped function for binary codification. The study assesses the performance
of BPSO in comparison to MOCell and NSGA-II and examines the benefits of
hybridizing BPSO with specific operators, highlighting significant improvements
in algorithmic search efficiency.
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Abstract. The massive deployment of small base stations is one of the
main pillars for the new generations of mobile networks to meet the
expected growing in data traffic demands. This densification entails high
energy consumption that needs to be minimized to ensure system sus-
tainability in a context of reduced environmental impact. To address
this issue, optimization algorithms that will rely on metaheuristics can
be used due to the complexity and the large instance size of the problem.
Therefore, it is a multi-objective optimization problem in which not only
the energy efficiency criteria is taken into account, but also the service
provided to the users in terms of capacity is considered. In this context,
the aim of this work is to evaluate the performance of Binary Particle
Swarm Optimization (BPSO) in solving this multi-objective problem,
using a V-shaped function to deal with binary codification. The perfor-
mance of our proposed solution is compared with the results obtained
by MOCell and NSGA-II in our previous works. In addition, the per-
formance of the hybridization with specific operators proposed in one of
our previous works is tested. The research showed that the hybridization
brought very significant benefits to the algorithm’s searches.

1 Introduction

The deployment of the fifth generation (5G) of cellular networks is expected
to address the increasing demand for services with strict requirements for low
latency and high reliability (e.g., autonomous driving), high bandwidth (e.g.,
Virtual Reality/Augmented Reality) and resilience to support scenarios with
an extremely high density of devices connected. In this scenario, the massive

Supplementary Information The online version contains supplementary material
available at https://doi.org/10.1007/978-3-031-20176-9_23.

c© Springer Nature Switzerland AG 2022
M. Dorigo et al. (Eds.): ANTS 2022, LNCS 13491, pp. 275–283, 2022.
https://doi.org/10.1007/978-3-031-20176-9_23
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deployment of many Small Base Stations (SBSs) per km2, known as Ultra Dense
Networks (UDNs) [4], is becoming one of the mainstays of 5G networks due to the
reuse of the electromagnetic spectrum and the increase in the network capacity
that it provides. However, this densification implies a rise in the network power
consumption, which is accentuated in periods of low demand in which some SBSs
are switched on without serving any user.

Thus, in order to address this issue, the standardized strategy known as Cell
Switch-Off (CSO) was proposed [1]. This strategy consists of selective switching
off/on of SBSs to minimize the energy consumption of the network, but simulta-
neously trying to maximize the Quality of Service for the existing demand. This
is a multi-objective combinatorial optimization problem that has been demon-
strated as NP-complete [5] and whose resolution has been proposed in the liter-
ature with the use of multi-objective metaheuristics [7,14]. Moreover, the UDNs
are heterogeneous because they contain SBSs with different transmission power,
cell size and working frequency due to different radio technologies.

In our previous work [8], we have proposed the hybridization of two well-
known multi-objective metaheuristics, MOCell [11] and NSGA-II [3], with two
specific operators that aim to improve the performance of these algorithms in the
CSO problem. The research showed that the hybridization brought very signifi-
cant benefits to the algorithm’s search. The work presented in this paper builds
on our previous work by evaluating the performance of Binary Particle Swarm
Optimization (BPSO), using a V-shaped function to deal with binary codifica-
tion. Furthermore, this work compares the BPSO performance with MOCell and
NSGA-II, and hybridizes it with both of the proposed specific operators. The
results show that BPSO intensifies the search in the objective of minimizing con-
sumption better than the rest of the metaheuristics, and that the hybridization
improves the BPSO search, but not significantly. In the literature, we can find
proposals where PSO is used to optimize the CSO problem [2,12,13], but none
of them compare its performance with other metaheuristics or hybridize it with
specific operators.

The remainder of the paper is structured as follows. In Sect. 2, the opti-
mization problem addressed has been formulated. The mechanism to adapt the
PSO algorithm to the binary codification is described in Sect. 3. Section 4 details
the experimental methodology and the detailed analysis of the results obtained.
Finally, the last section includes the main conclusions reached, as well as the
lines of future work that remain open.

2 The CSO Problem

Due to the limited length of this document, the modelling of the UDNs is avail-
able as supplementary material. For this reason, references to equations in this
section refer to that material1.

1 https://doi.org/10.6084/m9.figshare.19682955.v2
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Let B be the set of the SBSs randomly deployed. A solution to the CSO
problem is a binary string s ∈ {0, 1}|B|, where si indicates whether SBS i is
activated or not. The first objective to be minimized is therefore computed as:

min fPower(s) =

|B|∑

i=1

si · Pi (1)

where Pi is the power consumption of SBS i (Eq. sup. 7). Note that Pi includes
both the transmission power on every cell contained in i and the maintenance
power of the SBS.

Let U be the set of the UEs also deployed as described in the supplementary
material and U the whole set of Cells contained in B. Subsequently, in order to
compute total capacity of the system, UEs are first assigned to the active Cell
that provides it with the highest SINR. Let A(s) ∈ {0, 1}|U|×|C| be the matrix
where aij = 1 if sj = 1 and the Cell j serves UE i with the highest SINR, and
aij = 0 otherwise. Then, the second objective to be maximized, which is the
total capacity provided to all the UEs, is calculated as:

max fCap(s) =

|U|∑

i=1

|C|∑

j=1

sj · aij · BW j
i (2)

where BW j
i is the shared bandwidth of Cell j provided to UE i (Eq. sup. 6). We

would like to remark that these two problem objectives are clearly conflicting
one each other, since switching off base stations leads to a reduction of the power
consumption of the network, but it also damages the capacity received by the
user, as the UE-Cell distance increases (rising the propagation losses) at the
same time as the available bandwidth to serve users is reduced.

3 Binary PSO

3.1 BPSO Modelling

The swarm consist of n particles, each one defined by a d-dimensional vector
that represents all the SBSs present in the scenario, some being active and the
rest switched off. Therefore, each position in the particle’s position vector, xk

id,
represents one single SBS, that can be turned on (1) or turned off (0). Thus,
for each particle i in a specific iteration k, the position vector is defined as
Xk

i = (xk
i1, x

k
i2, ..., x

k
id), and the velocity vector is V k

i = (vk
i1, v

k
i2, ..., v

k
id), where

i ∈ [1, 2, ..., n], d ∈ [1, 2, ..., L], being L the number of SBSs, xij ∈ {0, 1} and
Vmin ≤ vk

ij ≤ Vmax. The fitness value of each particle is Fi and the algorithm
stores the best value for each particle, known as local best (Pbest), and the best
value of the whole swarm, known as global best (Gbest).
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3.2 Initialization and Update

The first step is to set up the parameters of the BPSO. This must be done care-
fully since these parameters will heavily influence the behaviour of BPSO. For
this project, the parameters were selected according to the literature recommen-
dations [9]: the swarm size is 100 particles; the inertia weighs are ωmax = 0.9
and ωmin = 0.4; the acceleration coefficients are c1 = c2 = 2.0; and the velocity
thresholds are Vmin = 0.0 and Vmax = 4.0. Regarding the updating process, the
velocity update is defined as follows:

vk+1
id = ωk · vk

id + c1 · rand1(P
k
best,id − xk

id) + c2 · rand2(Gbest − xk
id) (3)

where c1 and c2 are acceleration coefficients, rand1 and rand2 are two random
numbers in [0, 1] and ω is the inertia weight which is updated with the following
equation:

ωk = ωmax − k ·
(

ωmax − ωmin

kmax

)
(4)

where ωmax and ωmax the inertia weighs, k is the current iteration and kmax is
the maximum number of iterations. The velocity threshold control is applied as
follows:

vk
id =

⎧
⎪⎨
⎪⎩

Vmax, if vk
id > Vmax

Vmin, if vk
id < Vmin

vk
id, otherwise

(5)

Nevertheless, the velocity defined in Eq. 3 as a continuous value can not
be directly applied to update the discrete space that represents the particle’s
position. Therefore, a V-shaped function [10] is used to re-define velocity in
terms of probability, and it is defined as

f(vk
id) = |tanh(vk

id)|. (6)

Finally, the position update is defined as follows:

xk
id =

{
0, if f(vk

id) < rand

1, if f(vk
id) ≥ rand

(7)

where rand is a random number in [0, 1]. Here, this work differs from the use
that [10] gives to the V-shaped function so that the probability output from
f(vk

id) is directly associated with the xk
id value (the higher the probability, the

higher the chance of xk
id to be 1). Thus, the velocity is also directly associated

with the value of xk
id.
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4 Experimentation

4.1 Methodology

Based on the nine scenarios described in Sect. 2 and the stochastic nature of the
metaheuristics, 50 seeds for each type of scenario have been addressed in the
experimentation2. This ensures that all algorithms face the same set of prob-
lem instances. In order to obtain fair comparative results between algorithms,
these use the same population/swarm size of 100 solutions and the same genetic
operators: binary tournament selection, two points crossover with crossover rate
of 0.9, and bit flip mutation with a mutation rate of 1/L, being L the num-
ber of cells in the scenario. The BPSO is the exception, as it does not use a
crossover operator. Regarding the specific operators [8], we use the application
rates 0.1 and 0.01 to be consistent with previous work. The stopping condition
is defined by the number of evaluations of the objective function but, in order
to ensure that the algorithms reach convergence, this limit is linked to the den-
sity of the instances. Since the size of the search space lies in the density of
BSs, the following stopping conditions have been defined: for L{X} (being X
the three values for the UEs densities), 100000 evaluations; for M{X}, 150000
evaluations; and for H{X}, 250000 evaluations. These numbers are the result of
a preliminary analysis of the convergence of the algorithms. The quality of the
Pareto front approximations has been measured with the Hypervolume [15] and
the attainment surfaces [6]. Since the Hypervolume value is highly dependent on
the arbitrary scaling of the objectives, a normalization process with respect to
a reference front composed by all the non-dominated solutions found by all the
algorithms for the same scenario has been carried out before calculating it.

4.2 Results

4.3 PSO Performance

In this new work, we start from a slightly different network modelling. Previously,
we worked with omnidirectional SBSs, i.e., antennas radiating in all directions.
Now, we use antennas that can generate very narrow beams, allowing them to
be grouped into matrixes or arrays. This allows us to have much more precise
control because these beams consume much less power. Due to this change, the
density of SBSs has increased by three times, thus generating a larger search
space. For this reason, the results of MOCell and NSGA-II are different.

Table 2 in the supplementary material shows the HV performance for the
nine scenarios and the three algorithms, where the cells with a grey background
indicate the best result for each scenario. According to HV, the algorithm that
best approximates the fronts is BPSO, followed by NSGA-II in seven scenarios,
and MOCell in the remaining two. The reason for this result can be better
understood by looking at the Fig. 1. BPSO explores much more the solutions
with lower power consumption, and the rest of the algorithms achieve a more
2 The source code is available at https://github.com/galeanobra/CSO_BPSO.git
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Fig. 1. Attainment surfaces of the three algorithms for each scenario.

equal compromise between both objectives. The reason for the difference in HV
is due to the fact that the generated RPF is very vertical, i.e., it covers very
little of the consumption objective, so BPSO is always covered by the RPF and
the other two algorithms only partially. This can be seen in the MOCell result
from the MH scenario.

4.4 Specific Operators in PSO

As discussed above, in [8] we present the hybridization of MOCell and NSGA-II
with two specific operators that seek to bring expert knowledge of the problem
to the search of the algorithms. We compare the performance of the operators
directly with the algorithms without hybridization, using the same indicators
as in this work. In the conference paper, we showed that the application of the
operators contributed to the search by obtaining better solutions in both objec-
tives. The HV results for each of the above-mentioned algorithms are shown
in the Tables 3, 4 and 5 of the supplementary material. As we demonstrated
in the previous work, MOCell and NSGA-II obtain a very significant improve-
ment in HV when hybridized with both specific operators. In the case of BPSO,
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hybridization with these operators generates a less significant improvement. Of
the nine density combinations with which we have experimented, in six, BPSO
improves due to hybridization. Even so, the improvement obtained is slight and
not very significant.

Finally, Fig. 2 shows the attainment surfaces for scenario HH. The results
are similar for the nine scenarios, but for space reasons we only show the most
relevant one. Thanks to this indicator, we can observe the results of HV directly
extrapolated to fronts. Thus, it can be observed that the performance of MOCell
and NSGA-II with hybridization is significantly better, while the improvement in
BPSO is not significant. After analysing the solutions, we can conclude that the
BPSO performance is caused because it reaches sparse solutions, i.e., solutions
containing too few active SBSs. This makes it difficult for specific operators
to switch off more cells, and therefore does not improve the performance of
the algorithm. Regarding the statistical significance tests, we found that for
BPSO there are no significant differences between the application or not of the
hybridization. In contrast, both MOCell and NSGA-II obtain significantly better
performance when hybridization is applied. For more information, please see the
supplementary material3.
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Fig. 2. Attainment surfaces of the three algorithms for scenario HH.

5 Conclusions

The Ultra-Dense Networks are a key building block for 5G and Beyond 5G
networks, but they also have a power consumption problem that needs to be
addressed. This problem has been formulated in the literature as a multi-
objective optimization problem that selectively switches off a subset of Small
Base Stations in these networks, aiming to reduce the power consumption while
maximizing the QoS of the demands. This work continues a previous one,
analysing the performance of the Binary PSO in this multi-objective problem,

3 https://doi.org/10.6084/m9.figshare.19682955.v2
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as well as the hybridization with the previously proposed operators. The results
show that this algorithm obtains solutions with larger energy savings, although
worse QoS, and the hybridization with these specific operators improves the
search, but not significantly. As future work, it is proposed to study different
mechanisms for PSO to deal with binary codification, as well as its hybridiza-
tion with new specific operators that would improve the algorithm search.

Acknowledgements. This research was funded in part by the Spanish Ministry of
Science and Innovation, grant number PID2020-112545RB-C54, and the Regional Gov-
ernment of Extremadura, Spain, grant numbers IB18003 and GR21097.

References

1. 3GPP: small cell enhancements for E-UTRA and E-UTRAN-physical layer aspects.
Technical report, 3rd Generation Partnership Project (3GPP) (2014)

2. Alsharif, M.H., Kelechi, A.H., Kim, J., Kim, J.H.: Energy efficiency and coverage
trade-off in 5G for eco-friendly and sustainable cellular networks. Symmetry 11(3),
408 (2019)

3. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multiobjective
genetic algorithm: NSGA-II. IEEE Trans. Evol. Comput. 6(2), 182–197 (2002)

4. Ge, X., Tu, S., Mao, G., Wang, C.X., Han, T.: 5G ultra-dense cellular networks.
IEEE Wirel. Commun. 23(1), 72–79 (2016)

5. González, D.G., Hämäläinen, J., Yanikomeroglu, H., García-Lozano, M., Senarath,
G.: A novel multiobjective cell switch-off framework for cellular networks. IEEE
Access 4, 7883–7898 (2016)

6. Knowles, J.: A summary-attainment-surface plotting method for visualizing the
performance of stochastic multiobjective optimizers. In: 5th ISDA, pp. 552–557.
IEEE (2005)

7. Luna, F., Luque-Baena, R., Martínez, J., Valenzuela-Valdés, J., Padilla, P.:
Addressing the 5G cell switch-off problem with a multi-objective cellular genetic
algorithm. In: IEEE 5G World Forum, 5GWF 2018 - Conference Proceedings, pp.
422–426 (2018)

8. Luna, F., Zapata-Cano, P.H., Palomares-Caballero, Á., Valenzuela-Valdés, J.F.: A
capacity-enhanced local search for the 5G cell switch-off problem. In: Dorronsoro,
B., Ruiz, P., de la Torre, J.C., Urda, D., Talbi, E.-G. (eds.) OLA 2020. CCIS,
vol. 1173, pp. 165–178. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-
41913-4_14

9. Mejia, V.D.L.: A modified binary particle swarm optimization algorithm to solve
the thermal unit commitment problem. Master’s thesis (2018)

10. Mirjalili, S., Lewis, A.: S-shaped versus V-shaped transfer functions for binary
particle swarm optimization. Swarm Evol. Comput. 9, 1–14 (2013)

11. Nebro, A.J., Durillo, J.J., Luna, F., Dorronsoro, B., Alba, E.: MOCell: a cellular
genetic algorithm for multiobjective optimization. Int. J. Intell. Syst. 24(7), 726–
746 (2009)

12. Venkateswararao, K., Swain, P.: Binary-PSO-based energy-efficient small cell
deployment in 5G ultra-dense network. J. Supercomput. 78(1), 1071–1092 (2021).
https://doi.org/10.1007/s11227-021-03910-5



Binary PSO for Selective Cell Switch-Off in Ultra-Dense 5G Networks 283

13. Kang, M.W., Chung, Y.W.: An efficient energy saving scheme for base stations in
5G networks with separated data and control planes using particle swarm opti-
mization. Energies 10(9), 1417 (2017)

14. Zapata-Cano, P., Luna, F., Valenzuela-Valdés, J., Mora, A.M., Padilla, P.: Meta-
heurísticas híbridas para el problema del apagado de celdas en redes 5G. In: XIII
MAEB, pp. 665–670 (2018) (in Spanish)

15. Zitzler, E., Thiele, L.: Multiobjective evolutionary algorithms: a comparative case
study and the strength pareto approach. IEEE Trans. Evol. Comput. 3(4), 257–271
(1999)



68 3. Problem-Specific Operators

3.2 Hybridization with Problem-Specific Operators

This article addresses the high energy consumption associated with the
dense deployment of base stations in 5G networks through multi-objective
metaheuristics. The paper introduces novel problem-specific operators to craft
hybrid evolutionary metaheuristics that incorporate domain expertise into the
algorithmic search process. This methodological advancement is shown to
outperform canonical algorithms, validating the hypothesis that hybridization
with multiple problem-specific operators can significantly enhance the search
efficiency of multi-objective evolutionary algorithms.
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A B S T R A C T

The massive deployment of base stations is one of the key pillars of the fifth generation (5G) of mobile
communications. However, this network densification entails high energy consumption that must be addressed
to enhance the sustainability of this industry. This work faces this problem from a multi-objective optimization
perspective, in which both energy efficiency and quality of service criteria are taken into account. To do
so, several newly problem-specific operators have been designed so as to engineer hybrid multi-objective
evolutionary metaheuristics (MOEAs) that bring expert knowledge of the domain to the search of the
algorithms. These hybrid approaches have been able to improve upon canonical versions of the algorithms,
clearly showing the contributions of our approach. Furthermore, this paper tests the hypothesis that the
hybridization using several of those problem-specific operators simultaneously can enhance the search of
MOEAs that are endowed only with a single one.

1. Introduction

Global mobile data traffic has increased massively, specially in the
last decade, growing by 40% between Q1 2021 and Q1 2022. The
high data transmission rates, along with other services that require
ultra-low latency and reliable connections (e.g., autonomous driving,
factory automation, etc.) or a massive number of narrowband Internet
access (e.g., sensing and monitoring, Internet of Things, etc.), has pro-
moted the development of a new generation of mobile communication
systems, the fifth or 5G, to cope with such demanding scenarios and
is currently under deployment. Indeed, 5G mobile subscriptions will
surpass 1 billion in 2022, and are predicted to be 4.4 billion by the
end of 2027, accounting for 48 percent of all mobile subscriptions [1].
5G networks are expected to provide data rates 13 times higher than
the average mobile connection by 2023, reaching 575 Mbps [2], as
well as latencies below 1 ms and the support of more than one million
devices per km2. But this high performance must be achieved by saving
90% of power consumption, to make these new communication systems
sustainable [3].

Three main paradigms have been identified to approach the chal-
lenging design requirements and expected performance indicators of 5G

∗ Corresponding author at: Dpto. de Lenguajes y Ciencias de la Computación, Universidad de Málaga, E.T.S.I. Informática, Málaga, 29071, Spain.
E-mail address: flv@lcc.uma.es (F. Luna-Valero).

networks [4,5]: (i) using the millimeter wave (mmWave) spectrum to
enable larger bandwidths, (ii) increasing spectral efficiency by multi-
antenna transmission (massive, collaborative MIMO), and (iii) also
increasing spatial reuse through network densification [6] both in hor-
izontal (streets, hotspots, etc.) and vertical dimensions of the network
(apartments, offices, etc.) [7]. The bandwidth requirements of 5G net-
works force switching to mmWave spectrum, with carrier frequencies
of 30–300 GHz [8]. In these bands, many antennas are needed to
overcome the path losses [9]. The combination of both massive MIMO
and mmWave in a single technology mixes the prospects of having a
large mmWave bandwidth available and the gains provided by massive
MIMO antenna arrays. Thus, enabling access to the 30–300 GHz bands
will substantially improve the spectral efficiency [10,11]. Furthermore,
this reinforces the necessity of having an Ultra-Dense Network (UDN),
since transmitting at higher frequencies requires a reduction of the user-
antenna distance, which translates into a smaller cell size, in order
to overcome channel difficulties like blocking and path-loss [12]. This
work aims at reducing the impact of these last two paradigms on the
energy consumption of 5G networks.

https://doi.org/10.1016/j.swevo.2023.101290
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Fig. 1. An example of a UDN.

Several studies, such as [13], predict the density of 5G base sta-
tions (Small Base Stations, SBSs) to come up to 40–50 sites/km2,
but theoretical works exist in which SBS deployments with one-meter
separation are characterized [6]. The main idea behind the network
ultra-densification is to get the access nodes as close as possible to the
end users. However, UDNs also lead to increased power consumption
because of the large number of deployed SBSs (see Fig. 1). In fact,
since the SBSs are responsible for 50 to 80 percent of the whole
energy demand [14], densification will lead to unaffordable operational
expenditures. In this context, an standardized approach by the 3rd
Generation Partnership Project association [15] to save energy is the
selective turning off of SBSs in periods in which the network is serving
a low number of users. This problem, called the Cell Switch Off (CSO)
problem [16], is NP-complete [17] and cannot only account for a
reduction in energy consumption (a trivial solution might be to shut
down the entire infrastructure), but also for any performance criterion
that measures the Quality of Service (QoS) provided by the network.
To this end, the network capacity has been considered in terms of
the total bandwidth that can be served to users. Given the level of
densification anticipated for real-world 5G networks, that is, the size of
problem instances (the number of SBSs that could be switched on/off),
a metaheuristic approach is used. Specifically, we elaborate on multi-
objective metaheuristics that seek trade-off solutions between power
consumption and network capacity [18,19].

This work is in the line of developing problem-specific search
operators to improve the exploration of multi-objective metaheuristics,
and significantly extends previous works [20,21]. Firstly, the problem
modeling has been enhanced to incorporate additional real-world fea-
tures of 5G networks, including a mmWave massive multiuser MIMO
scenario in which several User Equipments (UEs) are communicating at
the same time using connections towards high-frequency SBSs. Each of
these SBSs now has several sectors, and each sector now installs multi-
ple antennas grouped into radio frequency chains that define the cells
(i.e., the area covered by the sector). Under this new modeling, two
new search operators are proposed that take advantage of the network
densification and sectorization of SBSs to reduce power consumption.
The adaptation and extension of previously defined operators to the
CSO problem in [20,21] have also been achieved. The effectiveness of
all these operators has been evaluated by providing solid experimental
evidence in nine different scenarios with different densification levels
in the deployment of both SBS and UE. For each of these scenarios,
50 different instances have been randomly generated, thus considering
450 problem instances. We have engineered hybrid versions of multi-
objective metaheuristics that encompass Pareto-based, indicator-based,
and decomposition-based approaches to show that the problem-specific
information introduced by the newly devised operators improves the
search of the three main algorithmic groups within the domain. In par-
ticular, the solvers used are as follows: NSGA-II [22] and MOCell [23]

(Pareto-based), as they have been used in our previous works [19–21],
SMS-EMOA [24] (indicator-based), and MOEA/D [25]. Furthermore,
since the solutions are represented by binary strings, where each bit
corresponds to the state (on/off) of a cell, and we seek to reduce
the power consumption over periods of low traffic demands (i.e., a
small number of UEs), solutions may contain many bits set to zero.
For this reason, we have also included in the comparison a recent
and specialized algorithm called SparseEA [26], which targets precisely
this kind of sparse optimization problems [27]. Using the Hypervolume
(HV) [28], a Pareto-compliant quality indicator, the results have shown
that newly devised operators have always improved the search of all the
multi-objective metaheuristics considered, thus clearly enhancing their
search capabilities for addressing the CSO problem.

The rest of the document is organized as follows: the next section
elaborates on the work related to the CSO problem and how it has been
addressed in the literature. Section 3 details the UDN system model
and formulates the CSO problem objectives. The MOEAs used and the
problem-specific operators designed for hybridization are described in
Section 4. Section 5 develops the methodology used in the experimen-
tation and analyzes the results obtained. The final section is devoted to
summarizing the main conclusions of the work as well as the lines of
future work.

2. Related work

The energy consumption of Information and Communication Tech-
nologies infrastructures (ICT) in general [29], and cellular networks in
particular [30,31], has been an active research topic, specially in the
last 20 years, in order to address the ever-increasing carbon footprint
on the environment of this industry. The enabling technologies of 5G
networks make the energy issue even worse, as has been clearly stated
in recent surveys that have revised the different approaches proposed in
the literature to reduce power consumption from different perspectives,
ranging from advanced energy management strategies [32–37] to data-
driven schemes based on Artificial Intelligence/Machine Learning [38,
39]. Sustainability in UDNs has also attracted a lot of attention, as the
massive deployment of SBSs is a key factor in power consumption, with
surveys specifically aimed at this 5G paradigm [40–42].

Cell activation/deactivation is a common and useful technique for
reducing energy consumption in all previously comprehensive reviews
of the literature. Determining which SBSs are switched on or off re-
quires the network first to serve a traffic demand, and the decision can
be made either in an online (dynamic) [43] or offline (static) man-
ner [44]. This work focuses on the latter approach, as radio network
engineers are usually reluctant to undertake frequent SBS switching
(e.g., at locations with large traffic fluctuations) and require their
approval. The underlying problem, named the Cell Switch-Off (CSO)
problem [16], is known to be NP-complete [17], and it has been tackled
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Fig. 2. Configuration of the SBSs, sectors and cells used in this work, as well as its mapping into a binary encoded representation.

Table 1
Model parameters for users and base stations.
Cell Parameter Eq. LL LM LH ML MM MH HL HM HH

Micro

𝐺𝑡𝑥 (2) 12
𝑓 (5) 5 GHz (BW = 500 MHz)
𝛼 (8) 15
𝛽 (8) 10000
𝛿 (8) 1
𝜌 [W] (8) 1
𝑛𝑡𝑥 8
𝑛𝑟𝑥 2

𝜆𝑚𝑖𝑐𝑟𝑜𝑃 [Cells/km2] 300 300 300 600 600 600 900 900 900

Pico

𝐺𝑡𝑥 (2) 20
𝑓 (5) 20 GHz (BW = 2000 MHz)
𝛼 (8) 9
𝛽 (8) 6800
𝛿 (8) 0.5
𝜌 [W] (8) 1
𝑛𝑡𝑥 64
𝑛𝑟𝑥 4

𝜆𝑝𝑖𝑐𝑜𝑃 [Cells/km2] 1500 1500 1500 1800 1800 1800 2100 2100 2100

Femto

𝐺𝑡𝑥 (2) 28
𝑓 (5) 68 GHz (BW = 6800 MHz)
𝛼 (8) 5.5
𝛽 (8) 4800
𝛿 (8) 0.2
𝜌 [W] (8) 1
𝑛𝑡𝑥 256
𝑛𝑟𝑥 8

𝜆𝑓𝑒𝑚𝑡𝑜𝑃 [Cells/km2] 3000 3000 3000 6000 6000 6000 9000 9000 9000

UEs 𝜆𝑈𝐸
𝑃 [UE/km2] 1000 2000 3000 1000 2000 3000 1000 2000 3000

with different approaches in the domain, such as clustering [45–47]
or game theory [48]. This decision problem has also been defined as
an optimization problem [17] and, within this research field, it has
been addressed with exact [49,50], heuristic [51–53] and metaheuristic
techniques [18,54]. Our work relies on this last set of methods, which
embrace both single [55,56] and multi-objective approaches [19,57].
However, in the context of the CSO problem, apart from previous works
from the authors [20,21], only canonical versions of metaheuristics
have been used. It is well known that hybridization is a powerful tool
for improving the search of these algorithms [58] but, to the best of our
knowledge, this topic is still unexplored in the CSO literature. Under the
new and more accurate modeling of the CSO problem, this work im-
proves upon our previously published material by devising additional
local search operators aimed at reducing the power consumption and

also showing their suitability over MOEAs covering the most important
trends in the domain, e.g., Pareto-based, decomposition-based, and
indicator-based algorithms that, to the best of our knowledge, have
never been hybridized (SMS-EMOA and MOEA/D, particularly) or even
used before in the context of this problem (SparseEA). We have also
evaluated the synergy between different operators, which also opens
new promising lines of research.

3. The CSO problem

This section first introduces the modeling of the UDN and its pa-
rameters, and then describes the mathematical formulation of the CSO
problem addressed.
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3.1. UDN modeling

This work considers a service area of 500 × 500 meters, where
ten different regions have been defined with different propagation
conditions. To compute the received power at a given location of this
area, 𝑃𝑟𝑥 [dBm], the following model has been used:

𝑃𝑟𝑥 [dBm] = 𝑃𝑡𝑥 [dBm] + 𝑃𝐿𝑜𝑠𝑠 [dB] (1)

where, 𝑃𝑟𝑥 is the received power in dBm, 𝑃𝑡𝑥 is the transmitted power
in dBm, and 𝑃𝐿𝑜𝑠𝑠 are the global signal losses, which depend on the
given propagation region, and are computed as:

𝑃𝐿𝑜𝑠𝑠 [dB] = 𝐺𝐴 + 𝑃𝐴 (2)

where 𝐺𝐴 is the total gain of both antennas, and 𝑃𝐴 are the transmis-
sion losses in space, computed as:

𝑃𝐴 [dB] =
( 𝜆
4 ⋅ 𝜋 ⋅ 𝑑

)𝐾
(3)

where 𝑑 is the Euclidean distance to the corresponding sector at the
SBS, 𝐾 is the exponent loss, which randomly ranges in [2.0, 4.0] for each
of the 10 different regions. The Signal-to-Interference plus Noise Ratio
(SINR) for UE 𝑘, is computed as:

𝑆𝐼𝑁𝑅𝑘 =
𝑃𝑟𝑥,𝑗,𝑘 [mW]

∑𝑀
𝑖=1 𝑃𝑟𝑥,𝑖,𝑘 [mW] − 𝑃𝑟𝑥,𝑗,𝑘 [mW] + 𝑃𝑛 [mW]

(4)

where 𝑃𝑟𝑥,𝑗,𝑘 is the received power by UE 𝑘 from the cell 𝑗, the summa-
tion is the total received power by UE 𝑘 from all the cells operating at
the same frequency that 𝑗, and 𝑃𝑛 is the noise power, computed as:

𝑃𝑛 [dBm] = −174 + 10 ⋅ log10 𝐵𝑊𝑗 (5)

being 𝐵𝑊𝑗 the bandwidth of cell 𝑗, defined as 10% of the SBS operating
frequency, which is the same for all cells it deploys (see Table 1).

Finally, the UEs capacity has been calculated according to the MIMO
depicted in [59]. Thus, we assume that the transmission power from
each antenna is 𝑃𝑡𝑥∕𝑛𝑡𝑥, where 𝑛𝑡𝑥 indicates the number of transmitting
antennas. Then, if we consider the subchannels to be uncoupled, their
capacities can add up, and the overall channel capacity of the UE 𝑘 can
be estimated using the Shannon capacity formula:

𝐶𝑗
𝑘[𝑏𝑝𝑠] = 𝐵𝑊 𝑗

𝑘 [Hz] ⋅
𝑟∑

𝑖=1
log2

(
1 +

𝑆𝐼𝑁𝑅𝑘 ⋅ 𝜆𝑖
𝑛𝑡𝑥

)
(6)

where
√
𝜆𝑖 is the singular value of the channel matrix H, of dimensions

𝑛𝑟𝑥 × 𝑛𝑡𝑥 (i.e., # receiving antennas × # transmitting antennas). Note
that both 𝑛𝑟𝑥 and 𝑛𝑡𝑥 depend on the cell type (see Table 1). 𝐵𝑊 𝑗

𝑘 is the
bandwidth assigned to UE 𝑘 when connected to the cell 𝑗, assuming
round-robin scheduling, that is:

𝐵𝑊 𝑗
𝑘 =

𝐵𝑊𝑗

𝑁𝑗
(7)

where 𝑁𝑗 is the number of UEs connected to a cell 𝑗, and the UEs are
connected to the cell that provides the highest SINR, regardless of its
type.

In order to build a heterogeneous network, three different types of
cells of increasing size and decreasing frequency are considered: fem-
tocells, picocells and microcells. Recall that these cells are generated
by the antennas installed in a given sector of an SBS. Fig. 2 illustrates
the three configurations used in our modeling. In the first row, the
three SBSs have the three sectors and all their cells switched on (in
operation), thus the mapping to the binary string that represents a ten-
tative solution, included below each subfigure, does have all the genes
set to 1. In the second row, we have included several solutions with a
subset of cells switched off, with the corresponding genes set to 0. It
should also be noted that the number of transmitting antennas of each
cell type increases with frequency, being 8, 64 and 256 transmitting
antennas, respectively, for micro, pico, and femtocells. In the same way,
we assume that high-capacity UEs, which will preferably connect to

small cells (pico and femtocells), will implement a higher number of
receiving antennas (4 and 8 for pico and femtocells, respectively).

With the system configuration described above, the actual deploy-
ment of the cells is carried out via the placement of SBSs in the working
area, using a random rotation angle for the sectors, which determines
the orientation of the different cell beams. Then, both SBSs and UEs
are deployed using independent Poisson Point Processes (PPP) with
different densities, defined by 𝜆𝐶𝑒𝑙𝑙𝑠

𝑃 and 𝜆𝑈𝐸
𝑃 , respectively. We have

implemented in our software framework a discretization approach that
uses a grid of 100 × 100 points (also called ‘‘pixels’’ or area elements),
each covering a 25 m2 area, where the signal power is assumed to
be constant. In addition to that, vertical densification has been taken
into account by considering 3 vertical area elements, i.e., 25 meters of
height. The purpose of this mechanism is to reduce the computational
cost of calculating the SINR values.

The power consumption of a transmitter is computed based on the
model presented in [3], which considers that the device is transmitting
over the fiber backhauling. Therefore, the regular power consumption
of cell 𝑗, 𝑃𝑗 , is expressed as:

𝑃𝑗 = 𝛼 ⋅ 𝑃 + 𝛽 + 𝛿 ⋅ 𝑆 + 𝜌 (8)

where 𝑃 denotes the transmitted or radiated power of the transmitter,
the coefficient 𝛼 represents the efficiency of the transmission power
produced by a radio frequency amplifier and feeder losses, the power
dissipated due to signal processing and site cooling is denoted by 𝛽
and the dynamic power consumption per unit of data is given by 𝛿,
being 𝑆 the actual traffic demand provided by the serving cell. Finally,
the power consumption of the transmitting device is represented by
the coefficient 𝜌. However, in order to consider an accurate power
consumption model, the power consumed by the air conditioning and
power supply of the SBS should be also taken into account [60]. This
has been called maintenance power and is set to 2W/SBS for any SBS
containing at least one active cell.

The detailed parametrization of the scenarios addressed is included
in Table 1, in which column Eq. links the parameter to the correspond-
ing equation in the formulation detailed above. The names in the last
nine columns, XY, represent the deployment densities of SBSs and UEs,
respectively, so that X = {L, M, H}, meaning either low, medium, or
high-density deployments (𝜆𝐶𝑒𝑙𝑙

𝑃 parameter of the PPP), and Y = {L, M,
H}, indicates a low, medium or high density of deployed UEs (𝜆𝑈𝐸

𝑃 pa-
rameter of the PPP), in the last row of the table. The parameters 𝐺𝑡𝑥 and
𝑓 of each type of cell refer to the transmission gain and the operating
frequency (and its available bandwidth) of the antenna, respectively,
being 𝑛𝑡𝑥 and 𝑛𝑟𝑥 the number of transmit and receive antennas. Finally,
the parameters of the previously described power consumption model
are also included. Nine instances have been therefore used in this work
in order to assess the performance of the different metaheuristics and
their hybridization with the problem-specific operators.

3.2. Problem formulation and objectives

Let  be the set of randomly deployed SBSs and 𝑏 the set of cells
installed in SBS 𝑏, with 𝑏 ∈ . A solution to the CSO problem is a
binary string 𝑠, where 𝑠𝑏𝑐 indicates whether the cell 𝑐 of a given SBS
𝑏 is activated or not. The first objective to be minimized is, therefore,
computed as:

min 𝑓𝑃𝑜𝑤𝑒𝑟(𝑠) =
∑
𝑏
𝑃𝑏

𝑏∑
𝑐
𝑠𝑏𝑐 (9)

where 𝑃𝑏 is the power consumption of SBS 𝑏 (Eq. (8)). Note that 𝑃𝑏
includes both the transmission power of every cell 𝑐 ∈ 𝑃𝑏 and its
maintenance power.

Let  be the set of UEs also deployed as described in the previous
section, and  the entire set of cells contained in . Subsequently,
in order to compute the total capacity of the system, UEs are first
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assigned to the active Cell that provides it with the highest SINR. Let
(𝑠) ∈ {0, 1}| |×|| be the matrix where 𝑎𝑖𝑗 = 1 if 𝑠𝑗 = 1 and the Cell
𝑗 serves UE 𝑖 with the highest SINR, and 𝑎𝑖𝑗 = 0 otherwise. Then, the
second objective to be maximized, which is the total capacity provided
to all UEs, is calculated as:

max 𝑓𝐶𝑎𝑝(𝑠) =
| |∑
𝑖=1

||∑
𝑗=1

𝑠𝑗 ⋅ 𝑎𝑖𝑗 ⋅ 𝐶
𝑗
𝑖 (10)

where 𝐶𝑗
𝑖 is the capacity of Cell 𝑗 provided to UE 𝑖 (Eq. (7)). We would

like to remark that these two problem objectives are clearly conflicting
one each other, since switching off base stations leads to a reduction
of the power consumption of the network, but it also damages the
capacity received by the user, as the UE-Cell distance increases (rising
the propagation losses) at the same time as the available bandwidth to
serve users is reduced.

4. Hybridization: MOEAs used and newly developed operators for
the CSO problem

This section first describes briefly the MOEAs used in this work.
Then, the problem-specific operators devised for the CSO problem are
detailed. The last part is devoted to showing how these operators are
integrated within the evolutionary loop of the chosen multi-objective
metaheuristics.

4.1. Multi-objective evolutionary algorithms

In the last decades, Evolutionary Algorithms (EAs) have shown their
effectiveness in solving different optimization and search problems. In
addition, one of the most interesting capabilities of these algorithms is
the ability to deal with multi-objective optimization problems. Since
its proposal in the 1990s, Multi-Objective Evolutionary Algorithms
(MOEAs) have been widely used for the resolution of several complex
problems with two or three conflicting objectives in various branches
of engineering, science, and commerce. If the problems have more
conflicting objectives, the research community has proposed differ-
ent alternatives, since MOEAs lose performance when the number of
conflicting objectives increases [61,62].

In order to address the optimization problem stated in this pa-
per, the following five MOEAs have been chosen from the specialized
literature: NSGA-II (Non-dominated Sorting Genetic Algorithm II) [22],
MOCell (Multi-Objective Cellular Genetic Algorithm) [23], SMS-EMOA (
Metric Selection Evolutionary Multi-Objective Algorithm) [24], MOEA/D
(Multi-Objective Evolutionary Algorithm based on Decomposition) [25] and
SparseEA [26].

The first four algorithms are well known in the literature and
have been selected to cover the three main paradigms for solving
multi-objective optimization problems (MOPs), namely, Pareto-based,
indicator-based, and decomposition-based. NSGA-II and MOCell are
representative of Pareto-based approaches that have already been used
in previous works by the authors in the context of the CSO problem.
They use ranking to identify non-dominated solutions, and crowding
as a density estimator to promote these non-dominated solutions of
the less populated areas of the approximated Pareto fronts. This latter
operator is rather computationally expensive, but improved implemen-
tations exist [63]. As an indicator-based algorithm, we have chosen
SMS-EMOA, whose search engine is guided by Hypervolume. And
finally, MOEA/D covers the decomposition-based paradigm. SparseEA
deserves special attention, as it is a recent algorithmic proposal specif-
ically aimed at solving sparse MOPs, i.e., large-scale binary-encoded
MOPs in which most of the decision variables are zero [64]. This is
potentially the context of the CSO problem, as it tries to switch off
as many cells as possible in periods of low traffic demands to reduce
power consumption. To do so, SparseEA uses a similar scheme as
NSGA-II in terms of crossover, selection, ranking and crowding, but

it applies tailored strategies to generate the initial population and the
offspring that aim at ensuring the sparsity of the solutions generated.
This algorithm uses a hybrid representation of the solutions (real and
binary vectors), where the real vector stores the best values of the
decision variables found so far, and the binary vector stores the decision
variables that should be set to zero to control the sparsity of solutions.

4.2. Hybridization with problem-specific operators

The integration of problem-specific operators in the evolutionary
cycle is done after the application of the genetic operators, as shown
in Algorithm 1. Each specific operator is applied with a probability
𝑟𝑎𝑡𝑒𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟 defined in [0, 1]. For multi-operator hybrids, the following
order is used: 𝐸𝐶↓, 𝑆𝐶↓, 𝑃𝐹 ↑, 𝑃𝑆𝐶↑ and 𝐻𝐹 ↑. Hence, all, some, or
none could be potentially applied.

4.3. Problem-specific operators

We have defined five different local search operators that are aimed
at exploiting problem-specific information that can guide the search
of MOEAs towards regions of higher quality solutions. These operators
mainly target switching cells either on or off, so their acronyms have
used a superscript with a ↑ or ↓, respectively, to better show this
fact and enhance the reading. They all have linear computational
complexity, thus not substantially increasing the runtime.

4.3.1. 𝐸𝐶↓: Empty cell operator
As a consequence of SBS densification and sectorization, many cells

may result to be empty, i.e., not providing service to any user, so that
it can be switched off. In order to incorporate this useful information
about the network into the algorithm search, the Empty Cell operator, or
𝐸𝐶↓ for short, has been designed. It explores all cells of the candidate
solution, switching off those that are not serving any UE, as it is
illustrated in Algorithm 2. Despite its apparent simplicity, this operator
promotes a considerable intensification capacity. It is remarkable that,
when applied without any restriction, the 𝐸𝐶↓ operator can disrupt the
evolution of the algorithm, since it prevents the generation of solutions
that reassign users to such empty cells, since they would all be switched
off after the action of the operator. In order to address this issue, the
operator is applied with a certain rate.

4.3.2. 𝑆𝐶↓: Single cell operator
Having multiple sectors/cells within a single SBS introduces new

optimization possibilities to improve the search capabilities of the
algorithms. In particular, the Single Cell operator (𝑆𝐶↓) aims to ex-
plore low power consumption solutions by switching off base stations
that have only one single active cell, saving in this way the power
consumed by the air conditioning and power supply of the entire SBS.
Again, when applied without restrictions, this operator might lead to
solutions in which some important base stations might be switched off,
regardless of the number of users that were assigned to them. This fact
could significantly disrupt the search of the MOEAs. For that reason,
this operator is applied with a given rate. Algorithm 3 sketches the
pseudocode of the operator.

4.3.3. 𝑃𝐹 ↑ And 𝑃𝑆𝐶↑: Prioritize femto and prioritize small cells operators
In contrast to the previous specific operators, which aim to intensify

the search in areas of low energy consumption, the Prioritize Femto Cells
and Prioritize Small Cells operators aim to intensify it in the area of
the highest capacity. These operators seek active cells that offer an
SINR level higher than a threshold over the SINR of users with the
cells to which they are assigned. After experiments with values from
1 dB to 9 dB, the threshold value was set at 1 dB, as it was the one
with the best results. In addition, this value allows us to maintain
consistency with previous works [21]. The difference between the two
operators lies in the set of candidate UEs to participate in the search:
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Algorithm 1: Pseudocode of the hybridization with problem-specific operators.
1: 𝑡 ← 0 // Generation counter
2: 𝐴(𝑡) ← ∅ // Archive for non-dominated solutions
3: 𝑆(𝑡) ← 𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑃 𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛() // Current population
4: 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑆(𝑡)) // Evaluate the problem objectives
5: 𝐴(𝑡) ← 𝑈𝑝𝑑𝑎𝑡𝑒(𝐴(𝑡), 𝑆(𝑡)) // Obtain the non-dominated solutions from S(0)
6: while not 𝑆𝑡𝑜𝑝𝑝𝑖𝑛𝑔𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛() do
7: 𝑡 ← 𝑡 + 1
8: 𝑆(𝑡) ← 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛(𝑆(𝑡 − 1), 𝐴(𝑡 − 1)) // Select solutions for mating
9: 𝑆(𝑡) ← 𝑉 𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛(𝑆(𝑡), 𝐴(𝑡 − 1)) // Apply variation operators (crossover, mutation)
10: // using the mating population and the archive
11: for all 𝑠 ∈ 𝑆(𝑡) do
12: 𝑟1 ← 𝑅𝑎𝑛𝑑𝑜𝑚(0, 1) // Draw a random number in [0,1]
13: if 𝑟1 < 𝑟𝑎𝑡𝑒𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟1 then
14: 𝑠 ← 𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟1(𝑠) // Apply Operator1 to solution s
15: end if
16: 𝑟2 ← 𝑅𝑎𝑛𝑑𝑜𝑚(0, 1)
17: if 𝑟2 < 𝑟𝑎𝑡𝑒𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟2 then
18: 𝑠 ← 𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟2(𝑠) // Apply Operator2 to solution s
19: end if
20: ...
21: 𝑟𝑛 ← 𝑅𝑎𝑛𝑑𝑜𝑚(0, 1)
22: if 𝑟𝑛 < 𝑟𝑎𝑡𝑒𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟𝑁 then
23: 𝑠 ← 𝑂𝑝𝑒𝑟𝑎𝑡𝑜𝑟𝑁(𝑠) // Apply OperatorN to solution s
24: end if
25: end for
26: 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑆(𝑡))
27: 𝐴(𝑡) ← 𝑈𝑝𝑑𝑎𝑡𝑒(𝐴(𝑡 − 1), 𝑆(𝑡)) // Obtain the non-dominated solutions from the
28: // current population S(t) and the archive A(t-1)
29: 𝑆(𝑡) ← 𝑅𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡(𝑆(𝑡), 𝐴(𝑡)) // Replace solutions in the current population
30: end while
31: Output: 𝐴(𝑡)

Algorithm 2: Pseudocode of the 𝐸𝐶↓ operator.
1: 𝐶 ← 𝑐𝑒𝑙𝑙𝑠(𝑈𝐷𝑁)
2: for 𝑐 ∈ 𝐶 do
3: if 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑𝑈𝐸𝑠(𝑐) == 0 then
4: 𝑆𝑤𝑖𝑡𝑐ℎ𝑂𝑓𝑓 (𝑐)
5: end if
6: end for

Algorithm 3: Pseudocode of the 𝑆𝐶↓ operator.
1: 𝐵 ← 𝑆𝐵𝑆𝑠(𝑈𝐷𝑁)
2: for 𝑏 ∈ 𝐵 do
3: if 𝐴𝑐𝑡𝑖𝑣𝑒𝐶𝑒𝑙𝑙𝑠(𝑏) == 1 then
4: 𝑐 ← 𝐴𝑐𝑡𝑖𝑣𝑒𝐶𝑒𝑙𝑙(𝑏)
5: 𝑆𝑤𝑖𝑡𝑐ℎ𝑂𝑓𝑓 (𝑐)
6: end if
7: end for

Prioritize Femto Cells only concerns the UDN UEs that are not assigned
to femtocells; Prioritize Small Cells is less restrictive, using the UEs that
are not assigned to small cells, that is, microcells and macrocells. After
switching on the cell that meets the SINR threshold, if any, the operator
switches off all cells that have no UEs assigned to them. Therefore,
the 𝐸𝐶↓ is likely to be applied as a final step. Algorithm 4 shows the
pseudocode of the two operators, which differs only in the initial set of
cells.

4.3.4. 𝐻𝐹 ↑: Higher frequency operator
Similar to 𝑃𝐹 ↑ and 𝑃𝑆𝐶↑ operators, the purpose of the Higher

Frequency operator is to intensify the search towards the capacity
objective. This operator seeks to take advantage of the capacity im-
provements that can be offered by smaller cells with a higher operating
frequency than those serving UEs. Thus, this operator turns on cells of
the same SBSs to which the UEs are assigned and that offer a higher
SINR than the one they already have. Furthermore, if the cell to which
the UEs are assigned only serves one, the cell is turned off to encourage
the UEs to be assigned to the activated cell, thus promoting the increase

Algorithm 4: Pseudocode of the 𝑃𝐹 ↑ and 𝑃𝑆𝐶↑ operators.

1: if 𝑃𝐹 ↑ then
2: 𝑈 ← 𝑈𝑠𝑒𝑟𝑠𝑁𝑜𝑡𝑆𝑒𝑟𝑣𝑒𝑑𝐵𝑦𝐹𝑒𝑚𝑡𝑜𝐶𝑒𝑙𝑙𝑠(𝑈𝐷𝑁)
3: else if 𝑃𝑆𝐶↑ then
4: 𝑈 ← 𝑈𝑠𝑒𝑟𝑠𝑁𝑜𝑡𝑆𝑒𝑟𝑣𝑒𝑑𝐵𝑦𝑆𝑚𝑎𝑙𝑙𝐶𝑒𝑙𝑙𝑠(𝑈𝐷𝑁)
5: end if
6:
7: for 𝑢 ∈ 𝑈 do
8: 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← 𝐺𝑒𝑡𝑆𝑒𝑟𝑣𝑖𝑛𝑔𝐶𝑒𝑙𝑙(𝑢)
9: 𝐶 ← 𝐺𝑒𝑡𝐹𝑒𝑚𝑡𝑜𝐶𝑒𝑙𝑙𝑠𝑊 𝑖𝑡ℎ𝐻𝑖𝑔ℎ𝑒𝑟𝑆𝐼𝑁𝑅(𝑢)

10: for 𝑐 ∈ 𝐶 do
11: if 𝑆𝐼𝑁𝑅(𝑢, 𝑐) > 1 𝑑𝐵 then
12: 𝑆𝑤𝑖𝑡𝑐ℎ𝑂𝑛(𝑐)
13: if 𝐺𝑒𝑡𝐴𝑠𝑠𝑖𝑔𝑛𝑒𝑑𝑈𝑠𝑒𝑟𝑠(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) == 1 then
14: 𝑆𝑤𝑖𝑡𝑐ℎ𝑂𝑓𝑓 (𝑐𝑢𝑟𝑟𝑒𝑛𝑡)
15: end if
16: break
17: end if
18: end for
19: end for
20: 𝑆𝑤𝑖𝑡𝑐ℎ𝑂𝑓𝑓𝐸𝑚𝑝𝑡𝑦𝐶𝑒𝑙𝑙𝑠()

of capacity as well as the reduction of the power consumption, as
illustrated in Algorithm 5.

5. Experimentation

This section describes the methodology used to conduct the exper-
iments, showing the effectiveness of the new hybrid proposals, as well
as the analysis of the results obtained.

5.1. Methodology

Based on the nine scenarios described in Section 3 and the stochastic
nature of the metaheuristics, 50 seeds have been addressed in the ex-
perimentation for each type of scenario. This ensures that all algorithms
face the same set of problem instances.
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Algorithm 5: Pseudocode of the 𝐻𝐹 ↑ operator.
1: 𝑈 ← 𝐺𝑒𝑡𝑈𝑠𝑒𝑟𝑠(𝑈𝐷𝑁)
2: for 𝑢 ∈ 𝑈 do
3: 𝑏 ← 𝐺𝑒𝑡𝑆𝑒𝑟𝑣𝑖𝑛𝑔𝐵𝑇𝑆(𝑢)
4: 𝑏𝑒𝑠𝑡 ← 𝐺𝑒𝑡𝑆𝑒𝑟𝑣𝑖𝑛𝑔𝐶𝑒𝑙𝑙(𝑢)
5: 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← 𝑏𝑒𝑠𝑡
6: for 𝑐 ∈ 𝐺𝑒𝑡𝐶𝑒𝑙𝑙𝑠𝑊 𝑖𝑡ℎ𝐻𝑖𝑔ℎ𝑒𝑟𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔𝐹 𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦(𝑏) do
7: if SINR(u,c) ≥ SINR(u,best) then
8: 𝑏𝑒𝑠𝑡 ← 𝑐
9: end if

10: end for
11: end for
12: 𝑆𝑤𝑖𝑡𝑐ℎ𝑂𝑛(𝑏𝑒𝑠𝑡)
13: if GetAssignedUsers(current) == 1 then
14: 𝑆𝑤𝑖𝑡𝑐ℎ𝑂𝑓𝑓 (𝑐𝑢𝑟𝑟𝑒𝑛𝑡)
15: end if

In order to obtain fair comparative results between algorithms,
they all use the same population size of 100 solutions and the same
genetic operators: binary tournament selection, two-point crossover
with a crossover rate of 0.9, and bit-flip mutation with a mutation rate
of 1∕𝐿, being 𝐿 the number of cells in the scenario. SparseEA is the
exception because its own framework is designed to maintain sparsity
in solutions, and changing its genetic operators to general-purpose ones
would cause the algorithm to lose its distinguishing features from the
others. Moreover, MOEA/D has also used a binary tournament to select
two parents for crossover.

The stopping condition is defined as a maximum number of function
evaluations, which increases with the density of deployed SBSs, that
is, with the size of the instance. The following values have been set
up: 100,000 evaluations for L{X}; 150,000 evaluations for M{X}; and
250,000 evaluations for H{X}, (being {X} the three densities of the
UEs). These values are obtained after a preliminary study that has
shown that they are enough to guarantee the convergence of the
algorithms.

With respect to the specific operators, the first step has been to
conduct experiments with them separately to clearly isolate their im-
pact on the search of the different MOEAs. For this purpose, we have
initially defined the following application rates: 0.1, 0.05, 0.01, 0.005
and 0.001. However, after briefly analyzing the results, the two smaller
ones, 0.05 and 0.005, have not been considered anymore in this work,
as they have provided negligible contributions to the quality of the
solutions reached. We have also removed these two settings to increase
the readability of the results. Bearing all this in mind, this part of
the experiments accounted for a total of 67,500 runs. A final set of
experiments carried out to analyze potential synergies between the
problem-specific operators in the hybrid MOEAs has involved 5 MOEAs,
5 operators, 5 application rates, 14 combinations between operators,
9 scenarios, and 50 seeds, which amounts to 31,500 additional runs.
All of them have required roughly about 18.4 years of CPU time. In
order to afford such computational demands, the experiments have
been deployed in the facilities of the Supercomputing and Bioinfor-
matics Center of the Universidad de Málaga, named Picasso. It is a
heterogeneous computing platform composed of several clusters with
up to 30.616 computing cores. The full hardware description can be
found in http://www.scbi.uma.es/site/scbi/hardware.

Two indicators have been used to measure the quality of the approx-
imations to the Pareto front achieved by the different algorithms: the
attainment surfaces [65] and Hypervolume (HV) [28]. The empirical at-
tainment function (EAF) [65] allows undertaking a graphical analysis of
the approximated fronts. Indeed, EAF graphically displays the expected
performance and its variability of the approximated Pareto fronts ob-
tained by the multi-objective algorithm over multiple runs. Informally,
the 50%-attainment surface in the multi-objective domain, which is

Table 2
Median and IQR of HV for the canonical MOEAs.

NSGA-II MOCell SMS-EMOA MOEA/D SparseEA
LL 0.5210.170 0.2960.188 0.6420.150 0.0000.000 0.2120.051
LM 0.5200.185 0.2660.193 0.5940.125 0.0000.000 0.2080.069
LH 0.4490.161 0.2580.198 0.5560.133 0.0000.000 0.2160.055
ML 0.2710.170 0.4340.212 0.5190.137 0.0000.000 0.1650.045
MM 0.1930.231 0.3030.183 0.4370.141 0.0000.000 0.1730.041
MH 0.2100.285 0.0360.194 0.4350.191 0.0000.000 0.1810.040
HL 0.3650.249 0.0050.199 0.5790.161 0.0000.000 0.1530.036
HM 0.1790.265 0.0000.035 0.4380.160 0.0000.000 0.1450.042
HH 0.1770.265 0.0000.075 0.4070.204 0.0000.000 0.1550.040

chosen here, is analogous to the median value in the single-objective
one. The HV, in turn, is a Pareto-compliant, single-value-based quality
indicator considered in the multi-objective community as one of the
most reliable measures to compare approximations to the Pareto front
of different algorithms. Its values depend, however, on the arbitrary
scale of the objective function values, so a normalization procedure is
required to avoid misleading results. To do so, and since the problem
addressed in this paper is a realistic NP-complete combinatorial opti-
mization problem for which we do not have the true Pareto front, a
reference Pareto front (RPF) has been built for each instance of the
problem. This RPF is composed of all the non-dominated solutions
found by all the algorithms involved in these experiments, and is used
to normalize the approximated fronts reached by the algorithms prior
to calculating the HV value. Non-dominated solutions outside of the
limits of the corresponding RFP are discarded (i.e., their contribution
to the HV is zero).

In order to provide these HV results with statistical significance [66],
a Kolmogorov–Smirnov test is first performed to check whether the 50
samples are distributed according to a normal distribution or not. If
so, an ANOVA I test is performed; otherwise, a Kruskal–Wallis test
is performed. Since more than two algorithms are involved in the
study, a post hoc testing phase that allows for multiple comparisons
of samples (multicompare) has been conducted. All statistical tests are
performed with a confidence level of 95%. The stats output is shown
in a tabular form, as a head-to-head comparison between pairs of
algorithms; a black upward triangle says that the setting of the row
has statistically higher values than the configuration of the column,
and a white downward triangle states that the configuration in the
row has statistically lower values than the configuration in the column.
When no statistically significant differences are found, the spot is left
empty. We have also computed the Friedman rank sum test with Holm
correction to support several rankings among the algorithms that are
undertaken in the result analyses below.

Both the generated data and the statistical tests can be found
as supplementary material at https://doi.org/10.6084/m9.figshare.
21378000. All the software and the scenarios used can be also down-
loaded from https://github.com/galeanobra/CSO_Hybrid in order to
guarantee the reproducibility of the experimentation. In the following
sections, we have structured all this information in a readable form to
ease the analysis of the results and to better support our conclusions.

5.2. Results

This section has been structured into two separated parts: the first
one aims at showing how the problem-specific operators devised in
this work (and described in Section 4.3) improve the search of the five
MOEAs in which they have been incorporated; as these operators have
different intensification capabilities towards a given objective (either
the energy consumption or the network capacity), the second part is
devoted to analyzing potential synergies between them, when applying
several of such operators simultaneously.
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Median and IQR of the HV indicator for NSGA-II in the nine scenarios.

Canonical 𝐸𝐶↓ 𝑆𝐶↓ 𝑃𝐹 ↑ 𝑃𝑆𝐶↑ 𝐻𝐹 ↑

0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001
LL 0.5210.170 0.7660.076 0.7480.104 0.6680.219 0.5390.187 0.6080.119 0.5410.158 0.7440.079 0.7580.080 0.5890.211 0.7320.082 0.7350.100 0.5710.232 0.5280.226 0.5360.200 0.5050.162
LM 0.5200.185 0.7470.071 0.7200.081 0.6210.247 0.5100.149 0.5550.131 0.5190.130 0.7000.087 0.6930.092 0.5330.185 0.6870.121 0.6710.148 0.5300.184 0.4860.167 0.4670.160 0.5140.134
LH 0.4490.161 0.7190.086 0.6710.068 0.5460.228 0.4410.154 0.5040.147 0.4380.162 0.6480.122 0.6390.126 0.4790.227 0.6480.097 0.6440.082 0.5000.175 0.4130.164 0.4490.184 0.4520.165
ML 0.2710.170 0.7390.076 0.7130.102 0.6580.167 0.2610.191 0.4120.193 0.3270.222 0.7170.095 0.7170.105 0.6240.366 0.7100.109 0.7100.106 0.5720.466 0.2800.199 0.2620.141 0.2820.203
MM 0.1930.231 0.7070.070 0.6890.096 0.6170.243 0.1500.248 0.2860.204 0.2280.241 0.6680.103 0.6670.100 0.3620.493 0.6650.092 0.6400.126 0.3670.398 0.1830.260 0.1790.224 0.2070.219
MH 0.2100.285 0.6680.092 0.6570.129 0.5130.313 0.2100.279 0.3120.215 0.2660.263 0.6220.163 0.6060.147 0.4160.501 0.5890.155 0.6070.147 0.2950.356 0.1650.325 0.1910.298 0.1840.246
HL 0.3650.249 0.7140.082 0.7140.096 0.6830.146 0.3060.260 0.4800.218 0.3660.281 0.7120.106 0.7200.095 0.6970.187 0.6950.104 0.7090.090 0.6710.151 0.3200.201 0.3390.263 0.3340.294
HM 0.1790.265 0.6530.093 0.6360.119 0.5830.162 0.1890.226 0.3210.232 0.2530.188 0.6190.129 0.6130.133 0.5950.237 0.6160.100 0.6280.108 0.5840.172 0.1760.180 0.1860.250 0.1920.197
HH 0.1770.265 0.6330.088 0.6000.103 0.5390.187 0.1910.263 0.2760.229 0.1650.241 0.6030.134 0.5920.118 0.4000.418 0.6000.089 0.5980.125 0.5170.288 0.1600.260 0.1260.256 0.1580.302

Table 4
Median and IQR of the HV indicator for MOCell in the nine scenarios.

Canonical 𝐸𝐶↓ 𝑆𝐶↓ 𝑃𝐹 ↑ 𝑃𝑆𝐶↑ 𝐻𝐹 ↑

0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001
LL 0.2960.188 0.7200.073 0.6720.114 0.4500.362 0.2760.221 0.3870.175 0.3180.201 0.6260.096 0.6120.153 0.3940.260 0.6150.110 0.6200.148 0.4280.308 0.2790.160 0.2910.204 0.3130.221
LM 0.2660.193 0.6770.094 0.5950.117 0.4720.226 0.2970.185 0.3660.164 0.3020.222 0.5570.134 0.5190.149 0.3850.267 0.6240.152 0.6070.119 0.6210.092 0.4740.173 0.5220.141 0.5230.137
LH 0.2580.198 0.6230.088 0.5670.117 0.3490.323 0.2560.229 0.3520.239 0.3000.266 0.4970.137 0.4480.278 0.2920.229 0.5630.155 0.5850.141 0.5680.109 0.3970.147 0.4640.149 0.4760.143
ML 0.4340.212 0.6910.101 0.7250.100 0.5110.430 0.0020.122 0.5310.167 0.5350.159 0.6570.127 0.6320.157 0.6500.116 0.6100.134 0.6110.131 0.5320.407 0.0050.090 0.1760.432 0.4230.201
MM 0.3030.183 0.7180.070 0.6800.078 0.6440.080 0.3050.154 0.4180.166 0.4070.160 0.5890.134 0.5710.138 0.5700.140 0.5520.156 0.5470.131 0.5680.126 0.2440.200 0.2920.242 0.3050.223
MH 0.0360.194 0.5910.132 0.5590.157 0.3050.438 0.0030.169 0.1250.245 0.0570.203 0.4670.184 0.4530.197 0.2780.405 0.5050.163 0.4850.223 0.4860.201 0.1950.257 0.2730.165 0.2910.229
HL 0.0050.199 0.6790.103 0.6560.128 0.5930.176 0.0000.129 0.1600.253 0.0460.241 0.6080.109 0.6100.118 0.5670.262 0.6200.113 0.6170.127 0.5520.176 0.3170.295 0.3620.282 0.4220.246
HM 0.0000.035 0.5830.094 0.5560.128 0.4530.206 0.0000.065 0.0770.173 0.0000.068 0.4880.156 0.5020.139 0.4170.254 0.5250.148 0.4950.124 0.3770.536 0.1500.245 0.1970.251 0.2170.228
HH 0.0000.075 0.5590.109 0.5070.120 0.4100.240 0.0000.073 0.0450.186 0.0000.131 0.4310.182 0.4370.206 0.1970.402 0.4530.137 0.4370.181 0.3810.258 0.0610.247 0.1460.264 0.0840.313
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Median and IQR of the HV indicator for SMS-EMOA in the nine scenarios.

Canonical 𝐸𝐶↓ 𝑆𝐶↓ 𝑃𝐹 ↑ 𝑃𝑆𝐶↑ 𝐻𝐹 ↑

0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001
LL 0.6420.150 0.7340.105 0.7200.108 0.7190.070 0.6410.135 0.6910.093 0.6830.086 0.7160.085 0.7060.072 0.7140.087 0.7140.110 0.6920.081 0.7030.106 0.6200.139 0.6210.136 0.6580.132
LM 0.5940.125 0.7210.074 0.7090.080 0.7140.090 0.6060.132 0.6720.104 0.6580.107 0.6970.078 0.7010.086 0.6990.117 0.7000.084 0.6820.109 0.6810.120 0.5620.141 0.5970.131 0.6330.154
LH 0.5560.133 0.6850.078 0.6790.108 0.6760.096 0.5470.100 0.6400.122 0.6330.117 0.6380.101 0.6460.095 0.6440.103 0.6460.110 0.6470.102 0.6290.116 0.5320.126 0.5420.146 0.5660.111
ML 0.5190.137 0.7250.132 0.6900.105 0.6980.066 0.5000.180 0.6240.073 0.6140.120 0.6910.098 0.6860.104 0.6880.160 0.6920.093 0.6820.095 0.6830.112 0.4560.208 0.5090.173 0.5000.151
MM 0.4370.141 0.6940.108 0.6940.086 0.6590.079 0.4460.173 0.5820.141 0.5650.101 0.6500.083 0.6680.092 0.6500.114 0.6680.064 0.6610.089 0.6460.098 0.3660.220 0.4310.217 0.4400.195
MH 0.4350.191 0.6530.101 0.6510.124 0.6660.095 0.3750.229 0.5530.144 0.5330.150 0.6320.112 0.6290.160 0.6420.130 0.6280.144 0.6220.116 0.6250.141 0.3600.238 0.4370.219 0.4070.231
HL 0.5790.161 0.7070.086 0.6890.094 0.6970.101 0.5650.136 0.6430.108 0.6520.110 0.6810.075 0.6780.079 0.6790.096 0.6830.099 0.6740.108 0.6790.078 0.5490.168 0.5840.147 0.5740.159
HM 0.4380.160 0.6160.108 0.6160.104 0.6290.101 0.4290.172 0.5530.134 0.5520.117 0.6270.087 0.6210.126 0.5940.095 0.6130.107 0.6090.085 0.6110.109 0.3450.168 0.4140.195 0.4150.166
HH 0.4070.204 0.6150.089 0.6040.110 0.6120.122 0.4020.199 0.5400.102 0.5230.139 0.5940.123 0.5850.124 0.5910.105 0.5750.120 0.5940.096 0.5690.124 0.3540.229 0.3850.158 0.3940.173

Table 6
Median and IQR of the HV indicator for MOEA/D in the nine scenarios.

Canonical 𝐸𝐶↓ 𝑆𝐶↓ 𝑃𝐹 ↑ 𝑃𝑆𝐶↑ 𝐻𝐹 ↑

0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001
LL 0.0000.000 0.0020.089 0.0000.069 0.0000.024 0.0000.000 0.0000.030 0.0000.022 0.0000.036 0.0000.046 0.0000.048 0.0110.143 0.0000.062 0.0000.063 0.0000.000 0.0000.000 0.0000.000
LM 0.0000.000 0.0000.032 0.0000.025 0.0000.000 0.0000.000 0.0000.012 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.004 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000
LH 0.0000.000 0.0000.011 0.0000.002 0.0000.007 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000 0.0000.000
ML 0.0000.000 0.0430.125 0.0220.132 0.0270.097 0.0000.000 0.0000.000 0.0000.000 0.0040.074 0.0000.047 0.0000.045 0.0440.131 0.0080.106 0.0000.104 0.0000.000 0.0000.000 0.0000.000
MM 0.0000.000 0.0000.057 0.0000.039 0.0000.047 0.0000.000 0.0000.000 0.0000.000 0.0000.003 0.0000.015 0.0000.056 0.0000.084 0.0000.030 0.0000.020 0.0000.000 0.0000.000 0.0000.000
MH 0.0000.000 0.0000.042 0.0000.059 0.0000.029 0.0000.000 0.0000.018 0.0000.000 0.0000.015 0.0000.001 0.0000.000 0.0000.043 0.0000.000 0.0000.027 0.0000.000 0.0000.000 0.0000.000
HL 0.0000.000 0.0350.158 0.0430.173 0.0000.158 0.0000.000 0.0000.031 0.0000.009 0.0200.126 0.0030.121 0.0060.085 0.0300.170 0.0460.144 0.0240.142 0.0000.000 0.0000.002 0.0000.000
HM 0.0000.000 0.0360.114 0.0200.103 0.0000.105 0.0000.000 0.0000.014 0.0000.003 0.0000.078 0.0000.064 0.0000.047 0.0250.107 0.0060.087 0.0090.088 0.0000.000 0.0000.000 0.0000.000
HH 0.0000.000 0.0000.050 0.0000.034 0.0000.010 0.0000.000 0.0000.000 0.0000.000 0.0000.016 0.0000.001 0.0000.000 0.0140.071 0.0000.055 0.0000.026 0.0000.000 0.0000.000 0.0000.000
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Median and IQR of the HV indicator for SparseEA in the nine scenarios.

Canonical 𝐸𝐶↓ 𝑆𝐶↓ 𝑃𝐹 ↑ 𝑃𝑆𝐶↑ 𝐻𝐹 ↑

0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001
LL 0.2120.051 0.2110.053 0.2070.051 0.2130.052 0.2070.044 0.2060.053 0.2020.066 0.1990.061 0.2080.061 0.2010.048 0.2060.069 0.1960.050 0.2060.061 0.1980.053 0.2100.061 0.2000.064
LM 0.2080.069 0.2340.052 0.2320.063 0.2370.067 0.2090.060 0.2100.052 0.2110.050 0.2120.057 0.2090.040 0.2170.049 0.2230.051 0.2130.037 0.2230.052 0.2090.051 0.2180.049 0.2090.057
LH 0.2160.055 0.2280.063 0.2190.058 0.2120.067 0.2070.057 0.2050.054 0.2120.049 0.2030.057 0.2120.051 0.2090.054 0.2060.055 0.2080.054 0.2090.045 0.2020.066 0.2050.054 0.2030.057
ML 0.1650.045 0.2000.079 0.1890.046 0.1920.063 0.1650.051 0.1650.044 0.1610.038 0.1690.050 0.1700.042 0.1790.056 0.1710.043 0.1710.046 0.1780.046 0.1650.050 0.1590.057 0.1530.046
MM 0.1730.041 0.2020.043 0.2000.042 0.2030.043 0.1750.047 0.1680.035 0.1690.025 0.1760.053 0.1860.042 0.1890.035 0.1790.053 0.1910.035 0.1950.038 0.1700.039 0.1680.044 0.1740.030
MH 0.1810.040 0.2040.046 0.2020.045 0.2110.059 0.1850.055 0.1840.040 0.1810.052 0.1850.043 0.1850.051 0.1920.056 0.1880.036 0.1950.051 0.1910.048 0.1780.055 0.1820.059 0.1770.040
HL 0.1530.036 0.1940.056 0.1910.039 0.1910.049 0.1480.041 0.1630.043 0.1510.034 0.1660.052 0.1600.053 0.1700.050 0.1680.056 0.1620.049 0.1630.047 0.1530.046 0.1510.044 0.1550.051
HM 0.1450.042 0.1830.054 0.1830.038 0.1940.047 0.1490.053 0.1510.047 0.1500.047 0.1680.042 0.1560.054 0.1630.039 0.1680.040 0.1710.046 0.1750.046 0.1420.042 0.1410.050 0.1470.043
HH 0.1550.040 0.1980.055 0.1880.053 0.1930.042 0.1530.039 0.1540.047 0.1560.058 0.1690.038 0.1690.036 0.1720.036 0.1720.037 0.1750.044 0.1820.058 0.1500.042 0.1570.041 0.1550.047
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Fig. 3. Attainment functions of the five canonical MOEAs for the MM scenario, and the RPF used in the normalization procedure required to compute the HV indicator.

Fig. 4. Attainment functions of both the canonical and hybrid versions of MOEA/D for the HL scenario.

that there is at least one problem-specific operator that has been able
to enhance the search capabilities of the algorithms. The dark gray
background indicates that the 𝐸𝐶↓ operator at 0.1 has been able to
obtain the best (highest) HV value in most scenarios for NSGA-II (8
out of 9), MOCell (8 out of 9) and SMS-EMOA (6 out of 9), and with
statistical significance, as shown in Figures S.10 to S.13.

It is important to remark that most hybrid configurations have
enhanced the search of NSGA-II, MOCell and SMS-EMOA, and to a
lesser extent that of SparseEA. To better illustrate this fact, we have
computed the gap between the HV value of the best application rate for
a given operator and the HV value of the canonical MOEA, and have
aggregated it over the nine UDN scenarios (LL to HH). The results are
shown in Fig. 5, where it can be seen that the HV values have increased
substantially, specially in NSGA-II and MOCell, with 0.23 and 0.31, on
average, for the five problem-specific operators. Diving a bit deeper
into the data reported in this figure, the columns corresponding to
the 𝐸𝐶↓ operator show the maximum gap, that is, the largest increase
in the HV value with respect to the canonical version, thus achieving
the best-approximated fronts with respect to this indicator. Out of the

five devised problem-specific operators, 𝐻𝐹 ↑ has provided little-to-
no contributions to the search capability of the MOEAs (except for
MOCell), even obtaining a negative gap (i.e., the canonical MOEA has
outperformed this hybrid version). In fact, averaging the nine scenarios
and the three application rates, NSGA-II𝐻𝐹 ↑ has a gap of −0.0013.
Despite these results, we will show below, in the next section, that
this operator is still useful when combined with others by generating a
synergy that enhances the search of MOEAs.

We want to complete our analysis with an operator-wise dimension,
that is, how the different combinations of operators and application
rates perform. To do so, we computed the average ranking of the HV
value for each operator/rate over all the nine UDN scenarios within
two different comparison baselines: Table 8 ranks hybrids among the
three application rates (that is, the rank is between 1 and 3, which
corresponds, respectively, to the best and worst HV value), and Table 9
ranks them among the fifteen hybrids (that is, the rank here ranges
between 1 and 15). The first table aims at showing which application
rates reached the best (highest) HV value for each operator, whereas
the second one compares all the proposed hybrids. The two tables also
include a final row that averages the rank over all the four considered
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Table 8
Average rank at different application rates of the different hybrid MOEAs for the nine scenarios.

𝐸𝐶↓ 𝑆𝐶↓ 𝑃𝐹 ↑ 𝑃𝑆𝐶↑ 𝐻𝐹 ↑

0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001

NSGA-II 1.11 1.89 3.00 2.78 1.00 2.22 1.22 1.78 3.00 1.56 1.44 3.00 2.33 2.11 1.56
MOCell 1.11 1.89 3.00 2.78 1.11 1.89 1.33 1.78 2.89 1.56 2.00 2.44 3.00 1.89 1.11
SMS-EMOA 1.44 2.44 2.11 3.00 1.11 1.89 1.67 2.22 2.11 1.22 2.33 2.44 3.00 1.67 1.33
SparseEA 1.56 2.78 1.67 2.11 1.89 2.00 2.56 2.11 1.33 2.44 2.33 1.22 2.22 1.78 2.00

Average 1.31 2.25 2.44 2.67 1.28 2.00 1.69 1.97 2.33 1.69 2.03 2.28 2.64 1.86 1.50

Table 9
Average rank of all the different hybrid MOEAs in all nine scenarios.

𝐸𝐶↓ 𝑆𝐶↓ 𝑃𝐹 ↑ 𝑃𝑆𝐶↑ 𝐻𝐹 ↑

0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001 0.1 0.01 0.001

NSGA-II 1.22 2.56 7.33 13.22 9.22 11.44 3.22 4.11 8.33 5.11 4.89 9.00 14.00 13.56 12.78
MOCell 1.11 2.44 8.11 14.56 11.78 12.56 5.11 6.11 8.89 4.33 4.78 6.67 12.33 11.00 10.00
SMS-EMOA 1.67 2.89 2.44 12.89 9.89 10.78 5.22 5.56 6.56 5.33 7.33 8.33 15.00 13.33 12.78
SparseEA 1.56 3.11 1.67 11.00 10.67 11.00 9.44 8.22 6.33 7.00 7.33 5.44 13.33 11.11 12.78

Average 1.39 2.75 4.89 12.92 10.39 11.44 5.75 6.00 7.53 5.44 6.08 7.36 13.67 12.25 12.08

Fig. 5. HV gap between the canonical and the five hybrid MOEAs aggregated over the
nine CSO scenarios.

hybrid MOEAs. In order to better support our claims, we have also
included in Fig. 6 the attainment functions of both the canonical and
the best hybrid versions of the four MOEAs for the scenarios LL, MM
and HH, as representative cases with increasing levels of density for UEs
and cells (for readability and room constraints, the remaining ones can
be found in the supplementary material).

From Table 8, it can be seen that the application rate of 0.1 for 𝐸𝐶↓

has reported the best ranking (lowest) within the four algorithms sep-
arately. The switching off of the empty cells (i.e., not serving any UE)
that promotes this problem-specific operator contributes to the search
of all the evolutionary loops by introducing many 0’s in the tentative
solutions (deactivating useless cells) that are managed properly by the
genetic operators. The gains in the HV values for NSGA-II, MOCell,
and SMS-EMOA are therefore clearly achieved by approximated fronts
with non-dominated solutions in the regions of the search space with
low power consumption, as can be seen with the blue × in the left-
hand side of the subplots in Fig. 6, because a smaller number of cells
are operating in the UDN network. Although this is the main effect
of the 𝐸𝐶↓ operator, turning the cells off also allows the removal
of interference signals, which also increases SINR and, subsequently,
network capacity.

The 𝑆𝐶↓ operator, which also aims to switch cells off, performs
better when applied at a lower rate, 0.01, because it has a stronger
effect on the network when applied. In fact, it may deactivate cells
even with UEs connected to save energy by sleeping the entire SBS.
As a consequence, these UEs have to be reallocated to a different cell,

which may cause: (i) that the cell will not to be deactivated on a later
iteration, if it was already empty, or (ii) the network capacity is re-
duced, as the cell bandwidth is shared in a round-robin fashion among
all the UEs connected to that cell. Nevertheless, the targeted cells on
which the 𝑆𝐶↓ operator may act are scarce, as it could be difficult
to find an SBS in the UDN network with one single cell activated. In
any case, the 𝑆𝐶↓-based hybrid MOEAs can improve on the canonical
versions consistently in the nine UDN scenarios. This can be seen in the
HV values of the column 𝑆𝐶↓ in Tables 3 to 7. What the shape of the
approximated fronts shows with the attainment functions displayed in
Fig. 6 is that in most of the cases for NSGA-II𝑆𝐶↓ , MOCell𝑆𝐶↓ and SMS-
EMOA𝑆𝐶↓ , the canonical versions reach solutions with higher (better)
capacity (the two attainments cross towards the right-hand side of the
plots). Therefore, the operator is able to enhance the search towards
regions with solutions having a lower power consumption in these
three classical MOEAs. It has a little-to-no contribution to the search
capability of SparseEA.

𝑃𝐹 ↑ and 𝑃𝑆𝐹 ↑ report similar results in Table 8: the best rate for
NSGA-II, MOCell and SMS-EMOA is 0.1, but the worst for SparseEA.
The design goal of these two operators is to switch cells on so that they
may serve UEs with higher bandwidth to enhance the second problem
objective (capacity), but also with a final call to 𝐸𝐶↓ (Algorithm 4)
to increase energy savings. Therefore, they have reached approximated
Pareto fronts with better (higher) values in the network capacity than
the 𝐸𝐶↓-based hybrids, but also with higher power consumption. A
clear example is SMS-EMOA and the HH scenario in Fig. 6.i, where
the attainment functions with green triangles (𝑃𝐹 ↑) and red squares
(𝑃𝑆𝐶↑) cross with blue × (𝐸𝐶↓) around 1.4 kW. The best application
rate of the 𝐻𝐹 ↑ operator is 0.001, the smallest possible one, thus
showing that, only by itself, the new genetic material introduced in the
evolutionary loop is not enough to improve the search of the hybrid
MOEAs.

SparseEA deserves special attention, as it is an algorithm specially
designed to deal with sparse MOPs. This means that it has concentrated
the exploration of the search space in the region with solutions having a
very small number of SBSs switched on, thus saving much energy, but,
on the contrary, it has not been able to find solutions with comparable
values for the capacity objective. As a consequence, SparseEA has also
suffered the issue of the HV computation because its approximated
fronts are mostly outside the limits of the RPF (this justifies its low
HV values in comparison with the other three MOEAs). The last row
of Fig. 6 graphically displays this effect. Even though the differences
are very tight in the smaller scenario (Fig. 6.j), there is a substantial
improvement in the attained fronts when the instances become more
complex (higher density). Indeed, the canonical SparseEA is not capable
of reaching solutions over about 4000 and 5000 Gbps for the capacity
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Fig. 6. Attainment functions of both the canonical and hybrid versions of the four MOEAs for three selected UDN scenarios: LL, MM and HH.

objective in the MM and HH scenarios, respectively (Fig. 6.k and
Fig. 6.l), but the SparseEA𝐸𝐶↓ does, thus showing the advantages of the
𝐸𝐶↓ problem-specific operator. The point is that the HV computation
has not properly captured this information because the extreme value
of the power consumption objective in the RPF is fairly low, thus
discarding most of the non-dominated solutions above this value.

If we focus on the global ranking among the hybrid versions with
𝐸𝐶↓, 𝑃𝐹 ↑, and 𝑃𝑆𝐶↑ in Table 9, they have scored the best (lowest)
with 3.01, 6.43 and 6.30 average ranks over the three application rates,
respectively. The 𝑆𝐶↓-based hybrid MOEAs can be considered as the
fourth out of the five operators with an average rank of 11.58 over the
12.57 of 𝐻𝐹 ↑. All these results are supported by the Friedman rank
sum test included in the Supplementary material.

We do not want to finish this section without highlighting the actual
impact of the improvements in the approximated Pareto fronts within
the domain of the CSO problem. As stated above, this work has used

a static version of the problem [44], so the objective values can be
considered as instantaneous power consumption and network capacity,
so even small improvements have a profound impact, specially on the
electricity bill over a month/year period for a network operator in their
5G deployments.

5.2.2. Exploring synergies between operators
The five problem-specific operators devised in this work try to

exploit different features of the CSO problem so that they can be
integrated into the search performed by the different MOEAs. Indeed,
while two of them promote turning cells off (𝐸𝐶↓ and 𝑆𝐶↓), the other
three aim at turning on (𝑃𝐹 ↑, 𝑃𝑆𝐶↑ and 𝐻𝐹 ↑). In the previous section,
we have characterized the impact of all of them in an isolated manner,
but our hypothesis is that a multi-operator approach in the hybrid
MOEAs may generate synergies among them, and improve upon the
single-operator ones.
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Table 10
Combinations of operators and application rates.

𝐸𝐶↓ 𝑆𝐶↓ 𝑃𝑆𝐶↑ 𝐻𝐹 ↑

𝑆𝑌𝑁↓↑
1 0.100 0.100 0.100 0.010

𝑆𝑌𝑁↓↑
2 0.100 0.100 0.010 0.010

𝑆𝑌𝑁↓↑
3 0.100 0.100 0.010 0.001

𝑆𝑌𝑁↓↑
4 0.100 0.010 0.010 0.010

𝑆𝑌𝑁↓↑
5 0.100 0.010 0.001 0.001

𝑆𝑌𝑁↓↑
6 0.100 0.001 0.100 0.010

𝑆𝑌𝑁↓↑
7 0.100 0.001 0.100 0.001

𝑆𝑌𝑁↓↑
8 0.100 0.001 0.010 0.100

𝑆𝑌𝑁↓↑
9 0.100 0.001 0.010 0.010

𝑆𝑌𝑁↓↑
10 0.010 0.001 0.100 0.010

𝑆𝑌𝑁↓↑
11 0.001 0.100 0.100 0.010

𝑆𝑌𝑁↓↑
12 0.001 0.100 0.010 0.001

𝑆𝑌𝑁↓↑
13 0.001 0.010 0.100 0.010

𝑆𝑌𝑁↓↑
14 0.001 0.010 0.100 0.001

Table 11
Median and IQR of HV for the canonical and both the best single- and
multi-operator configurations for NSGA-II in the nine scenarios.

Canonical Best single Best synergy
LL 0.5210.170 0.7660.076 𝐸𝐶↓

0.1 0.7660.074 𝑆𝑌𝑁↓↑
9

LM 0.5200.185 0.7470.071 𝐸𝐶↓
0.1 0.7460.068 𝑆𝑌𝑁↓↑

9
LH 0.4490.161 0.7190.086 𝐸𝐶↓

0.1 0.7120.083 𝑆𝑌𝑁↓↑
9

ML 0.2710.170 0.7390.076 𝐸𝐶↓
0.1 0.7360.077 𝑆𝑌𝑁↓↑

6
MM 0.1930.231 0.7070.070 𝐸𝐶↓

0.1 0.7130.059 𝑆𝑌𝑁↓↑
4

MH 0.2100.285 0.6680.092 𝐸𝐶↓
0.1 0.6770.084 𝑆𝑌𝑁↓↑

9
HL 0.3650.249 0.7200.095 𝑃𝐹 ↑

0.01 0.7220.092 𝑆𝑌𝑁↓↑
7

HM 0.1790.265 0.6530.093 𝐸𝐶↓
0.1 0.6670.075 𝑆𝑌𝑁↓↑

9
HH 0.1770.265 0.6330.088 𝐸𝐶↓

0.1 0.6430.084 𝑆𝑌𝑁↓↑
8

The first issue we have to deal with here is the combinatorial
explosion of experiments. As a starting point, we have 9 scenarios ×
50 seeds × 4 algorithms × 5 operators × 33 = 27 possible combina-
tions of the three application rates, which equals 243,000 independent
executions. This is obviously not affordable in a reasonable amount of
time. To reduce the number of experiments, we have first considered
only the LL scenario (the smaller one), and the 𝑃𝐹 ↑ operator has been
discarded because its results are fairly similar to those of 𝑃𝑆𝐶↑ (it
is more restrictive since it only considers femtocells). From all these
combinations, we have ranked them based on the HV value reached
for the 50 seeds of the LL scenario, and we have selected those that
surpass the median HV value of all the single-operator hybrid MOEAs
separately. In total, 14 multi-operator hybrid MOEAs have resulted
from this preliminary selection, whose application rates are included in
Table 10, and have been used further in the experiments for the eight
remaining scenarios (from LM to HH).

Under these experimental conditions, Tables 11 to 14 include the
HV value of the approximated Pareto fronts of the canonical and both
the best single-operator and best multi-operator hybrid versions of
NSGA-II, MOCell, SMS-EMOA, and SparseEA, respectively. The columns
aside the HV data link to the configuration that reached that value of
Table 10. A gray background has also been used to highlight the best
(highest) HV value.

For 20 out of the 36 settings (4 algorithms × 9 scenarios), the
multi-operator hybrid MOEAs have been able to improve upon the
single-operator setting, thus showing that an effective synergy between
operators has been reached. That is, problem-specific operators promot-
ing both switching on and off strategies are useful for improving upon
schemes based on a single approach. This synergy has been especially
impacted in NSGA-II and MOCell, where 𝑆𝑌𝑁↓↑ has obtained a higher
(better) HV value in 14 out of the 18 comparisons (with statistical
significance for most cases in MOCell, as shown in Section 2 of the
supplementary material). In order to better illustrate these benefits,

Table 12
Median and IQR of HV for the canonical and both the best single- and
multi-operator configurations for MOCell in the nine scenarios.

Canonical Best single Best synergy
LL 0.2960.188 0.7200.073 𝐸𝐶↓

0.1 0.7720.094 𝑆𝑌𝑁↓↑
4

LM 0.2660.193 0.6770.094 𝐸𝐶↓
0.1 0.7290.079 𝑆𝑌𝑁↓↑

9
LH 0.2580.198 0.6230.088 𝐸𝐶↓

0.1 0.6820.073 𝑆𝑌𝑁↓↑
9

ML 0.4340.212 0.7250.100 𝐸𝐶↓
0.01 0.7400.072 𝑆𝑌𝑁↓↑

6
MM 0.3030.183 0.7180.070 𝐸𝐶↓

0.1 0.6960.090 𝑆𝑌𝑁↓↑
4

MH 0.0360.194 0.5910.132 𝐸𝐶↓
0.1 0.6550.076 𝑆𝑌𝑁↓↑

9
HL 0.0050.199 0.6790.103 𝐸𝐶↓

0.1 0.7160.102 𝑆𝑌𝑁↓↑
8

HM 0.0000.035 0.5830.094 𝐸𝐶↓
0.1 0.6430.091 𝑆𝑌𝑁↓↑

9
HH 0.0000.075 0.5590.109 𝐸𝐶↓

0.1 0.6170.072 𝑆𝑌𝑁↓↑
9

Table 13
Median and IQR of HV for the canonical and both the best single- and
multi-operator configurations for SMS-EMOA in the nine scenarios.

Canonical Best single Best synergy
LL 0.6420.150 0.7340.105 𝐸𝐶↓

0.1 0.7470.091 𝑆𝑌𝑁↓↑
8

LM 0.5940.125 0.7210.074 𝐸𝐶↓
0.1 0.7180.089 𝑆𝑌𝑁↓↑

10
LH 0.5560.133 0.6850.078 𝐸𝐶↓

0.1 0.6770.082 𝑆𝑌𝑁↓↑
11

ML 0.5190.137 0.7250.132 𝐸𝐶↓
0.1 0.6800.128 𝑆𝑌𝑁↓↑

7
MM 0.4370.141 0.6940.086 𝐸𝐶↓

0.01 0.6730.085 𝑆𝑌𝑁↓↑
11

MH 0.4350.191 0.6660.095 𝐸𝐶↓
0.001 0.6520.112 𝑆𝑌𝑁↓↑

13
HL 0.5790.161 0.7070.086 𝐸𝐶↓

0.1 0.6180.145 𝑆𝑌𝑁↓↑
13

HM 0.4380.160 0.6290.101 𝐸𝐶↓
0.001 0.5880.094 𝑆𝑌𝑁↓↑

10
HH 0.4070.204 0.6150.089 𝐸𝐶↓

0.1 0.5820.072 𝑆𝑌𝑁↓↑
14

Table 14
Median and IQR of HV for the canonical and both the best single- and
multi-operator configurations for SparseEA in the nine scenarios.

Canonical Best single Best synergy
LL 0.2120.051 0.2130.052 𝐸𝐶↓

0.001 0.2370.057 𝑆𝑌𝑁↓↑
9

LM 0.2080.069 0.2370.067 𝐸𝐶↓
0.001 0.2390.060 𝑆𝑌𝑁↓↑

9
LH 0.2160.055 0.2280.063 𝐸𝐶↓

0.1 0.2260.054 𝑆𝑌𝑁↓↑
7

ML 0.1650.045 0.2000.079 𝐸𝐶↓
0.1 0.2090.057 𝑆𝑌𝑁↓↑

4
MM 0.1730.041 0.2030.043 𝐸𝐶↓

0.001 0.2060.043 𝑆𝑌𝑁↓↑
4

MH 0.1810.040 0.2110.059 𝐸𝐶↓
0.001 0.2110.053 𝑆𝑌𝑁↓↑

4
HL 0.1530.036 0.1940.056 𝐸𝐶↓

0.1 0.2080.068 𝑆𝑌𝑁↓↑
10

HM 0.1450.042 0.1940.047 𝐸𝐶↓
0.001 0.1910.045 𝑆𝑌𝑁↓↑

5
HH 0.1550.040 0.1980.055 𝐸𝐶↓

0.1 0.1970.070 𝑆𝑌𝑁↓↑
5

Fig. 7 displays the attainment functions of the best configurations for
three scenarios with increasing density levels (i.e., complexity), namely
LL, MM and HH. It can be seen that, for these two MOEAs, as long as
the density gets larger, the multi-operator hybrids explore better the
regions with non-dominated solutions with lower power consumption
than that of the single-operator ones, but sacrificing slightly the ca-
pacity objective. It is important to note that the best single-operator
hybrid is based on 𝐸𝐶↓, which promotes cell deactivation, but even
in this case, the synergy between all can improve upon the power
consumption. A problem-side explanation is that an UDN may have
more cells switched on, but each consuming less energy (recall that
the modeling used for the power consumption is not only based on
whether a cell is activated or not, but also on its operating frequency,
the traffic load, if it is installed in an SBS with other active cells,
etc.). However, SMS-EMOA and SparseEA require further elaboration,
as their HV results are again impacted by the normalization process.
Indeed, the single-operator hybrid SMS-EMOA has reached the best
(highest) value for this indicator in 8 of the 9 UDN scenarios (with very
tight differences, actually), but if one analyzes the attainment functions
in Figs. 7(g), (h) and (i), it can be seen that the same justification holds
as for NSGA-II and MOCell. The only difference is that, on average, the
approximated fronts of the SMS-EMOA multi-operator (the + marks)
cover solutions with slightly lower network capacity, thus contributing
very little to the HV indicator, while the SMS-EMOA single operator
(the × marks). In fact, its attainment function seems to be the closest
to the RPF in this region of the search space. Finally, by inspecting
its attainment surfaces, SparseEA has been clearly the hybrid MOEA
that has profited the most with the synergy between the different



Swarm and Evolutionary Computation 78 (2023) 101290

15

J. Galeano-Brajones et al.

Fig. 7. Attainment functions of the canonical, the best single-operator, and the best multi-operator hybrid MOEAs for three selected UDN scenarios: LL, MM and HH.

problem-specific operators, an important finding not captured by the
HV indicator as most of the non-dominated solutions of this MOEA
are out of the limit of the RPF. Figs. 7 (j), (k) and (l) clearly show
that the median approximated Pareto front of 𝑆𝑌𝑁↓↑ clearly dominates
that of 𝐸𝐶↓. Being SparseEA an algorithm that seeks solutions with
a very small number of 1’s (sparse MOP), combining problem-specific
operators that not only promote the deactivation, but also the activa-
tion of cells has allowed the algorithm to better explore non-dominated
solutions with a higher network capacity objective.

6. Conclusions and future work

Ultra-Dense Networks are a key enabler technology for 5G networks,
bringing numerous advantages to new small base station deployments.
Even so, the massive deployment of small base stations poses a power

consumption problem that is being addressed by the research com-
munity. This problem has been formulated here as a multi-objective
optimization problem, which selectively switches off a subset of small
base stations in order to reduce power consumption while maximizing
the capacity of network users. In this context, this work proposes
the use of hybrid MOEAs to address this issue, incorporating expert
knowledge of the problem into the search engine of several algo-
rithms. The results obtained allow us to conclude that hybridization
with specific operators, which aim at switching cells on and off,
significantly improves the approximated Pareto fronts reached, spe-
cially in the power consumption objective. We have also evaluated
a multi-operator hybridization, demonstrating that synergies between
the different operators can improve upon single-operator-based ap-
proaches. Further characterizing these synergies is a limitation of this
work. Both all data and the developed software are publicly available
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at https://doi.org/10.6084/m9.figshare.21378000 and https://github.
com/galeanobra/CSO_Hybrid, respectively.

This work opens up various lines of future work. First, we have
worked with five MOEAs that have shown search patterns with different
capabilities to explore different regions of the solution space. To exploit
these capabilities, we will develop heterogeneous distributed models
with several islands. Secondly, we will further seek synergies, not only
at a problem-specific operator level, but also with helper objectives that
may guide the search towards higher quality solutions. Also, we used
for the first time a MOEA designed for sparse problems in the context
of the CSO problem. This kind of algorithm is receiving much attention
currently in the specialized literature, and deserves a thorough analysis
of its performance in the context of our problem. Finally, the modeling
of the problem can be evolved to incorporate Cell-Free Massive MIMO
technology. This is based on the fact that there are more antennas than
users in the scenario, abstracting from the concept ‘‘cell’’, to serve each
with multiple antennas. This implies new levels of complexity for the
search space, incorporating many more antennas, and changing the
allocation strategies between users and base stations.
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4
Extending Optimization to

Other 5G Network
Problems

This chapter presents an article to achieve O3. This article introduces a novel
methodology that uses L-moment theory and ML algorithms for network traffic
analysis and classification in the context of 5G networks, emphasizing intelligent
system integration for enhanced management and security. Following this, the
next section progresses to optimizing the methodology using an asynchronous
steady-state version of the NSGA-II algorithm. This optimization aims to reduce
the number of samples needed to estimate standard L-moments, perform feature
selection, and maximize balanced accuracy. This approach demonstrates the
efficacy of L-moments in network flow processing and highlights their potential
to improve feature selection for similar challenges.x
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88 4. Extending Optimization to Other 5G Network Problems

4.1 Flow Analysis Using L-moments Theory

To extend the expertise in optimization to other challenges within 5G/6G
networks, this section introduces a cutting-edge methodology that takes
advantage of L-moments theory and ML for network traffic analysis. This
approach not only facilitates the integration of intelligent systems for enhanced
network management and security, but also demonstrates robustness against
outliers, requiring minimal data to accurately characterize traffic flows. The
subsequent results underline the effectiveness of L-moments in network
flow processing and the high-quality outcomes achievable with classification
algorithms, paving the way for improved feature selection to address similar
network issues.
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A B S T R A C T

The continuous increase in the number of devices connected to the Internet, together with the growth of
applications and services, has made the tasks of network traffic analysis and classification essential in any
environment. The deployment of 5G networks has prompted the research community to establish the pillars
of Next-Generation Networks. These include intelligent systems, providing the network with intelligence in
management and security tasks. In addition, these tasks require mechanisms capable of characterizing traffic
in order to make network decisions. In this context, this paper proposes a novel methodology for processing
network traffic using the L-moments theory and Machine Learning algorithms. This methodology is robust to
outliers, requires few data to characterize the flows and subsequently fit the classification models. The results
show that L-moments are particularly useful for processing network flows, and the classification algorithms
obtain very high-quality results. Moreover, we show that the considered statistical tools also allow for a better
understanding of the attack behaviour, leading the way to the improvement of the feature selection in similar
problems.

1. Introduction

The major leap towards intelligent network management is thanks
to 5G, mainly due to the introduction of software-defined, virtual-
ization and slicing, among other techniques. These techniques allow
services and applications to be virtualized on the network so that
intelligent systems can be deployed as applications for both network
management and security purposes. Moreover, the massive and contin-
uous increase in network traffic makes the need to analyse and classify
it even more essential. The sixth generation (6G) is not yet completely
defined, but the research community agrees that these technologies
will remain crucial. Furthermore, as intelligent systems evolve towards
network self-management, Artificial Intelligence (AI) becomes much
more important in Next-Generation Networks (NGNs) being the key
characteristic of 6G autonomous networks [1].

Network and service management in 5G, Beyond 5G and especially
6G networks, including network security, are expected to be completely
autonomous [2]. To achieve this, these networks will be driven on the
Zero-touch network and Service Management (ZSM) concept defined
by European Telecommunications Standards Institute [3]. This paradigm
aims to integrate AI into the network as a key technology supported by
software-defined and virtualization techniques. In this way, networks

∗ Corresponding author.
E-mail addresses: jgaleanobra@unex.es (J. Galeano-Brajones), mihaela.chidean@urjc.es (M.I. Chidean), flv@lcc.uma.es (F. Luna), jcarmur@unex.es

(J. Carmona-Murillo).

will be able to manage themselves by taking decisions without the need
for human intervention [4], thereby optimizing capital expenditure and
operating expenses [5]. For achieving this automation, network traffic
analysis and classification techniques are crucial to provide networks
with relevant information to guide them in taking accurate decisions.

In this scenario, network traffic analysis is a hot topic for the
scientific community, specifically from the network security assessment
point of view. In this area, different techniques have been employed
for threat detection by analysing network traffic and flows: (i) port-
based analysis is the simplest and no longer useful technique due to
the large proliferation of new services and applications using non-IANA
well-defined ports [6]; (ii) Deep Packet Inspection (DPI) emerges as
an alternative, but its major limitations are that it is only applicable
to non-encrypted packets and the problems regarding the user’s pri-
vacy, leading the way for the proposal of Machine Learning (ML) or
Deep Learning (DL) techniques to mitigate these drawbacks [7]; (iii)
payload-based technique uses only the information contained in the ap-
plication layer payload and is usually deployed together with DPI [6];
(iv) statistical-based approaches use payload-independent parameters
(e.g., flow duration, inter-arrival time, header length,
etc.), which can be used as input to different statistical, ML or DL
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Fig. 1. Complete framework. The stages of the proposed methodology are represented with rectangles connected with arrows. Blue elements represent the modifiable parameters
in this framework.

models. Finally, in recent years, there has been a growth in DL models
applied to the network traffic classification [8].

L-moments have been widely used in different research fields since
their proposal in 1990 [9], and network security and management
has not been one of the most significant ones. The field with the
most applications is climate analysis, especially regional frequency
analysis [10]. Some specific examples include modelling probability
distributions of wind and precipitation [11]. However, they have also
been used in other fields like bioengineering for target classification
in radar applications [12] and in the context of complex network
theory [13]. Some additional examples include financial data and stock
analysis [14,15], reliability disciplines [16], mathematical modelling
of mechanical processes [17] or medical data [18]. Finally, as far as
authors know, L-moments have only been used in two works related
to network traffic analysis: (i) in [19] L-moments are used to fit the
generalized Pareto distribution to network traffic data, especially to a
heavy-tailed data sample; (ii) in [20] L-moments are used to charac-
terize network flows. The latter is one of the first approaches of the
authors to this methodology and a preliminary work of the present
article.

This article proposes a novel methodology to classify network traffic
data using L-moments and ML algorithms. L-moments allow the use of
higher-order statistical moments avoiding the restrictions regarding the
required amount of data for the estimation procedure. This advantage,
together with the requirement of low computational resources, allows
real-time data processing. Being this the first formal proposal of this
methodology, the ML algorithms considered are k-Nearest Neighbours
(kNN) and Support Vector Machines (SVM). In order to show the
applicability of the proposed methodology, the experimentation has
been performed with the CIC-DDoS2019 dataset [21]. This dataset
contains scenarios with different up-to-date realistic DDoS and DrDoS
attacks.

There are significant differences between [20] and the present work:
(i) in this work, traffic data are analysed in a realistic way, i.e. data
flows are not previously divided into benign/attack flows; (ii) in this
work, we actually analyse and classify the traffic data using different
state-of-the-art algorithms; (iii) in this work we consider a more re-
alistic and state-of-the-art database, focusing on a specific attack. In
short, [20] is just an exploratory work where the authors shown that
network traffic data could be analysed with the L-moment statistical
theory, while this is a complete analysis in a realistic scenario.

The rest of the document is organized as follows. Section 2 focuses
on the theoretical background and technological basis of the pro-
posed methodology; Section 3 details the set-up and the experimental
evaluation conducted to validate our proposal; Section 4 shows and
discusses some results obtained after the application of the proposed
methodology, and also provides future directions for research. Finally,
Section 5 concludes this article.

2. Framework and methods

This section describes the complete framework as well as each stage
of the proposed methodology. Fig. 1 shows these stages, indicating in
blue the inputs that can be modified. These inputs are described as
follows:

• Data — input dataset. A cybersecurity-related dataset in this
work, however, this methodology can be applied in other fields.

• 𝒏 — amount of samples used to estimate each L-moment ratio,
i.e., each point of the L-moment ratio diagram (LmomRD).

• 𝒌 — number of folds used in cross-validation.
• Algorithms— network traffic classification algorithm. This meth-

odology allows the usage of multiple algorithms for the classi-
fication task.

• Metrics — evaluation metrics used for results analysis.

The following subsections provide a more in-depth description of
each of the stages of this methodology. First, L-moments and LmomRD
are briefly described. Then, the two ML algorithms used in this article
are defined, although any type of classification or clustering algorithms
can be used in this methodology.

2.1. L-moments

In data analysis, statistical moments are used to characterize the
geometry of distributions and summarize samples. Standard statistical
practise is based on ‘‘classical’’ or ‘‘conventional’’ moments, also known
in the literature as product moments. However, product moments are
just one of the available moment definitions, being the L-moments
theory [9] the selected framework for this work.

In short, the L-moments are calculated by means of a linear com-
bination of the expected values of order statistics. L-moments are
suitable for data with large skew, large or long tails, or outliers [10,
22], characteristics that several variables obtained from network flow
data fulfil [20]. Furthermore, L-moment estimators are unbiased, ro-
bust to outliers and with low sampling variability [9,10], leading to
more accurate and precise estimations than product moments. Also,
the sample size required to accurately estimate L-moments is sig-
nificantly lower than for the product moments [9]. Further details
regarding L-moments, such as their formal definition as well as their
basic properties and estimators, can be found in [9].

Another great benefit of using L-moments is that this theory is
parallel to the product moment theory also in terms of interpretation.
That is, the first L-moment (𝜆1) is defined as L-location and equals the
mean of the distribution or average value of the dataset; this is the
only case where the values are the same for both statistical theories.
The second L-moment (𝜆2) is known as L-scale and gives insight into
the scale of dispersion, the third one (𝜆3) describes the asymmetry, the
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Fig. 2. LmomRD of some common distributions (GLO: Generalized Logistic; GEV:
Generalized Extreme Value; GPA: Generalized Pareto; GNO: Generalized Normal; PE3:
Pearson Type 3 or Gamma; WEI: Weibull; WAK.LB: Lower bound of the Wakeby
distribution; ALL.LB: Lower threshold for any distribution) [9].

fourth L-moment (𝜆4) is related to the tails of a given distribution, and
so on.

The standardized versions of 𝜆3 and 𝜆4 are named as L-skewness (𝜏3)
and L-kurtosis (𝜏4), respectively. They also have the same interpretation
as the skewness and kurtosis in classical statistics, e.g., 𝜏3 > 0 (< 0)
indicates positive (negative) symmetry and 𝜏4 > 0 (< 0) indicate
positive (negative) kurtosis. L-skewness and L-kurtosis are both lower
and upper-bounded by definition for all distributions, a very interest-
ing property that allows, for example, the direct comparison between
distributions with significantly different locations and scales.

In this work, 𝜏3 and 𝜏4 will be estimated for the selected network
traffic parameters and will be the input to the classification algorithms.

2.2. LmomRD

The L-moment theory provides also an extremely useful graphical
tool: the L-moments ratio diagram, previously defined as the acronym
LmomRD. This tool is mainly used for exploratory analysis as well as
for distribution selection tasks, however in this work enables a visual
result presentation, interpretation and comparison.

The LmomRD plots tuples (usually pairs) of L-moment ratios, each
element in one axis. The most common pair of L-moment ratios to
be related using this diagram is the {𝜏3, 𝜏4} one. It is also common
to include in the LmomRD the theoretical L-moment ratios for some
common distributions (see Fig. 2). In order to facilitate the interpreta-
tion and result comparison, all figures presented in this work will also
include these theoretical lines, following the same legend.

2.3. Algorithms

As previously mentioned, the proposed methodology can include
any clustering algorithm, classification technique, and even more com-
plex ML or DL models. Basically, this framework can include any type
of algorithm capable of classifying the points of the LmomRD. Given
all available algorithms that fulfil the previous requirement, in this
work two different yet state of the art representative algorithms are
considered. In the following, these are briefly described; please refer to
the original publications for further details.

The first considered algorithm is kNN, the non-parametric classifi-
cation method proposed in 1951 [23]. kNN is a method used for both
regression and classification since in both cases the algorithm takes as
input the k samples closest to the dataset. If used for regression, the
output of the algorithm is the average of the values of the k nearest
neighbours. If used for classification, the output is a property class of
the object based on its k neighbours.

The second considered algorithm is SVM. These are a set of su-
pervised learning algorithms that analyse data in order to perform

classification or regression tasks and outliers detection. Proposed in
1992 [24], it has become one of the most robust prediction methods
available currently. An SVM is a model that represents the data samples
in space, separating the classes by a hyperplane or set of hyperplanes.
Each hyperplane is defined as the vector between the points of the two
nearest classes, which is called the support vector.

2.4. Evaluation metrics

In this work, results are quantitatively analysed using the balanced
accuracy metric, which is defined as follows:

Balanced Accuracy = 1
2

( 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

+ 𝑇𝑁
𝑇𝑁 + 𝐹𝑃

)
(1)

where 𝑇𝑃 is the number of true positives, 𝐹𝑁 is the number of false
negatives, 𝑇𝑁 is the number of true negatives and 𝐹𝑃 is the number
of false positives. The balanced accuracy is a widely accepted metric in
the scientific literature and it is suitable for unbalanced datasets, like
the one considered in this work (see Section 3.1 for details regarding
the dataset). Recall that the proposed framework allows any evaluation
metric.

3. Experimental setting

In order to validate the usefulness of the proposed framework, we
evaluate it using a state-of-the-art cybersecurity-related dataset. This
section describes the experimental setting and the considered dataset.

3.1. CIC-DDoS2019 dataset

There are multiple network traffic datasets available for the research
community, each considering specific scenarios and applications, and
even with a variety of DDoS attacks. As the attacks are continuously
evolving and presenting new challenges, new datasets are created that
contain the latest information about the attacks.

In this work, we use the CIC-DDoS2019 dataset [21], as nowadays
can be considered as the state-of-the-art dataset for any work that
analyses network threats, specifically DDoS threats. This dataset has
been generated by the Canadian Institute for Cybersecurity (CIC) with
the aim of remedying all current deficiencies related to DDoS attacks.
The dataset contains traffic flows belonging to different types of DDoS
attacks that resemble actual real-world data.

In addition to the captured traffic, the authors of the dataset
provide labelled CSV files generated by the CICFlowMeter-V3 tool.
CICFlowMeter-V3 is a tool designed by CIC to perform analysis of the
captured flows. The flow features obtained by this tool are based on the
time stamp, source and destination IPs and ports, protocols, packets,
inter-arrival time between packets, etc.

The CIC-DDoS2019 dataset contains an abstract behaviour of 25
users using the HTTP, HTTPS, FTP, SSH and email protocols. It in-
cludes network flows and CSV files for 10 DrDoS and 12 DDoS attacks
captured in two days.

3.2. Experimental application

The experimental application implements all the stages included in
the considered framework, starting from the initial parameters con-
figuration and ending with the result representation. It automates the
process of analysing the network flows of the input dataset. Besides
calculating the L-moments and L-moment ratios to train classification
algorithms, the application can perform an automatic analysis to es-
tablish which features of the dataset are the most promising to obtain
the best classifications. This approach is very useful before deploying
the trained models in the intelligent network since these models will
be trained with the most promising features and will be as efficient as
possible.
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Table 1
Balance accuracy scores obtained for all the considered scenarios. Columns indicate the
scenario and rows indicate the classification algorithm. The last row includes accuracy
results from [26] for comparison purposes.

(a) (b) (c) (d) (e) (f)

kNN-unif .9994 .8708 .9991 .9989 .6660 .9370
kNN-dist .9995 .9666 .9991 .9800 .7549 .9545
SVM-lin .9995 .9791 .9991 .8584 .8438 .6125
SVM_RBF .9994 .9791 .9991 .9795 .9556 .9995
SVM-poly .9924 .9916 .9978 .9784 .6660 .9820

DIDDOS [26] .9952 .9997 .9997 .9987 .9996* .9998

First, the CIC-DDoS2019 dataset is loaded and properly organized
using the Python available variable representation. Following, the L-
moment ratios are calculated using the 𝑛 = 200 value, meaning that
for each point of the LmomRD a total of 200 data packets are used.
The data packets are analysed by means of a non-overlapping sliding
window. The 𝑛 = 200 value was empirically determined during the ini-
tial tests and it is a trade-off between moment estimation accuracy and
delay. Using lower 𝑛 values lead to less accurate moment estimation,
while using larger 𝑛 values imply larger delays in the analysis. Recall
that the considered L-moments are third and fourth-order statistical mo-
ments, therefore using such a low amount of data packets to properly
estimate them is one of the main reasons the L-moment theory was
included in this methodology.

At this point, the LmomRDs are plotted. This step is used mainly
as an auxiliary step to visually observe the input to the classification
algorithms increasing the user-friendliness of the application. After-
wards, the classification task is performed with either kNN and SVM
algorithm, together with the cross-validation technique [25]. In this
work, 5-fold cross-validation is performed (input parameter 𝑘 = 5) and
the folds are made by preserving the percentage of samples for each
class. Finally, the balanced accuracy metric of the classifications for
the trained models is computed with the test subset.

Regarding the algorithm-related parameters, both kNN and SVM are
configured attending their particular features. For kNN, we consider
k =

√
𝑁∕2, being 𝑁 is the size of the training set. The choice of an

adjustable value for k is a consequence of the dataset characteristics,
where each scenario has a different amount of data. With this k the kNN
algorithm is able to properly adapt to each scenario, obtaining better
accuracy and avoiding both under and over-fitting. We also consider
the following weights functions: uniform and distance. The first one
considers the same distance between neighbours, and the second one
takes into account the distance between points in the classification
space. These two cases will be labelled as ‘‘kNN-unif’’ and ‘‘kNN-dist’’,
respectively, in the rest of this document.

On the other hand, for SVM we consider the following three kernels:
linear, polynomial and Radial Basis Function (RBF). The first one
creates a linear hyperplane; the second one uses a polynomial (degree
3) function; the last one uses 𝛾 = 1∕(𝑛_𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠⋅𝜎2

), where 𝛾 is a scalar that
defines how much influence a single training example has, 𝑛_𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
is the number of features and, 𝜎 is the variance. These three cases will
be labelled as ‘‘SVM-lin’’, ‘‘SVM-poly’’ and ‘‘SVM-RBF’’, respectively, in
the rest of this document.

4. Results and discussion

This section includes the presentation and discussion of the results,
as well as a brief analysis of the main benefits and drawbacks of the
proposed methodology.

The experimentation has been conducted with the complete CIC-
DDoS2019 dataset. In this work, we show the results for a total of six
different scenarios, in order to show the potential of this methodology.
These scenarios differentiate one from another in terms of the consid-
ered attack (either DDoS or DrDoS), the flow feature and/or different
traffic capture of the dataset, i.e., different capture days. The following
list details the characteristics of each scenario:

(a) DrDos attack using a Network Time Protocol (NTP) vulnerability
to amplify UDP traffic to the victim and benign traffic; packet
length mean feature; attack captured on the first day of the
dataset.

(b) DrDoS attack amplified by the Trivial File Transfer Protocol
(TFTP) and benign traffic; destination port feature; attack cap-
tured on the first day of the dataset.

(c) Scenario with the same characteristics as scenario (b) except for
the feature; in this case, the feature is maximum packet length.

(d) DrDoS attack amplified by Portmap and benign traffic; packet
length mean feature; attack captured on the second day of the
dataset.

(e) DrDoS, amplified by NetBIOS and by LDAP, and benign traffic;
packet length mean feature; attack captured on the second day of
the dataset. This is a scenario where two different attacks are
considered and multi-class classification is applied.

(f) DDoS attack with TCP SYN flood, where the attackers initi-
ate massive TCP connections to the victim without terminating
the connection consuming the victim’s resources hindering the
ability to not respond to legitimate traffic; minimum forwarding
inter-arrival time feature; attack captured on the second day of
the dataset.

The obtained results are represented in Fig. 3, where each inset
represents an LmomRD (𝜏3 vs. 𝜏4), calculated using 𝑛 data packets,
identifying benign flows and attacks with different colours and markers.
In order to better understand the classification results, each point is
labelled as benign (attack) when the majority of the 𝑛 data packets
used for each L-moment calculation are labelled as benign (attack).
These points are the input to each considered classification algorithm,
and the obtained balanced accuracy scores for all cases are showed in
Table 1. In both figures, each scenario is identified by the label used in
the previous list and, in the following, we discuss the results for each
scenario.

4.1. LmomRD

In most cases, benign and attack markers are blended in the
LmomRD. In particular, these are the points where the proportion of
𝑛 benign and attack data flows used to estimate each L-moment are
similar. This mix will be the source of errors for the classification
algorithms, an expected situation in these kinds of problems.

Starting with the considered features, let us start with scenarios
(a), (d) and (e) where the same feature (packet length mean) is used
to analyse different attacks. This feature selection is not casual and
helps with the method validation. We can observe that, as expected,
clusters corresponding to benign traffic, although with a small number
of points, are concentrated around similar values of 𝜏3 and 𝜏4 across
the three insets.

Regarding the cluster localization and shape in general, they en-
tirely depend on the traffic type (attack or benign) and the selected
feature. In general, benign traffic tends to have positive L-skewness,
indicating that the data distribution follows a probability distribution
where most of the data are concentrated in the lower range. Also,
benign traffic tends to have positive L-kurtosis, indicating that distribu-
tion tails are heavier than for a Normal distribution, therefore outliers
are more likely.

Attack behaviour in terms of the LmomRD shows two quite some
different situations: low and high cluster dispersion. On one hand,
scenarios (c), (d) and DrDoS-NetBIOS from (e) reveal a significantly
high range for L-skewness. This fact indicates that the values of the
measured feature do not necessarily concentrate around a ‘‘gravity
point’’ and can also indicate changes in the data statistics over time. The
dispersed cluster behaviour can be explained by the way DrDoS works
and its impact on the considered features, as through the network travel
both short-length request packets as long-length response packets. The
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Fig. 3. LmomRD for the six considered scenarios. Each inset identifies the corresponding scenario in the left-lower corner. Attack and benign data are identified with different
markers and colours, see legend for each scenario in the right-lower corner.

temporal behaviour would be very interesting to be analysed with more
detail in future work, searching for example if there is some kind of
relation between L-skewness and the duration of the attack and/or the
temporal organization of the attack. In these three cases, the L-kurtosis
is positive in all cases with rather high values, revealing heavy tails and
therefore high outlier probability.

On the other hand, scenarios (a), (b), DrDoS-LDAP from (e) and
(f) show less dispersion in the obtained clusters for attack traffic, but
also with different behaviour. For example, DrDoS-NTP from (a) and
DrDoS-LDAP from (e) show high negative L-skewness, while DDoS-TCP-
SYN from (f) reveal high positive L-skewness, while the tree cases show
slightly high positive L-kurtosis. These facts reveal that these features
for these specific attacks concentrate around a ‘‘gravity point’’ (either
at the lower or the higher side of the range) and have quite some
heavier tails than the Normal distribution, i.e., high probability for
outliers. The extreme values obtained for the L-skewness in the three
cases are also due to the attack/feature combination: (i) attacks from
scenarios (a) and DrDoS-LDAP from (e) do not get any response from
the victim and only long-length packets generated by the amplification
mechanism travel through the network; (ii) attack from scenario (f)
establishes a high amount of connections with the victim that lead to
a significant increase in the packet transmission rate and this fact is
reflected in the considered feature. Finally, DrDoS-TFTP from (b) has
both low L-skewness and low L-kurtosis, meaning that these features
could be easily adjusted to a Uniform distribution. Again, this statistical
behaviour is the expected one for this feature, as the DrDoS attack tries
to collapse a device by flooding a specific port. The variation around
the (0, 0) point is due to the mix of benign and attack in the 𝑛 packets
used to estimate each L-moment.

4.2. Balanced accuracy

Once understood the scenario behaviours, the classification results
are now analysed in terms of the balanced accuracy metric. These re-
sults are shown in Table 1 for all the considered algorithms (with their

respective settings) and scenarios. Precision, recall, and 𝐹1-score values
have also been obtained to validate the results of the accuracy and can
be found in the supplementary material. Best scores are marked in bold
font, however, it can be observed that the balanced accuracy is quite
high for the majority of the cases. From all considered scenarios, the
SVM-RBF algorithm is the one that obtains a better-balanced accuracy
score, even for the (e) scenario where other algorithms perform rather
poor.

Table 1 also shows the results obtained for the accuracy score
in a different work from the literature that analyses the same CIC-
DDoS2019 dataset, but with a Gated Recurrent Unit (GRU), a type of
Recurrent Neural Network (RNN) [26]. In order to properly compare
these scores, recall that in [26] the authors balance the dataset by
means of Synthetic Minority Oversampling Technique (SMOTE) and
compute the accuracy, while in this work we analyse the original
dataset and compute the balanced accuracy. Also note that the * in
scenario (e) of Table 1 is due to the fact that DIDDOS classifies the two
attacks involved individually, while our proposal performs a multi-class
classification considering both attacks at the same time.

The approach followed [26] requires significantly higher computa-
tional resources for the RNN model compared with the methodology
proposed in this work. However, it can be observed that their accuracy
results differ quite little from the ones obtained in this work. Therefore,
we can conclude that the methodology proposed in this work obtains
results comparable in quality with more complex solutions published
in the literature, with the clear benefit of requiring less computational
resources for its implementation.

The previous results show a total of six scenarios, although the con-
sidered database includes other attacks and each flow has many other
features. The presented results show some positive cases, where the
combination of attack and feature leads to an adequate classification.
However, there are also cases where the balanced accuracy is not high
enough to properly separate attack from benign traffic. This situation
is common in this type of problem with datasets where the amount
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of available features is high and in an actual implementation, an initial
analysis and feature selection is unavoidable. Nevertheless, we consider
that the present results show a sufficient variety of cases to properly
validate the proposed methodology.

4.3. Drawbacks and benefits

Regarding the main pros and cons of the presented methodology, in
the following, we summarize them and propose several future research
lines.

On the drawback part, one of the most relevant ones is the re-
quirement to perform feature selection in order to obtain high-quality
results, and therefore high attack detection accuracy. However, this
also occurs in most classification problems, and it can be resolved by ei-
ther using information about the attack characteristics, performing ex-
ploratory analysis over the available database or even with automated
procedures. Another drawback of this methodology is that categorical
features would require preprocessing in order to define numerical val-
ues that would allow computing the corresponding L-moments. In any
case, network traffic databases usually include many more numerical
than categorical features and, depending on the scenario, this drawback
could be ignored. Finally, this is a new method that we validated
using a limited amount of scenarios and a specific database. For a
full validation and therefore usefulness, this method should be also
validated in an actual 5G scenario in a real-time operation, being this
one of our main future research and work lines.

On the positive part, this methodology has lower computational
complexity compared to other state-of-the-art procedures, as both the
L-moment estimation and the considered classification algorithms (kNN
and SVM) have low computational requirements [10,23,24]. It is worth
to mention that the total computational complexity depends on the
considered classification algorithm, however, we have shown that even
simple algorithms like kNN lead to high-quality classifications. This
methodology also allows a better understanding of the statistical be-
haviour of the data and even to study the temporal attack behaviour,
thanks to the usage of the LmomRD. This information can be useful
for the proposal of mitigation actions in an actual software-defined
scenario. Another benefit is that this methodology can be easily adapted
to include multi-feature analysis. This can be achieved by either in-
cluding a multivariate classification algorithm or by introducing the
L-comoments [10], e.g., L-correlation, in the framework, being this
idea another of our main future research lines. The last pro that we
would like to mention is the possibility to introduce in the framework
higher-order L-moments. This additional characteristic is straightfor-
ward from a programming point of view, however, it would require
some additional theoretical support for the result interpretation. When
considering higher-order L-moments, also multidimensional classifica-
tion will be enabled and LmomRDs with more than two dimensions
could be considered.

5. Conclusions

In 5G networks, the increase in connected devices and traffic vol-
ume has highlighted the need to analyse network traffic and classify
it for both intelligent management and security purposes. Therefore,
and in order to contribute to the progress towards Zero-touch networks,
this article proposes a novel methodology for analysing and classifying
network traffic. This methodology is based on the use of the L-moment
ratios, a tool that has proven to be very useful for this task and that,
to the best of our knowledge, has not been previously explored for this
application. In order to validate the methodology, experimentation has
been performed with the most up-to-date realistic dataset. The results
allow us to validate the methodology, showing comparative results with
another current proposal in the literature, and to propose various lines
of future research.
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4.2 Optimization of the L-moments

Building on the methodology based on the theory of L-moments proposed in the
previous article [58] (see Section 4.1), this section addresses a multi-objective
optimization problem. The goals are threefold: to reduce the sample size
n required to estimate the standard L-moments, to decrease the number of
selected flow features, and to improve the balanced accuracy of the system.
Therefore, the overarching goal of the optimization problem is to fine-tune
ML models to minimize the resources required for their deployment in the
network. This involves selecting features from flows and choosing the value of
n to achieve the highest quality of classifications. Given that the problem has
three objectives, a decision-making process is necessary after experimentation
to evaluate which solution to the optimization problem is the most feasible for
the network.

This section first outlines the modeling of the multi-objective problem.
Following this, it details the experimental approach adopted and discusses the
outcomes achieved from the optimization process.

4.2.1 Problem Modeling

The first objective of the problem is to minimize the number of flow features.
Let xi = [x0, x1, ..., xn] be the binary array where each element xi can take
values 0 or 1. The objective is formalized as minimizing the sum of the elements
of the array (see Eq. 4.1). This objective is subject to the constraint that at
least one element of the array must be 1, which can be expressed as Eq. 4.4.

The second objective aims to minimize the number of samples required to
estimate the L-moments, n (see Eq. 4.2). As explained in Section 4.1, a lower
value results in more dispersed clusters, while a higher value leads to more
concentrated clusters, facilitating easier clustering but with a higher probability
of misclassifying some flows. The associated constraint for this objective is
that n must be strictly greater than zero, as defined in Eq 4.5.

The third objective in Eq. 4.3 is to maximize a function f(x, n) that depends
both on the binary feature array x and the sample value n. This function
calculates the balanced accuracy using the features x and the sample size n for
the test part of the dataset used.

Therefore, the complete formulation of the multi-objective optimization problem
is as follows:
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min
m∑

i=1
xi, (4.1)

min n, (4.2)

max f(x, n) = 1
2

(
TP

TP + FN
+ TN

TN + FP

)
, (4.3)

subject to
m∑

i=1
xi ≥ 1, (4.4)

n > 0, (4.5)
xi ∈ {0, 1} ∀i = 1, 2, . . . , m. (4.6)

where TP represents true positives, TN represents true negatives, FP denotes
false positives, and FN signifies false negatives. Therefore, T P

T P +F N calculates
the average true positive rate, and T N

T N+F P calculates the average true negative
rate, providing a more informative measure of accuracy on unbalanced datasets
compared to overall accuracy.

4.2.2 Results

The following section outlines the experimental methodology adopted for this
study. Subsequently, the results for two specific attacks are compared with
those obtained in Section 4.1.

4.2.2.1 Experimental Methodology

Given the computational complexity in terms of time and memory resources
required to optimize the L-moments methodology, an asynchronous steady-state
version of the NSGA-II algorithm has been used, based on the one published
in [59], NSGA-IIasy

ss . The evolutionary cycle of NSGA-IIasy
ss runs on a main

node and is responsible for sending candidate solutions to the evaluation nodes
to calculate the objectives of the problem and the constraints. These solutions
are returned back to the main node, which processes the solution within the
algorithm framework. Thus, the optimization of the methodology can be
carried out in reasonable computing times, reducing the execution time of the
algorithm from approximately 87 days which requires a sequential run, to about
7 hours using 300 evaluation nodes.

Regarding NSGA-IIasy
ss parameterization, 25,000 maximum evaluations have

been used as stopping condition with a population of 100 solutions. The
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encoding of the solution is composite, featuring a binary array for the selection
of features and an integer value for n. Selection occurs through a binary
tournament. Regarding the crossover and mutation processes, the algorithm
uses a two-point crossover. For mutation, it uses bit flip in the binary feature
selection array and polynomial mutation for n.

The dataset used for this study, CIC-DDoS2019 [60], is identical to that used
in the previous article, facilitating a direct comparison. For predictions on the
test segment of the dataset and calculating balanced accuracy, the same ML
models from the previous study are employed: k-Nearest Neighbors with a
uniform weighting function (kNN-unif), kNN with a distance-based weighting
function (kNN-dist), a Linear Support Vector Machine (SVM-lin), an SVM
with a Radial Basis Function (RBF) kernel (SVM-RBF), and an SVM with a
3rd-degree polynomial kernel (SVM-poly). These models are integrated into an
ensemble that collaboratively determines the classification of each prediction.
A soft voting classifier mechanism is used for decision-making, which selects
the class by identifying argmax among the summed probabilities predicted by
the ensemble models. That is, for a set of N models {M1, M2, ..., MN } and a
set of K classes {C1, C2, ..., CK}, where each model Mi provides a probability
vector Pi(ck) for each class ck with i = 1, 2, ..., N and k = 1, 2, ..., K, the class
predicted by the ensemble is defined by argmaxck

(∑N
i=1 Pi(ck)

)
.

4.2.2.2 Approximations to the Pareto Front

Given the size of the dataset and the computational resource costs of
optimization, the methodology has been optimized for two types of DrDoS
attacks: NTP and Portmap. Both attacks have been analyzed and discussed
in Section 4.1, but the results of the optimized methodology are presented
below.

In Figure 4.1, the approximation to the Pareto front by NSGA-IIasy
ss is observed.

In Section 4.1, the best balanced accuracy value was achieved with the kNN-dist
and SVM-lin algorithms, reaching 0.9995 for a value of n = 200 and analyzing
a single feature, the packet length mean. After optimizing the methodology,
we obtain solutions that balance the three objectives of the problem, as well
as solutions that exploit a specific objective. For example, there is a solution
with a balanced accuracy of 1.0, two selected flow features, and an n = 374.
Solutions are also obtained with low values n at the cost of a slight loss in
classification quality or requiring more selected features. An example is a
solution with a balanced accuracy of 0.91, a selected characteristic, and n = 10.
Such low n values mean that the clusters of standard L-moments are not as
concentrated, yet very good results can still be achieved. After a thorough
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study of the involved features, these types of solutions could be very good
candidates for implementation in real-time networks due to the low number
of samples required. The figure also highlights the knee point as a red circle,
which represents the solution that best balances the three objectives, situated
at the shortest Euclidean distance to the point [0, 0, 1.0]. This origin point
symbolizes the optimal objective values (minimum for the objectives to be
minimized and maximum for those to be maximized). In this scenario, the
value of the knee point is [51, 3, 0.9992], suggesting it as the most balanced
solution for deploying models in an online network.
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Figure 4.1: Approximation to the 3D Pareto front for the NTP DrDoS attack.

Regarding the Portmap DrDoS attack, whose approximation to the Pareto
front can be seen in Figure 4.2, the situation is similar to the previous one.
We start with a balanced accuracy of 0.9989 with n = 200 and one selected
feature, again, the packet length mean. In this case, we find solutions with
a worse balanced accuracy, 0.5, but with minimal values for the rest of the
objectives, as it only selects one feature of the flows and n = 10. Regarding
the knee point, in this instance, it has achieved values of [32, 7, 0.9989].
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Figure 4.2: Approximation to the 3D Pareto front for the Portmap DrDoS attack.

Given that we start with very high-quality classifications in Section 4.1, the
optimization of the methodology for these attacks makes sense to reduce
the number of samples n to estimate the L-moments while compromising
the classification quality as little as possible. Therefore, in these cases, the
application of this optimization may be more focused on obtaining optimized
methodologies for deployment in real-time networks rather than improving the
classifications obtained.



5
Conclusions and Future

Work
The concluding chapter synthesizes the thesis findings and outlines avenues
for future research. It reflects on the significant advancements made towards
enhancing energy efficiency in 5G/6G networks through advanced optimization
techniques. In addition, it presents a detailed roadmap for extending this
research, highlighting potential improvements in optimization algorithms and
the exploration of new problem areas within the domain of next-generation
networks. This chapter serves as both a capstone to the research undertaken
and a bridge to future explorations in the field.
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5.1 Conclusions

Following the development of this thesis, it can be concluded that advanced
optimization techniques in multi-objective metaheuristics are crucial for
both optimizing the CSO problem to reduce the energy consumption of
5G/6G networks and addressing other next-generation network challenges,
such as optimizing the L-moments-based methodology for flow analysis and
classification. Building on the objectives outlined in Section 1.2, the specific
conclusions reached are enumerated as follows:

• Upon delving into the landscape of the CSO problem and examining
the intricate relationships among various features, it has become evident
that the spatial heterogeneity of traffic not only simplifies the landscape
for exploration but also enhances the potential for a more effective
algorithmic search. The introduction of a specialized search operator is a
strategic response to the challenges presented in less heterogeneous, and
consequently more complex, areas of 5G/6G networks. This operator,
which uses detailed insights from landscape analysis, markedly improves
the ability of metaheuristics to approximate the Pareto front of the
CSO problem. The empirical evidence gathered supports the efficacy of
the operator in refining search strategies, demonstrating a noteworthy
advancement in utilizing landscape characteristics to achieve more precise
and efficient optimization results.

• The design and integration of problem-specific operators, particularly
those focusing on the strategic deactivation of cells, combined with the
hybridization of multi-objective evolutionary algorithms, have significantly
pushed forward the capabilities in optimizing network energy efficiency.
This approach has led to marked advancements in achieving closer
approximations to the Pareto front of the CSO problem, especially
in the scope of reducing energy consumption. Moreover, the venture
into multi-operator hybridization has opened new avenues, showcasing
the potential to eclipse the performance of single-operator methods.
This methodological evolution indicates a promising direction for further
refining network optimization strategies, highlighting the intricate balance
between operational efficiency and energy sustainability.

• The flow analysis methodology in 5G/6G networks utilizing L-moments
has demonstrated its utility through effective classification capabilities and
minimal resource requirements for simple ML models. The optimization
process of this approach plays an important role in the practical
deployment of trained models within next-generation networks. It
facilitates a reduction in the number of flow samples needed for L-moment
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calculations, consequently decreasing the time required for classification
tasks, thereby streamlining the process for more efficient network
management and operation.

5.2 Future Work

Given the focus of this thesis on current topics in the literature related to
energy efficiency in 5G/6G and intelligent networks, various and extensive lines
of work are proposed for each objective outlined in Section 1.2:

• Future work on spatial traffic heterogeneity and landscape analysis can be
categorized into three main areas. First, conducting a thorough analysis of
additional problem descriptors, such as UE-cell association mechanisms.
Second, further development of landscape-aware genetic operators to
utilize landscape information within the evolutionary cycle. Third, apply
landscape insights to closely related problems, such as optimizing the
deployment of base station locations, and extend the applicability of CSO
problem insights to broader network optimization challenges.

• Several future research directions emerge regarding the hybridization with
problem-specific operators. Initially, leveraging the diverse exploration
capabilities of five MOEAs, the next step involves creating heterogeneous
distributed models to enhance the coverage of the solution space.
Additionally, efforts will focus on discovering synergies not only through
problem-specific operators, but also through auxiliary objectives to
refine solution quality. The application of a MOEA tailored for sparse
problems to the CSO challenge, a novel approach that warrants in-depth
performance analysis, is another critical work. Lastly, evolving the
problem model to include Cell-Free Massive MIMO technology introduces
a paradigm shift, increasing complexity and necessitating new user-base
station allocation strategies, given the high number of antennas required.

• The L-moments-based methodology opens up several future research
directions. First, expanding the order of standard L-moments to higher
values, such as τ5 or τ6, could offer new insight into the data for better
classifications. Second, characterizing different types of flows, such
as various types of attacks or service types, could further refine the
analysis. Lastly, enhancing the optimization of the ML model ensemble
is also of interest, incorporating model hyperparameters as optimization
variables to potentially boost performance, and proposing problem-specific
operators to hybridize the metaheuristics.
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A.1 UDN Modeling

This work considers a service area of 500×500 meters, which has been discretized
using a grid of 100 × 100 points (also called “pixels” or area elements), each
covering a 25 m2 area, where the signal power is assumed to be constant.
In addition to that, vertical densification has been taken into account by
considering 3 vertical area elements, i.e., 25 meters of height. Ten different
regions have been defined with different propagation conditions. In order to
compute the received power at each point, the model used is Prx[dBm] =
Ptx[dBm] + PLoss[dB], where, Prx is the received power in dBm, Ptx is the
transmitted power in dBm, and PLoss are the global signal losses, which
depend on the given propagation region, and are computed as PLoss[dB] =
GA + PA (A.1), where GA is the total gain of both antennas, and PA are the
transmission losses in space, computed as:

PA[dB] =
(

λ

2 · π · d

)K

(A.2)

where d is the Euclidean distance to the SBS, K is the exponent loss,
which ranges randomly in [2.0, 4.0] for each of the 10 different regions. The
signal-to-interference plus noise ratio (SINR) for User Equipment (UE) k, is
computed as:

SINRk = Prx,j,k[mW ]∑M
i=1 Prx,i,k[mW ] − Prx,j,k[mW ] + Pn[mW ]

(A.3)

where Prx,j,k is the received power by UE k from the cell j, the summation
is the total received power by UE k from all the cells operating at the same
frequency that j, and Pn[dBm] = −174 + 10 · log10 BWj (A.4) is the noise
power, being BWj the bandwidth of SBS j, defined as 10% of the SBS operating
frequency (see Table A.1).

Finally, the UE’s capacity has been calculated according to the MIMO depicted
in [61]. Thus, we assume that the transmission power from each antenna is
Ptx/ntx, where ntx indicates the number of transmit antennas. Then, if we
consider the sub-channels to be uncoupled, their capacities can add up, and
the overall channel capacity of the UE k can be estimated using the Shannon
capacity formula:

Cj
k[bps] = BW j

k [Hz] ·
r∑

i=1
log2

(
1 + SINRk · λi

ntx

)
(A.5)
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where
√

λi is the singular value of the channel matrix H, of dimensions nrx×ntx

(i.e., # receive antennas × # transmit antennas). Note that both nrx and ntx

depend on the cell type (see Table A.1). BW j
k is the bandwidth assigned to

UE k when connected to cell j, assuming a round-robin scheduling, that is
BW j

k = BWj

Nj
(A.6), where Nj is the number of UEs connected to a cell j, and

UEs are connected to the cell that provides the highest SINR, regardless of its
type.

In order to build a heterogeneous network, three different types of cells of
increasing size and decreasing frequency are considered: femtocells, picocells,
and microcells. It should be noted that the number of transmit antennas of each
cell type increases with frequency, going from 8 transmit antennas (microcell)
to 256 (femtocell). In the same way, we assume that “high capacity" UEs, which
will preferably connect to small cells (picocells and femtocells), will implement
a higher number of receive antennas (4 for picocells and 8 for femtocells). Both
cells and UEs are deployed using independent Poisson Point Processes (PPP)
with different densities, defined by λCells

P and λUE
P ), respectively.

The power consumption of a transmitter is computed based on the model
presented in [14], which considers that the device is transmitting over the
fiber backhauling. Hence, the regular power consumption of SBS j is Pj =
α · P + β + δ · S + ρ (A.7), where P denotes the transmitted or radiated
power of the transmitter, the coefficient α represents the efficiency of transmit
power produced by a radio-frequency amplifier and feeder losses, the power
dissipated owing to signal processing and site cooling is denoted by β and the
dynamic power consumption per unit data is given by δ, being S the actual
traffic demand provided by the serving cell. Finally, the power consumption of
the transmitting device is represented by the coefficient ρ. However, in order
to consider an accurate power consumption model, the power consumed by
the air conditioning and power supply of the base station should be also taken
into account [62]. This has been called maintenance power, and it is set to
2W/SBS for any SBS containing at least one active cell.

The detailed parametrization of the scenarios addressed is included in Table A.1,
in which column Eq. links the parameter to the corresponding equation in the
formulation detailed above. The names in the last nine columns, XY, stand for
the deployment densities of SBSs and UEs, respectively, so that X = {L, M,
H}, meaning either low, medium, or high-density deployments (λCell

P parameter
of the PPP) and Y = {L, M, H}, indicates a low, medium or high density of
deployed UEs (λUE

P parameter of the PPP), in the last row of the table. The
parameters Gtx and f of each type of cell refer to the transmission gain and the
operating frequency (and its available bandwidth) of the antenna, respectively,
being ntx and nrx the number of transmit and receive antennas. Finally, the
parameters of the previously described power consumption model are also
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included. Nine instances have been therefore used in this work in order to
assess the performance of the different metaheuristics and specific operators.

Table A.1: Model parameters for users and base stations.
Cell Parameter Eq. LL LM LH ML MM MH HL HM HH

Micro

Gtx (A.1) 12
f (A.4) 5 GHz (BW = 500 MHz)
α (A.7) 15
β (A.7) 10000
δ (A.7) 1
ρ[W ] (A.7) 1
ntx 8
nrx 2
λmicro

P
[Cells/km2] 300 300 300 600 600 600 900 900 900

Pico

Gtx (A.1) 20
f (A.4) 20 GHz (BW = 2000 MHz)
α (A.7) 9
β (A.7) 6800
δ (A.7) 0.5
ρ[W ] (A.7) 1
ntx 64
nrx 4
λ

pico
P

[Cells/km2] 1500 1500 1500 1800 1800 1800 2100 2100 2100

Femto

Gtx (A.1) 28
f (A.4) 68 GHz (BW = 6800 MHz)
α (A.7) 5.5
β (A.7) 4800
δ (A.7) 0.2
ρ[W ] (A.7) 1
ntx 256
nrx 8
λ

femto
P

[Cells/km2] 3000 3000 3000 6000 6000 6000 9000 9000 9000

UEs λUE
P

[UE/km2] 1000 2000 3000 1000 2000 3000 1000 2000 3000
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A.2 Hypervolume

A.2.1 PSO Performance

Table A.2: Hypervolume indicator (Mean±Standard deviation).
BPSO MOCell NSGA-II

LL 0.631±0.077 0.279±0.164 0.497±0.158
LM 0.578±0.068 0.260±0.163 0.468±0.142
LH 0.564±0.061 0.241±0.157 0.441±0.130
ML 0.572±0.067 0.350±0.174 0.185±0.172
MM 0.518±0.056 0.254±0.163 0.153±0.161
MH 0.487±0.055 0.074±0.108 0.170±0.161
HL 0.546±0.070 0.086±0.129 0.298±0.223
HM 0.465±0.069 0.081±0.115 0.238±0.194
HH 0.472±0.053 0.068±0.105 0.219±0.168

A.2.2 Specific Operators in PSO

Table A.3: Hypervolume indicator for BPSO (Mean±Standard deviation).
No Operators

No Users Op. Prioritize Femto Op.

0.10 0.01 0.10 0.01

LL 0.631±0.077 0.636±0.064 0.627±0.075 0.634±0.063 0.626±0.066
LM 0.578±0.068 0.576±0.065 0.577±0.065 0.590±0.064 0.578±0.065
LH 0.564±0.061 0.551±0.055 0.557±0.057 0.561±0.059 0.554±0.053
ML 0.572±0.067 0.561±0.065 0.569±0.065 0.553±0.072 0.568±0.068
MM 0.518±0.056 0.522±0.068 0.520±0.074 0.523±0.067 0.523±0.053
MH 0.487±0.055 0.493±0.041 0.502±0.058 0.502±0.049 0.493±0.053
HL 0.546±0.070 0.545±0.062 0.550±0.070 0.544±0.064 0.544±0.066
HM 0.465±0.069 0.469±0.062 0.460±0.067 0.466±0.070 0.466±0.067
HH 0.472±0.053 0.462±0.051 0.458±0.046 0.466±0.042 0.464±0.049

Table A.4: Hypervolume indicator for MOCell (Mean±Standard deviation).
No Operators

No Users Op. Prioritize Femto Op.

0.10 0.01 0.10 0.01

LL 0.279±0.164 0.720±0.059 0.661±0.079 0.614±0.085 0.585±0.117
LM 0.260±0.163 0.675±0.072 0.591±0.105 0.533±0.102 0.510±0.128
LH 0.241±0.157 0.641±0.075 0.570±0.101 0.511±0.120 0.385±0.215
ML 0.350±0.174 0.675±0.076 0.712±0.066 0.623±0.108 0.604±0.119
MM 0.254±0.163 0.714±0.071 0.681±0.075 0.548±0.125 0.535±0.131
MH 0.074±0.108 0.604±0.092 0.540±0.115 0.415±0.150 0.416±0.145
HL 0.086±0.129 0.685±0.096 0.637±0.110 0.593±0.125 0.592±0.127
HM 0.081±0.115 0.608±0.105 0.576±0.120 0.502±0.138 0.503±0.153
HH 0.068±0.105 0.611±0.081 0.570±0.106 0.464±0.146 0.475±0.140
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Table A.5: Hypervolume indicator for NSGA-II (Mean±Standard deviation).
No Operators

No Users Op. Prioritize Femto Op.

0.10 0.01 0.10 0.01

LL 0.497±0.158 0.785±0.051 0.760±0.070 0.759±0.059 0.758±0.065
LM 0.468±0.142 0.742±0.059 0.715±0.072 0.693±0.083 0.673±0.110
LH 0.441±0.130 0.738±0.055 0.690±0.076 0.659±0.091 0.642±0.125
ML 0.185±0.172 0.741±0.062 0.717±0.076 0.701±0.088 0.705±0.079
MM 0.153±0.161 0.711±0.071 0.669±0.097 0.642±0.104 0.646±0.109
MH 0.170±0.161 0.683±0.066 0.649±0.091 0.611±0.112 0.606±0.114
HL 0.298±0.223 0.741±0.069 0.734±0.082 0.721±0.082 0.727±0.082
HM 0.238±0.194 0.684±0.096 0.673±0.104 0.649±0.105 0.639±0.123
HH 0.219±0.168 0.697±0.073 0.663±0.096 0.636±0.105 0.642±0.112
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A.3 Average Comparison: Algorithm and Scenario

First, the comparison between the averages for each algorithm and scenario is
shown. Secondly, the comparison of all algorithms for each scenario. The stats
output is shown in tabular form: a black upward triangle ( ) states that the
setting of the row has statistically higher values than the configuration of the
column, a white downward triangle ( ) states that the configuration in the
row has statistically lower values than the configuration in the column. When
no statistically significant differences are found, the spot is left empty.
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Figure A.1: Comparison of BPSO averages for each scenario.
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Figure A.2: Comparison of MOCell averages for each scenario.
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Figure A.3: Comparison of NSGA-II averages for each scenario.
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A.4 Average Comparison of All Algorithms
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Figure A.4: Comparison of all algorithms averages for each scenario.
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B.1 Network Modeling

In this study, a service area measuring 500 × 500 meters is considered, within
which ten distinct regions are defined, each with different propagation conditions.
To calculate the received power, Prx in dBm, at any given location within this
area, the following model has been employed:

Prx[dBm] = Ptx[dBm] + Ploss[dB] (B.1)

where Prx denotes the received power in dBm, Ptx represents the transmitted
power in dBm, and Ploss refers to the global signal losses. These losses are
contingent upon the specific propagation region and are computed as follows:

Ploss[dB] = GA + PA (B.2)

where GA is the total gain of both antennas, and PA are the transmission
losses in space, computed as:

PA[dB] =
(

λ

4 · π · d

)K

(B.3)

where d is the Euclidean distance to the corresponding sector in the SBS, K

denotes the exponent loss, which randomly ranges in [2.0, 4.0] for each of the
10 different regions. The Signal-to-Noise Ratio (SNR) for UE k, is computed
as:

SNRk = Prx,j,k[mW ]
Pn[mW ] (B.4)

where Prx,j,k is the received power by UE k from the cell j, and Pn is the noise
power, computed as:

Pn[dBm] = −174 + 10 · log10 BWj (B.5)

being BWj the bandwidth of cell j, defined as 10% of the operating frequency
of SBS, which is the same for all cells it deploys (see Table B.1).

In the final analysis, the UE capacity is determined based on the Multiple
Input Multiple Output (MIMO) model as described in [61]. It is assumed that
the transmission power from each antenna is Ptx/ntx, with ntx representing
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the number of transmitting antennas. When considering the subchannels as
uncoupled, their capacities can be summarized. Therefore, the total channel
capacity for UE k is estimated using the Shannon capacity formula as follows:

Cj
k[bps] = BW j

k [Hz] ·
r∑

i=1
log2

(
1 + SNRk · λi

ntx

)
(B.6)

where
√

λi represents the singular value of the channel matrix H, which
has dimensions nrx × ntx, indicating the number of receiving antennas times
the number of transmitting antennas. The values of both nrx and ntx are
contingent upon the type of cell, as detailed in Table B.1. The term BW j

k

denotes the bandwidth allocated to UE k when it is connected to cell j, under
the assumption of round-robin scheduling, which implies:

BW j
k = BWj

Nj
(B.7)

where Nj denotes the number of UEs connected to a cell j.

To build a heterogeneous network, three types of cells are considered, varying in
size and frequency: femtocells, picocells, and microcells. These cells originate
from antennas within a sector of a SBS. Figure B.1 illustrates the configurations
used in our model. The first row shows three SBSs, each with three sectors
and all cells in operation, represented by binary strings with all genes set to 1.
The second row presents several solutions where a subset of cells are switched
off, reflected in the binary strings with genes set to 0. Notably, the number
of transmitting antennas for each cell type increases with frequency: 8 for
microcells, 64 for picocells, and 256 for femtocells. Similarly, high-capacity
UEs, likely to connect to smaller cells (picocells and femtocells), are assumed to
have a larger number of receiving antennas, with 4 and 8 antennas for picocells
and femtocells, respectively.

The deployment of cells in this system is achieved by placing SBSs within
the work area, each having a random rotation angle for its sectors. This
angle determines the orientation of the cell beams. Both SBSs and UEs are
deployed using independent Poisson Point Processes (PPP) with different
densities, denoted by λCells

P for cells and λUE
P for UEs. Our software framework

incorporates a discretization method that uses a grid comprising 100 × 100
points, also called “pixels” or area elements, each covering 25 m2 where the
signal power is considered uniform. Furthermore, vertical densification is
addressed by considering 3 vertical area elements, equivalent to 25 meters of
height. This approach is designed to reduce the computation cost of the SNR
values.
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Figure B.1: Configuration of the SBSs, sectors, and cells used in this work, along
with their mapping into a binary encoded representation.

The power consumption of a transmitter is computed using the model
outlined in [14], which assumes the device transmits over fiber backhauling.
Consequently, the standard power consumption of cell j, denoted as Pj , is
expressed as follows:

Pj = α · P + β + δ · S + ρ (B.8)

where P denotes the transmitted or radiated power of the transmitter, the
coefficient α represents the efficiency of the transmission power produced in
the radio frequency amplifier and feeder losses. The term β refers to the power
dissipated due to signal processing and site cooling, and δ indicates the dynamic
power consumption per unit of data, with S being the actual traffic demand
served by the cell. The power consumption of the transmitting device itself is
denoted by the coefficient ρ. However, for a more accurate power consumption
model, the power consumed by air conditioning and the SBS power supply is
also considered [62]. This aspect, referred to as maintenance power, is set to
2W per SBS, applicable for any SBS with at least one active cell.

The parameterization of the scenarios addressed in this study is detailed in
Table B.1. This table links the parameter to its corresponding equation in
the formulation described above. The names in the last nine columns, XY,
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Cell Parameter Eq. LL LM LH ML MM MH HL HM HH

Micro

Gtx (B.2) 12
f (B.5) 5 GHz (BW = 500 MHz)
α (B.8) 15
β (B.8) 10000
δ (B.8) 1
ρ[W ] (B.8) 1
ntx 8
nrx 2
λmicro

P [Cells/km2] 300 300 300 600 600 600 900 900 900

Pico

Gtx (B.2) 20
f (B.5) 20 GHz (BW = 2000 MHz)
α (B.8) 9
β (B.8) 6800
δ (B.8) 0.5
ρ[W ] (B.8) 1
ntx 64
nrx 4
λpico

P [Cells/km2] 1500 1500 1500 1800 1800 1800 2100 2100 2100

Femto

Gtx (B.2) 28
f (B.5) 68 GHz (BW = 6800 MHz)
α (B.8) 5.5
β (B.8) 4800
δ (B.8) 0.2
ρ[W ] (B.8) 1
ntx 256
nrx 8
λfemto

P [Cells/km2] 3000 3000 3000 6000 6000 6000 9000 9000 9000
UEs λUE

P [UE/km2] 1000 2000 3000 1000 2000 3000 1000 2000 3000

Table B.1: Model parameters for UEs and SBSs.

represent the deployment densities of SBSs and UEs, respectively, so that X =
{L, M, H}, meaning either low, medium, or high-density deployments (λCell

P

parameter of the PPP) and Y = {L, M, H}, indicates a low, medium, or high
density of deployed UEs (λUE

P parameter of the PPP), in the last row of the
table. The parameters Gtx and f for each type of cell refer to the transmission
gain and the operating frequency (including the available bandwidth) of the
antenna, with ntx and nrx representing the number of transmit and receive
antennas. Finally, the parameters of the power consumption model described
previously are also included in the table. Therefore, nine different scenarios
have been used in this work.
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B.2 Approximations to the Pareto Front
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Figure B.2: Approximations to the Pareto front for the different rates of application
of the landscape-aware local search operator in the LL scenario.
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Figure B.3: Approximations to the Pareto front for the different rates of application
of the landscape-aware local search operator in the LM scenario.
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Figure B.4: Approximations to the Pareto front for the different rates of application
of the landscape-aware local search operator in the LH scenario.
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Figure B.5: Approximations to the Pareto front for the different rates of application
of the landscape-aware local search operator in the ML scenario.



128 B. GENO Supplementary Material

5

10

15

20

N
et

w
or

k
C

ap
at

it
y

[G
b

p
s]

α = 0.0, β = 0.0

Canonical

0.001

0.010

0.100

α = 0.0, β = 0.3

Canonical

0.001

0.010

0.100

α = 0.0, β = 0.6

Canonical

0.001

0.010

0.100

α = 0.0, β = 0.9

Canonical

0.001

0.010

0.100

5

10

15

20

N
et

w
or

k
C

ap
at

it
y

[G
b

p
s]

α = 0.3, β = 0.0

Canonical

0.001

0.010

0.100

α = 0.3, β = 0.3

Canonical

0.001

0.010

0.100

α = 0.3, β = 0.6

Canonical

0.001

0.010

0.100

α = 0.3, β = 0.9

Canonical

0.001

0.010

0.100

5

10

15

20

N
et

w
or

k
C

ap
at

it
y

[G
b

p
s]

α = 0.6, β = 0.0

Canonical

0.001

0.010

0.100

α = 0.6, β = 0.3

Canonical

0.001

0.010

0.100

α = 0.6, β = 0.6

Canonical

0.001

0.010

0.100

α = 0.6, β = 0.9

Canonical

0.001

0.010

0.100

1 2 3 4 5

Power Consumption [KW]

5

10

15

20

N
et

w
or

k
C

ap
at

it
y

[G
b

p
s]

α = 0.9, β = 0.0

Canonical

0.001

0.010

0.100

1 2 3 4 5

Power Consumption [KW]

α = 0.9, β = 0.3

Canonical

0.001

0.010

0.100

1 2 3 4 5

Power Consumption [KW]

α = 0.9, β = 0.6

Canonical

0.001

0.010

0.100

1 2 3 4 5

Power Consumption [KW]

α = 0.9, β = 0.9

Canonical

0.001

0.010

0.100

Figure B.6: Approximations to the Pareto front for the different rates of application
of the landscape-aware local search operator in the MM scenario.
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Figure B.7: Approximations to the Pareto front for the different rates of application
of the landscape-aware local search operator in the MH scenario.
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Figure B.8: Approximations to the Pareto front for the different rates of application
of the landscape-aware local search operator in the HL scenario.
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Figure B.9: Approximations to the Pareto front for the different rates of application
of the landscape-aware local search operator in the HM scenario.
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B.3 HV Values

α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.3679 0.4240 0.4561 0.3926
0.0, 0.3 0.3585 0.4015 0.4519 0.4127
0.0, 0.6 0.3716 0.3974 0.4518 0.3979
0.0, 0.9 0.3582 0.4032 0.4349 0.4002
0.3, 0.0 0.3710 0.4102 0.4580 0.4023
0.3, 0.3 0.3525 0.4081 0.4496 0.4028
0.3, 0.6 0.3453 0.3859 0.4358 0.4119
0.3, 0.9 0.3444 0.3991 0.4303 0.4053
0.6, 0.0 0.3787 0.4081 0.4582 0.4098
0.6, 0.3 0.3546 0.4017 0.4497 0.3920
0.6, 0.6 0.3361 0.3894 0.4429 0.4064
0.6, 0.9 0.3184 0.3696 0.4141 0.3970
0.9, 0.0 0.3749 0.3990 0.4534 0.4204
0.9, 0.3 0.3518 0.3916 0.4483 0.4103
0.9, 0.6 0.3284 0.3761 0.4410 0.4034
0.9, 0.9 0.2944 0.3173 0.3997 0.3683

Table B.2: LL

α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.3396 0.3813 0.4365 0.4032
0.0, 0.3 0.3348 0.3770 0.4442 0.3992
0.0, 0.6 0.3512 0.3830 0.4424 0.3933
0.0, 0.9 0.3721 0.4119 0.4405 0.4078
0.3, 0.0 0.3406 0.3754 0.4452 0.3902
0.3, 0.3 0.3430 0.3767 0.4439 0.4033
0.3, 0.6 0.3365 0.3663 0.4436 0.4027
0.3, 0.9 0.3365 0.3918 0.4433 0.4079
0.6, 0.0 0.3390 0.3827 0.4463 0.3959
0.6, 0.3 0.3237 0.3876 0.4357 0.3916
0.6, 0.6 0.3197 0.3597 0.4387 0.3934
0.6, 0.9 0.3142 0.3708 0.4304 0.3960
0.9, 0.0 0.3383 0.3816 0.4436 0.3895
0.9, 0.3 0.3306 0.3606 0.4414 0.3894
0.9, 0.6 0.3116 0.3704 0.4289 0.3936
0.9, 0.9 0.3043 0.3457 0.4220 0.3839

Table B.3: LM

α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.3353 0.3721 0.4394 0.3824
0.0, 0.3 0.3209 0.3634 0.4348 0.3951
0.0, 0.6 0.3355 0.3895 0.4446 0.3940
0.0, 0.9 0.3603 0.4057 0.4371 0.3949
0.3, 0.0 0.3313 0.3815 0.4313 0.3865
0.3, 0.3 0.3288 0.3637 0.4394 0.3838
0.3, 0.6 0.3198 0.3611 0.4355 0.3915
0.3, 0.9 0.3361 0.3787 0.4393 0.4066
0.6, 0.0 0.3325 0.3689 0.4359 0.3783
0.6, 0.3 0.3173 0.3698 0.4403 0.3792
0.6, 0.6 0.3104 0.3703 0.4355 0.3882
0.6, 0.9 0.3204 0.3591 0.3281 0.3992
0.9, 0.0 0.3240 0.3712 0.4397 0.3778
0.9, 0.3 0.3235 0.3687 0.4371 0.3843
0.9, 0.6 0.3027 0.3565 0.4242 0.3957
0.9, 0.9 0.2850 0.3523 0.4063 0.3781

Table B.4: LH

α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.2800 0.3959 0.4512 0.4087
0.0, 0.3 0.2654 0.3665 0.4504 0.4011
0.0, 0.6 0.2780 0.3986 0.4463 0.4108
0.0, 0.9 0.2847 0.4104 0.4353 0.3985
0.3, 0.0 0.2746 0.4062 0.4520 0.4094
0.3, 0.3 0.2795 0.3822 0.4477 0.4047
0.3, 0.6 0.2526 0.3891 0.4360 0.4000
0.3, 0.9 0.2581 0.3805 0.4222 0.3832
0.6, 0.0 0.2853 0.3826 0.4514 0.4057
0.6, 0.3 0.2557 0.3901 0.4460 0.4041
0.6, 0.6 0.2520 0.3313 0.4318 0.4008
0.6, 0.9 0.2508 0.3637 0.4192 0.3731
0.9, 0.0 0.2783 0.4098 0.4469 0.4068
0.9, 0.3 0.2438 0.3888 0.4476 0.3986
0.9, 0.6 0.2366 0.3489 0.4239 0.3877
0.9, 0.9 0.2499 0.3365 0.3998 0.3579

Table B.5: ML

α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.2579 0.3715 0.4381 0.4026
0.0, 0.3 0.2568 0.3693 0.4379 0.3814
0.0, 0.6 0.2599 0.3647 0.4331 0.3953
0.0, 0.9 0.2604 0.3748 0.4309 0.3992
0.3, 0.0 0.2542 0.3438 0.4368 0.3979
0.3, 0.3 0.2430 0.3533 0.4302 0.3963
0.3, 0.6 0.2389 0.3515 0.4311 0.3934
0.3, 0.9 0.2497 0.3599 0.4265 0.4038
0.6, 0.0 0.2612 0.3735 0.4394 0.3901
0.6, 0.3 0.2259 0.3337 0.4232 0.3990
0.6, 0.6 0.2183 0.3421 0.4130 0.3940
0.6, 0.9 0.2118 0.3258 0.4138 0.3901
0.9, 0.0 0.2524 0.3558 0.4460 0.3907
0.9, 0.3 0.2346 0.3436 0.4330 0.3960
0.9, 0.6 0.2120 0.3497 0.4192 0.3984
0.9, 0.9 0.2337 0.3574 0.4116 0.3814

Table B.6: MM

α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.3418 0.3897 0.4182 0.3841
0.0, 0.3 0.3390 0.3974 0.4164 0.3798
0.0, 0.6 0.3599 0.3966 0.4163 0.3987
0.0, 0.9 0.3842 0.4148 0.4206 0.4065
0.3, 0.0 0.3312 0.3851 0.4161 0.3785
0.3, 0.3 0.3274 0.3749 0.4161 0.3798
0.3, 0.6 0.3413 0.3797 0.4149 0.3890
0.3, 0.9 0.3683 0.4055 0.4105 0.4060
0.6, 0.0 0.3375 0.3976 0.4256 0.3806
0.6, 0.3 0.3235 0.3829 0.4158 0.3843
0.6, 0.6 0.3332 0.3802 0.4120 0.3876
0.6, 0.9 0.3535 0.3875 0.4016 0.3946
0.9, 0.0 0.3456 0.3976 0.4261 0.3847
0.9, 0.3 0.3250 0.3774 0.4157 0.3830
0.9, 0.6 0.3349 0.3839 0.4094 0.3852
0.9, 0.9 0.3497 0.3815 0.4073 0.3771

Table B.7: MH
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α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.3231 0.4389 0.4298 0.3928
0.0, 0.3 0.3182 0.4174 0.4218 0.3999
0.0, 0.6 0.3095 0.4044 0.4183 0.3883
0.0, 0.9 0.3569 0.4291 0.4268 0.3948
0.3, 0.0 0.3292 0.4374 0.4275 0.3949
0.3, 0.3 0.3176 0.4284 0.4151 0.4008
0.3, 0.6 0.3149 0.4067 0.4152 0.3975
0.3, 0.9 0.3535 0.4101 0.4187 0.3974
0.6, 0.0 0.3368 0.4274 0.4314 0.3972
0.6, 0.3 0.3171 0.4331 0.4283 0.3817
0.6, 0.6 0.3081 0.4046 0.4132 0.3871
0.6, 0.9 0.3352 0.3936 0.4934 0.3899
0.9, 0.0 0.3251 0.4368 0.4285 0.3929
0.9, 0.3 0.3039 0.4237 0.4188 0.3906
0.9, 0.6 0.3120 0.4082 0.4189 0.3872
0.9, 0.9 0.3184 0.3941 0.3996 0.3764

Table B.8: HL

α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.2576 0.3895 0.4200 0.3876
0.0, 0.3 0.2564 0.3901 0.4004 0.3874
0.0, 0.6 0.2869 0.3940 0.4168 0.3917
0.0, 0.9 0.3179 0.4075 0.4155 0.3837
0.3, 0.0 0.2763 0.4097 0.4235 0.3926
0.3, 0.3 0.2648 0.3998 0.4173 0.3912
0.3, 0.6 0.2771 0.3764 0.4030 0.3926
0.3, 0.9 0.3031 0.3969 0.4065 0.3878
0.6, 0.0 0.2651 0.3962 0.4248 0.3971
0.6, 0.3 0.2631 0.3849 0.4128 0.3855
0.6, 0.6 0.2498 0.3620 0.3967 0.3852
0.6, 0.9 0.2972 0.3840 0.3907 0.3869
0.9, 0.0 0.2661 0.3840 0.4211 0.3901
0.9, 0.3 0.2455 0.3847 0.3925 0.3857
0.9, 0.6 0.2577 0.3704 0.4036 0.3832
0.9, 0.9 0.2991 0.3858 0.3952 0.3858

Table B.9: HM

α, β
Application rate

0.000 0.001 0.010 0.100
0.0, 0.0 0.2272 0.3698 0.4049 0.3687
0.0, 0.3 0.2360 0.3701 0.4033 0.3812
0.0, 0.6 0.2579 0.3584 0.4098 0.3807
0.0, 0.9 0.3117 0.3938 0.4118 0.4003
0.3, 0.0 0.2346 0.3904 0.4207 0.3798
0.3, 0.3 0.2318 0.3750 0.4101 0.3828
0.3, 0.6 0.2459 0.3511 0.4023 0.3880
0.3, 0.9 0.2775 0.3801 0.3944 0.3842
0.6, 0.0 0.2371 0.3724 0.4163 0.3879
0.6, 0.3 0.2176 0.3642 0.3955 0.3813
0.6, 0.6 0.2344 0.3512 0.3958 0.3867
0.6, 0.9 0.2742 0.3822 0.3906 0.3896
0.9, 0.0 0.2359 0.3670 0.4173 0.3869
0.9, 0.3 0.2257 0.3646 0.4029 0.3798
0.9, 0.6 0.2364 0.3572 0.4027 0.3824
0.9, 0.9 0.2786 0.3794 0.4002 0.3956

Table B.10: HH
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data generated to test the behavior of both canonical and hybrid MOEAs in the
CSO problem. The information has been divided into three sections. The first
one contains the HV tables that could not be included in the main document due
to space constraints. The second one shows the attainment surfaces plots that
complement those shown in the main document. The last section contains the
results of the statistical tests performed on the experimental results comparing
MOEAs and problem-specific operators.
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C.1 HV Results

The main document shows the tables with the HV obtained by the
problem-specific operators in an isolated form (Tables 3 to 7). In this
supplementary material, the tables with the HV results for the operator
combinations in Table 10 are shown. Cells with a dark gray background
indicate that this SY N↓↑ has obtained the highest (best) global HV value for
the algorithm (indicated in the table caption) and scenario (first column), that
is, also taking into account the tables with the HV values for the operators
separately. Those with a light gray background indicate that SY N↓↑ is the
best combination of specific operators, but the best HV value is obtained by
an isolated operator (which can be seen in the tables of the main document).
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Table C.1: Median and IQR of the HV indicator of the SY N↓↑ combinations for NSGA-II in the nine scenarios.
1 2 3 4 5 6 7 8 9 10 11 12 13 14

LL 0.7430.093 0.7150.098 0.7150.087 0.7620.076 0.7420.103 0.7520.071 0.7500.056 0.7570.064 0.7760.074 0.7510.103 0.7530.088 0.7210.103 0.7570.099 0.7370.070

LM 0.7270.113 0.7140.109 0.7230.099 0.7400.070 0.7290.102 0.7210.080 0.7260.091 0.7210.099 0.7460.068 0.7160.074 0.7050.081 0.7040.081 0.7090.100 0.6950.083

LH 0.7000.077 0.6960.076 0.6890.070 0.6960.091 0.7110.088 0.6830.074 0.6850.093 0.6930.072 0.7120.083 0.6430.082 0.6660.099 0.6620.099 0.6560.105 0.6550.116

ML 0.7240.106 0.6720.130 0.6910.146 0.7180.101 0.7120.091 0.7360.077 0.7080.100 0.7250.085 0.7350.085 0.7190.104 0.7090.091 0.6430.111 0.7320.083 0.7170.094

MM 0.7040.058 0.6760.096 0.6940.055 0.7130.059 0.6960.075 0.7060.072 0.7030.076 0.7110.069 0.7120.068 0.6960.073 0.6950.063 0.6930.092 0.6940.091 0.7060.078

MH 0.6760.084 0.6670.094 0.6530.093 0.6770.096 0.6620.105 0.6560.106 0.6740.103 0.6670.095 0.6770.084 0.6270.143 0.6490.106 0.6680.112 0.6380.113 0.6590.135

HL 0.7010.111 0.6540.182 0.6450.128 0.7120.095 0.6930.139 0.7100.108 0.7220.092 0.7090.102 0.7170.121 0.7050.091 0.7030.105 0.6490.124 0.7130.080 0.7190.103

HM 0.6380.083 0.6270.106 0.6380.099 0.6580.071 0.6400.128 0.6630.085 0.6600.099 0.6530.107 0.6670.075 0.6460.091 0.6580.095 0.6480.083 0.6650.080 0.6630.094

HH 0.6320.087 0.6190.081 0.6140.107 0.6150.087 0.6260.092 0.6250.086 0.6300.092 0.6430.084 0.6410.101 0.6300.121 0.6300.092 0.6120.101 0.6300.115 0.6290.095

Table C.2: Median and IQR of the HV indicator of the SY N↓↑ combinations for MOCell in the nine scenarios.
1 2 3 4 5 6 7 8 9 10 11 12 13 14

LL 0.7360.039 0.6880.063 0.6910.087 0.7720.094 0.7330.086 0.7370.079 0.7290.095 0.7280.095 0.7630.082 0.7210.081 0.7310.093 0.6910.085 0.6960.086 0.7290.095

LM 0.6920.083 0.6650.078 0.6660.073 0.7220.067 0.7060.073 0.7010.088 0.7060.094 0.7150.083 0.7290.079 0.6900.087 0.6970.108 0.6680.067 0.6690.109 0.6920.107

LH 0.6590.058 0.6480.099 0.6290.081 0.6750.076 0.6640.084 0.6680.066 0.6650.069 0.6760.062 0.6820.073 0.6540.075 0.6520.083 0.6450.071 0.6320.098 0.6400.088

ML 0.7010.101 0.6520.079 0.6570.092 0.7220.082 0.6920.081 0.7110.104 0.7180.099 0.7240.091 0.7400.072 0.6960.080 0.6870.081 0.6630.080 0.7080.096 0.7090.082

MM 0.6510.078 0.6310.068 0.6170.072 0.6680.096 0.6610.074 0.6780.060 0.6790.079 0.6790.063 0.6960.090 0.6870.060 0.6500.061 0.6390.076 0.6470.093 0.6580.088

MH 0.6110.104 0.5810.075 0.5910.087 0.6240.108 0.6260.084 0.6430.115 0.6530.113 0.6440.091 0.6550.076 0.6450.117 0.6150.107 0.6010.079 0.6190.128 0.6180.101

HL 0.6880.089 0.6450.070 0.6450.073 0.7070.081 0.6850.088 0.7010.073 0.7070.086 0.7160.102 0.7110.088 0.7000.085 0.6860.078 0.6390.094 0.7010.077 0.7030.090

HM 0.6030.089 0.5720.073 0.5750.077 0.6240.089 0.6190.096 0.6310.095 0.6390.088 0.6340.099 0.6430.091 0.6320.100 0.5990.086 0.5810.069 0.5990.097 0.6100.096

HH 0.5810.069 0.5580.085 0.5650.079 0.5870.087 0.5700.067 0.6120.091 0.6060.089 0.6110.096 0.6170.072 0.6120.082 0.5630.104 0.5810.086 0.5880.099 0.5710.116
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Table C.3: Median and IQR of the HV indicator of the SY N↓↑ combinations for SMS-EMOA in the nine scenarios.
1 2 3 4 5 6 7 8 9 10 11 12 13 14

LL 0.7010.129 0.5680.210 0.5750.194 0.7460.097 0.6490.124 0.7390.087 0.7400.087 0.7470.091 0.7290.119 0.7210.095 0.7210.088 0.5460.119 0.7380.075 0.7220.076

LM 0.6790.127 0.5690.166 0.5870.145 0.6630.132 0.6540.110 0.6960.103 0.7020.107 0.6990.084 0.7000.127 0.7180.089 0.7040.089 0.5930.117 0.7060.100 0.6950.086

LH 0.6750.100 0.5980.121 0.5860.127 0.6400.115 0.6470.108 0.6720.085 0.6730.073 0.6640.106 0.6750.100 0.6730.096 0.6770.082 0.6140.106 0.6600.088 0.6650.081

ML 0.6340.157 0.4730.183 0.5190.144 0.6760.161 0.5920.127 0.6720.116 0.6800.128 0.6710.117 0.6790.132 0.6750.113 0.6470.145 0.4930.211 0.6750.153 0.6720.126

MM 0.6440.090 0.5370.150 0.5350.135 0.6230.099 0.6180.125 0.6450.094 0.6610.084 0.6690.129 0.6480.103 0.6680.100 0.6730.085 0.5650.104 0.6670.087 0.6670.096

MH 0.6120.112 0.5530.097 0.5370.119 0.5980.113 0.5780.131 0.6260.140 0.6220.081 0.6290.105 0.6240.108 0.6310.122 0.6350.116 0.5470.099 0.6520.112 0.6450.105

HL 0.5790.189 0.4610.223 0.4700.183 0.5700.175 0.5430.184 0.6130.204 0.6100.121 0.5840.171 0.6020.214 0.6090.160 0.5810.148 0.4240.182 0.6180.145 0.6000.165

HM 0.5680.154 0.5020.173 0.4540.153 0.5610.122 0.5570.148 0.5660.149 0.5650.145 0.5480.125 0.5630.126 0.5880.094 0.5790.120 0.4590.143 0.5760.082 0.5790.118

HH 0.5480.104 0.4660.093 0.4830.150 0.5290.093 0.5510.121 0.5610.105 0.5310.102 0.5550.088 0.5520.079 0.5620.074 0.5720.105 0.4800.116 0.5820.090 0.5820.072

Table C.4: Median and IQR of the HV indicator of the SY N↓↑ combinations for SparseEA in the nine scenarios.
1 2 3 4 5 6 7 8 9 10 11 12 13 14

LL 0.2160.060 0.2130.052 0.2140.045 0.2330.062 0.2360.057 0.2210.073 0.2290.065 0.2260.062 0.2370.057 0.2240.047 0.2120.056 0.2210.048 0.2110.060 0.2220.079

LM 0.2190.063 0.2150.066 0.2120.056 0.2220.064 0.2360.059 0.2120.066 0.2240.054 0.2200.071 0.2390.060 0.2270.057 0.2100.052 0.2130.060 0.2220.055 0.2160.057

LH 0.2140.053 0.2100.048 0.2120.060 0.2260.072 0.2240.067 0.2180.062 0.2260.054 0.2240.053 0.2230.050 0.2100.058 0.2110.060 0.2070.045 0.2100.052 0.2110.046

ML 0.1800.055 0.1830.068 0.1850.055 0.2090.057 0.2020.071 0.1920.060 0.1890.060 0.1980.056 0.1990.063 0.1830.052 0.1720.050 0.1770.054 0.1790.048 0.1760.048

MM 0.1860.043 0.1950.049 0.1880.038 0.2060.043 0.2000.045 0.2000.052 0.2040.051 0.2010.048 0.1990.029 0.1960.043 0.1920.040 0.1870.044 0.1910.040 0.1950.053

MH 0.1830.055 0.1910.056 0.1910.048 0.2110.053 0.2070.049 0.2070.058 0.2070.065 0.1990.058 0.2070.054 0.2080.054 0.1980.047 0.1930.053 0.1910.048 0.1870.040

HL 0.1740.069 0.1830.065 0.1870.053 0.2030.069 0.1990.064 0.2020.055 0.1890.054 0.1940.056 0.1980.060 0.2080.068 0.1670.050 0.1820.063 0.1830.062 0.1700.062

HM 0.1750.051 0.1730.046 0.1730.052 0.1830.044 0.1910.045 0.1840.037 0.1870.044 0.1740.053 0.1860.044 0.1800.042 0.1760.046 0.1720.042 0.1650.058 0.1740.050

HH 0.1780.050 0.1780.044 0.1690.054 0.1960.064 0.1970.070 0.1900.042 0.1850.056 0.1860.062 0.1940.066 0.1920.044 0.1900.048 0.1760.038 0.1800.041 0.1740.041
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C.2 Attainment Surfaces

This section is divided into two parts. First, the canonical and the best hybrid
versions for each algorithm in the nine scenarios are shown as complements for
Figure 6. Second, the canonical, the best hybrid, and best SY N↓↑ are shown
as complements for Figure 7.

C.2.1 The Canonical and the Best Hybrid Versions
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Figure C.1: Attainment functions of both the canonical and the best hybrid versions
of NSGA-II for nine UDN scenarios.
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Figure C.2: Attainment functions of both the canonical and the best hybrid versions
of MOCell for nine UDN scenarios.
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Figure C.3: Attainment functions of both the canonical and the best hybrid versions
of SMS-EMOA for nine UDN scenarios.
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Figure C.4: Attainment functions of both the canonical and the best versions of
SparseEA for nine UDN scenarios.
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C.2.2 Canonical, Best Hybrid and Best SY N↓↑
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Figure C.5: Attainment functions of the canonical, the best hybrid and the best
SY N↓↑ of NSGA-II for nine UDN scenarios.
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Figure C.6: Attainment functions of the canonical, the best hybrid and the best
SY N↓↑ of MOCell for nine UDN scenarios.
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Figure C.7: Attainment functions of the canonical, the best hybrid and the best
SY N↓↑ of SMS-EMOA for nine UDN scenarios.
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Figure C.8: Attainment functions of the canonical, the best hybrid and the best
SY N↓↑ of SparseEA for nine UDN scenarios.
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C.3 Results of the Statistical Tests

This section contains the results obtained for three different statistical tests. The
first subsection shows the results of a Kolmogorov-Smirnov test to distinguish
between Gaussian and non-Gaussian distributions; for Gaussian distributions,
the homoscedasticity of the samples is checked; if these two conditions hold,
then a parametric ANOVA test is performed, which is the more reliable
under these conditions. For non-Gaussian or Gaussian samples but without
homoscedasticity, a non-parametric test is applied, Kruskal-Wallis in our case,
because it allows comparing more than two samples. The second performs a
Wilcoxon test. And the last, a Friedman test.

C.3.1 Pairwise Comparison

This subsection shows comparisons between the averages of the HV results
for the different problem-specific operators and combinations (SY N↓↑). The
stats output is shown in tabular form: a black upward triangle ( ) states that
the setting of the row has statistically higher values than the configuration of
the column, and a white downward triangle ( ) states that the configuration
in the row has statistically lower values than the configuration in the column.
When no statistically significant differences are found, the spot is left empty.
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C.3.1.0.1 Canonical MOEAs Comparison

First, the comparison between the averages of the four algorithms considered
for each type of scenario is shown.
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Figure C.9: Statistical analysis of the canonical MOEAs for the nine scenarios.
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C.3.1.0.2 Problem-Specific Operators Comparison

Second, Figures C.10 to C.13 show the comparison between the different
operator-rate configurations for each MOEA (indicated in the figure caption).
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Figure C.10: Statistical analysis of NSGA-II for the nine scenarios.
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Figure C.11: Statistical analysis of MOCell for the nine scenarios.
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Figure C.12: Statistical analysis of SMS-EMOA for the nine scenarios.
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Figure C.13: Statistical analysis of SparseEA for the nine scenarios.
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C.3.1.0.3 SY N↓↑ Combinations Comparison

Finally, Figures C.14 to C.22 show the comparison between the canonical
MOEAs, the best single-operator for the pair algorithm-scenario and the 14
SY N↓↑ combinations. In this case, a figure is shown for each type of scenario,
containing the results for the four MOEAs.
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Figure C.14: Statistical analysis of the MOEAs synergies for LL.
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Figure C.15: Statistical analysis of the MOEAs synergies for LM.
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Figure C.16: Statistical analysis of the MOEAs synergies for LH.
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Figure C.17: Statistical analysis of the MOEAs synergies for ML.
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Figure C.18: Statistical analysis of the MOEAs synergies for MM.
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Figure C.19: Statistical analysis of the MOEAs synergies for MH.
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Figure C.20: Statistical analysis of the MOEAs synergies for HL.
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Figure C.21: Statistical analysis of the MOEAs synergies for HM.
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Figure C.22: Statistical analysis of the MOEAs synergies for HH.
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C.3.2 Wilcoxon Test

Table C.5: Wilcoxon values of the HV for NSGA-II in LL.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ – ▲ – ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ – – ▲ – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ – – ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 ▽ – ▽ ▽ ▽ – ▽ ▽ – – – –

SC↓
0.01 ▲ – ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ – ▽ ▽ – – – –

P F ↑
0.001 ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ – ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.6: Wilcoxon values of the HV for MOCell in LL.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ – ▲ – ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 ▽ – ▽ ▽ ▽ ▽ ▽ ▽ – – – –

SC↓
0.01 ▲ – ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.7: Wilcoxon values of the HV for SMS-EMOA in LL.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ – ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ – ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ – ▲ – ▲ ▲ – ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ – – ▽ – – – – ▲ ▲ ▲

SC↓
0.01 ▲ – – – – – – ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.8: Wilcoxon values of the HV for SparseEA in LL.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – – – – – – – – – – – – – –

EC↓
0.01 – – – – – – – – – – – – – –

EC↓
0.1 – – – – – – – – – – – – –

SC↓
0.001 – – – – – – – – – – – –

SC↓
0.01 – – – – – – – – – – –

SC↓
0.1 – – – – – – – – – –

P F ↑
0.001 – – – – – – – – –

P F ↑
0.01 – – – – – – – –

P F ↑
0.1 – – – – – – –

P SC↑
0.001 – – – – – –

P SC↑
0.01 – – – – –

P SC↑
0.1 – – – –

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.9: Wilcoxon values of the HV for NSGA-II in LM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ – ▲ – ▽ ▽ ▲ – ▽ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – – ▽ ▽ – ▽ ▽ – – – –

SC↓
0.01 ▲ – ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 – ▽ ▽ – ▽ ▽ – – – –

P F ↑
0.001 ▽ ▽ – ▽ ▽ – ▲ ▲ –

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ ▲ – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ – ▲ ▲ –

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.10: Wilcoxon values of the HV MOCell in LM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ ▲ ▽ ▽ ▽ ▽ ▽ ▽ – – ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ ▲ – – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

SC↓
0.01 ▲ – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

P F ↑
0.001 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▲

P F ↑
0.01 – ▽ ▽ ▽ – – ▲ ▲

P F ↑
0.1 ▽ ▽ ▽ – – ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ ▲

HF ↑
0.01 – ▲

HF ↑
0.1 ▲
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Table C.11: Wilcoxon values of the HV for SMS-EMOA in LM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ – ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – – – ▲ ▲ – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ – – ▽ – – – ▲ ▲ ▲ ▲

SC↓
0.01 ▲ – – – – – – ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.12: Wilcoxon values of the HV for SparseEA in LM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – ▲ ▲ – ▲ – – ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – ▲ ▲ – – – – – ▲ ▲

EC↓
0.1 ▲ ▲ ▲ – ▲ ▲ – ▲ – ▲ ▲ ▲ ▲

SC↓
0.001 – – – – – – – – – – – –

SC↓
0.01 – – – – – – – – – – –

SC↓
0.1 – – – – – – – – – –

P F ↑
0.001 – – – – – – – – –

P F ↑
0.01 – – – – – – – –

P F ↑
0.1 – – – – – – –

P SC↑
0.001 – – – – – –

P SC↑
0.01 – – – – –

P SC↑
0.1 – – – –

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –



166
C

.
SW

E
V

O
Supplem

entary
M

aterial

Table C.13: Wilcoxon values of the HV for NSGA-II in LH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ – ▲ ▲ ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ – ▲ – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – – ▽ ▽ – ▽ ▽ – – – –

SC↓
0.01 ▲ – ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 – ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 ▽ ▽ – ▽ ▽ – – ▲ –

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.14: Wilcoxon values of the HV for MOCell in LH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ – ▲ – – ▽ ▽ ▽ ▽ ▽ ▽ – ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ ▲ – – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

SC↓
0.01 ▲ – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▲

SC↓
0.1 – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

P F ↑
0.001 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

P F ↑
0.01 ▽ ▽ ▽ ▽ – – – ▲

P F ↑
0.1 ▽ ▽ ▽ – ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ ▲

HF ↑
0.01 – ▲

HF ↑
0.1 ▲
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Table C.15: Wilcoxon values of the HV for SMS-EMOA in LH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ – – – – – – ▲ ▲ ▲ ▲

SC↓
0.01 ▲ – – – – – – ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.16: Wilcoxon values of the HV for SparseEA in LH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – – – – – – – – – – – – – –

EC↓
0.01 – – – – – – ▲ – – – – ▲ ▲ –

EC↓
0.1 ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲ ▲ –

SC↓
0.001 – – – – – – – – – – – –

SC↓
0.01 – – – – – – – – – – –

SC↓
0.1 – – – – – – – – – –

P F ↑
0.001 – – – – – – – – –

P F ↑
0.01 – – – – – – – –

P F ↑
0.1 – – – – – – –

P SC↑
0.001 – – – – – –

P SC↑
0.01 – – – – –

P SC↑
0.1 – – – –

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.17: Wilcoxon values of the HV for NSGA-II in ML.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ – ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ – – ▲ – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ – ▲ ▲ – ▲ ▲ ▲ ▲ ▲

SC↓
0.001 ▽ – ▽ ▽ ▽ ▽ ▽ ▽ – – – –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.18: Wilcoxon values of the HV for MOCell in ML.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ – – ▲ ▽ ▽ ▽ – ▽ ▽ – ▲ ▲ –

EC↓
0.01 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ ▽ ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.01 ▲ ▽ ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – ▽

P F ↑
0.001 – – ▲ ▲ ▲ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ ▲ – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ – ▲ ▲ –

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 ▲ ▲ –

HF ↑
0.01 ▲ ▽

HF ↑
0.1 ▽
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Table C.19: Wilcoxon values of the HV for SMS-EMOA in ML.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ – ▲ ▲ – ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 ▽

Table C.20: Wilcoxon values of the HV for SparseEA in ML.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – – – – ▽ – – – – – –

SC↓
0.01 – – – – – – – – – – –

SC↓
0.1 – – – – – – – – – –

P F ↑
0.001 – – – – – ▲ – – ▲

P F ↑
0.01 – – – – ▲ – – –

P F ↑
0.1 – – – – – – –

P SC↑
0.001 – – ▲ – ▲ ▲

P SC↑
0.01 – ▲ – – –

P SC↑
0.1 ▲ – – –

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.21: Wilcoxon values of the HV for NSGA-II in MM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ ▲ ▽ ▽ ▲ ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ – – ▲ ▲ – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 ▽ – ▽ ▽ ▽ ▽ ▽ ▽ – – – –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.22: Wilcoxon values of the HV for MOCell in MM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – ▲ –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ –

HF ↑
0.01 ▲ –

HF ↑
0.1 ▽
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Table C.23: Wilcoxon values of the HV for SMS-EMOA in MM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – ▽ ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – ▲ –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ –

HF ↑
0.01 – –

HF ↑
0.1 ▽

Table C.24: Wilcoxon values of the HV for SparseEA in MM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ ▲ ▲ – – ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – ▽ ▽ – ▽ ▽ ▽ – – – –

SC↓
0.01 – ▽ – – ▽ ▽ – – – – –

SC↓
0.1 ▽ – – ▽ ▽ – – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – – ▲ ▲ ▲

P F ↑
0.1 – – – – – – –

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 – ▲ ▲ –

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.25: Wilcoxon values of the HV for NSGA-II in MH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ ▲ ▽ ▽ ▲ ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – ▽ ▽ ▽ – ▽ ▽ – – – –

SC↓
0.01 ▲ – ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.26: Wilcoxon values of the HV for MOCell in MH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ – ▽ ▽ ▽ ▽ ▽ – – ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

P F ↑
0.001 ▽ ▽ ▽ ▽ ▽ – – – ▲

P F ↑
0.01 – – – ▽ ▲ ▲ ▲ ▲

P F ↑
0.1 ▽ – ▽ ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ ▲

HF ↑
0.01 ▲ ▲

HF ↑
0.1 ▲
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Table C.27: Wilcoxon values of the HV for SMS-EMOA in MH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – ▲ – – ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – ▲ – ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.28: Wilcoxon values of the HV for SparseEA in MH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – – ▲ – – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ – ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – – – – – – – – – – –

SC↓
0.01 – – – – – – – – – – –

SC↓
0.1 – – – – – – – – – –

P F ↑
0.001 – – – – – ▲ – ▲ –

P F ↑
0.01 – – – – – – ▲ –

P F ↑
0.1 – – – – – – –

P SC↑
0.001 – – ▲ – – –

P SC↑
0.01 – ▲ – ▲ ▲

P SC↑
0.1 ▲ – ▲ –

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.29: Wilcoxon values of the HV for NSGA-II in HL.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ – – ▲ – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ – – – ▲ – – ▲ ▲ ▲ ▲

SC↓
0.001 ▽ – ▽ ▽ ▽ ▽ ▽ ▽ – – – –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.30: Wilcoxon values of the HV for MOCell in HL.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 ▽ – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

P F ↑
0.001 – ▽ – – ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ ▲

HF ↑
0.01 – ▲

HF ↑
0.1 ▲
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Table C.31: Wilcoxon values of the HV for SMS-EMOA in HL.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ – ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ – – ▽ – – – ▲ ▲ ▲ ▲

SC↓
0.01 ▲ – – – – – – ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ –

HF ↑
0.01 – –

HF ↑
0.1 ▽

Table C.32: Wilcoxon values of the HV for SparseEA in HL.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – ▽ – – ▽ – – – – – –

SC↓
0.01 ▲ – – – – – – – – – –

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – – – – –

P F ↑
0.1 – – – – – – –

P SC↑
0.001 – – – ▲ – –

P SC↑
0.01 – – – – –

P SC↑
0.1 – ▲ – –

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.33: Wilcoxon values of the HV for NSGA-II in HM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ – – – – ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ – – ▲ – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ – – ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ ▽ ▽ ▽ ▽ ▽ ▽ – ▲ ▲ –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – ▽ – ▽ ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.34: Wilcoxon values of the HV for MOCell in HM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ – – – – ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 ▽ – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

P F ↑
0.001 ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ – – ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ ▲

HF ↑
0.01 – ▲

HF ↑
0.1 ▲
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Table C.35: Wilcoxon values of the HV for SMS-EMOA in HM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – ▲ –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – ▲ –

HF ↑
0.01 ▲ –

HF ↑
0.1 ▽

Table C.36: Wilcoxon values of the HV for SparseEA in HM.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – ▽ – ▽ ▽ ▽ ▽ – – – –

SC↓
0.01 – ▽ – ▽ ▽ ▽ ▽ – – – –

SC↓
0.1 ▽ – ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ – ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.37: Wilcoxon values of the HV for NSGA-II in HH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ ▲ ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ – – ▲ – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 ▽ – ▽ ▽ ▽ ▽ ▽ ▽ – – – –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – – ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –

Table C.38: Wilcoxon values of the HV for MOCell in HH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 ▽ ▽ ▲ ▲ ▲ ▲ – – – – ▽ ▲ ▲ ▲ ▲

EC↓
0.01 ▽ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

SC↓
0.01 ▲ ▽ ▽ ▽ ▽ ▽ ▽ – – – ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ –

P F ↑
0.001 ▽ ▽ ▽ ▽ ▽ – – ▲ ▲

P F ↑
0.01 – ▲ – – ▲ ▲ ▲ ▲

P F ↑
0.1 ▲ – ▽ ▲ ▲ ▲ ▲

P SC↑
0.001 ▽ ▽ ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – ▲

HF ↑
0.01 – ▲

HF ↑
0.1 ▲
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Table C.39: Wilcoxon values of the HV for SMS-EMOA in HH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ – – – ▲ – – ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – – – – – – ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ – – – ▲ – – ▲ ▲ ▲ ▲

SC↓
0.001 – ▲ ▽ ▽ ▽ ▽ ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.01 ▲ ▽ ▽ ▽ – ▽ ▽ ▲ ▲ ▲ ▲

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – ▲ –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – ▲ ▲ ▲ ▲

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 ▽

Table C.40: Wilcoxon values of the HV for SparseEA in HH.
EC↓

0.01 EC↓
0.1 SC↓

0.001 SC↓
0.01 SC↓

0.1 P F ↑
0.001 P F ↑

0.01 P F ↑
0.1 P SC↑

0.001 P SC↑
0.01 P SC↑

0.1 HF ↑
0.001 HF ↑

0.01 HF ↑
0.1 Canonical

EC↓
0.001 – – ▲ ▲ ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲

EC↓
0.01 – ▲ ▲ ▲ – ▲ ▲ – – ▲ ▲ ▲ ▲ ▲

EC↓
0.1 ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲

SC↓
0.001 – – ▽ – – ▽ ▽ ▽ – – – –

SC↓
0.01 – ▽ – – ▽ ▽ ▽ – – – –

SC↓
0.1 ▽ ▽ ▽ ▽ ▽ ▽ – – – –

P F ↑
0.001 – – – – – ▲ ▲ ▲ ▲

P F ↑
0.01 – – – – ▲ ▲ ▲ ▲

P F ↑
0.1 – – – – ▲ ▲ –

P SC↑
0.001 – – ▲ ▲ ▲ ▲

P SC↑
0.01 – ▲ ▲ ▲ ▲

P SC↑
0.1 ▲ ▲ ▲ ▲

HF ↑
0.001 – – –

HF ↑
0.01 – –

HF ↑
0.1 –
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Table C.41: Wilcoxon values of the HV for SY N↓↑ NSGA-II in LL.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ – – – – ▽ – – – ▲
SY N↓↑

13 ▲ – – – – – – – – – ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – ▽ – – – – – ▲ ▲ – ▲
SY N↓↑

10 ▽ – – – – – – ▲ – ▲
SY N↓↑

9 – ▲ ▲ ▲ – ▲ ▲ – ▲
SY N↓↑

8 – – – – ▲ ▲ – ▲
SY N↓↑

7 – – – – ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – – ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲

Table C.42: Wilcoxon values of the HV for SY N↓↑ MOCell in LL.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ – – – – ▽ – – – ▲
SY N↓↑

13 – – – ▽ ▽ – ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

12 ▽ – ▽ ▽ – ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – ▽ – – – – ▽ ▲ ▲ – ▲
SY N↓↑

10 ▽ – – – – ▽ – – – ▲
SY N↓↑

9 ▲ ▲ ▲ ▲ – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – ▽ ▲ ▲ – ▲
SY N↓↑

7 – – ▽ – – – ▲
SY N↓↑

6 – ▽ ▲ ▲ – ▲
SY N↓↑

5 ▽ ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ ▲ ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲
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Table C.43: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in LL.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – ▲ – ▲ ▲ – ▲
SY N↓↑

13 ▲ – – – – – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▽
SY N↓↑

11 – – – – – ▲ – ▲ ▲ – ▲
SY N↓↑

10 – – – – ▲ – ▲ ▲ – ▲
SY N↓↑

9 – – – ▲ – ▲ ▲ – ▲
SY N↓↑

8 – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

7 – ▲ – ▲ ▲ – ▲
SY N↓↑

6 ▲ – ▲ ▲ ▲ ▲
SY N↓↑

5 ▽ ▲ ▲ ▽ –
SY N↓↑

4 ▲ ▲ ▲ ▲
SY N↓↑

3 – ▽ ▽
SY N↓↑

2 ▽ ▽
SY N↓↑

1 ▲

Table C.44: Wilcoxon values of the HV for SY N↓↑ SparseEA in LL.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ – – – ▽ – – – – –
SY N↓↑

13 – – – ▽ – – – ▽ – – – – –
SY N↓↑

12 – – ▽ – – – ▽ – – – – –
SY N↓↑

11 – ▽ – – – ▽ ▽ – – – –
SY N↓↑

10 ▽ – – – ▽ – – – – –
SY N↓↑

9 – – – – – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – – – – – –
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – –
SY N↓↑

5 – ▲ ▲ ▲ ▲
SY N↓↑

4 ▲ – – ▲
SY N↓↑

3 – – –
SY N↓↑

2 – –
SY N↓↑

1 –
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Table C.45: Wilcoxon values of the HV for SY N↓↑ NSGA-II in LM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ – – – – ▽ – – – ▲
SY N↓↑

13 – – – ▽ – – – – ▽ – – – ▲
SY N↓↑

12 – – ▽ – – – – ▽ – – – ▲
SY N↓↑

11 – ▽ – – – – ▽ – – – ▲
SY N↓↑

10 ▽ – – – – ▽ – – – ▲
SY N↓↑

9 – – – – – – ▲ – ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – – – – ▲
SY N↓↑

4 – ▲ – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲

Table C.46: Wilcoxon values of the HV for SY N↓↑ MOCell in LM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ – – – – ▽ – – – ▲
SY N↓↑

13 – – – ▽ ▽ – ▽ ▽ ▽ – – – ▲
SY N↓↑

12 – – ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – ▽ – – – – ▽ – – – ▲
SY N↓↑

10 ▽ – – – – – ▲ – – ▲
SY N↓↑

9 – ▲ – – – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – – ▲ ▲ – ▲
SY N↓↑

7 – – – ▲ ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲
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Table C.47: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in LM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – ▲ – ▲ ▲ – ▲
SY N↓↑

13 ▲ – – – – – – ▲ ▲ ▲ ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ –
SY N↓↑

11 – – – – – ▲ – ▲ ▲ – ▲
SY N↓↑

10 – – – – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

9 – – – ▲ – ▲ ▲ – ▲
SY N↓↑

8 – – ▲ ▲ ▲ ▲ – ▲
SY N↓↑

7 – ▲ – ▲ ▲ – ▲
SY N↓↑

6 ▲ – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ –
SY N↓↑

2 ▽ –
SY N↓↑

1 ▲

Table C.48: Wilcoxon values of the HV for SY N↓↑ SparseEA in LM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ – – – ▽ ▽ – – – –
SY N↓↑

13 – – – ▽ – – – – – – – – –
SY N↓↑

12 – – ▽ – – – – – – – – –
SY N↓↑

11 – ▽ – – – ▽ ▽ – – – –
SY N↓↑

10 – – – – – – – – – ▲
SY N↓↑

9 – – ▲ – – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – – – – – –
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – –
SY N↓↑

5 – – – – ▲
SY N↓↑

4 ▲ – – ▲
SY N↓↑

3 – – –
SY N↓↑

2 – –
SY N↓↑

1 –
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Table C.49: Wilcoxon values of the HV for SY N↓↑ NSGA-II in LH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▲
SY N↓↑

13 – – – ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▲
SY N↓↑

12 – – ▽ – – – ▽ ▽ – – ▽ ▲
SY N↓↑

11 – ▽ – – – ▽ ▽ – ▽ ▽ ▲
SY N↓↑

10 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▲
SY N↓↑

9 – ▲ ▲ – – – – – ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – ▽ – – – – ▲
SY N↓↑

6 ▽ – – – – ▲
SY N↓↑

5 – – – – ▲
SY N↓↑

4 – – – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲

Table C.50: Wilcoxon values of the HV for SY N↓↑ MOCell in LH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ ▽ – ▽ ▽ ▽ – – – ▲
SY N↓↑

13 – – – ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

12 – – ▽ ▽ – – – ▽ – – – ▲
SY N↓↑

11 – ▽ ▽ – – – ▽ – – – ▲
SY N↓↑

10 – – – – – – – – – ▲
SY N↓↑

9 – – – – – ▲ ▲ – ▲
SY N↓↑

8 – – – – ▲ ▲ – ▲
SY N↓↑

7 – – – ▲ – – ▲
SY N↓↑

6 – – ▲ – – ▲
SY N↓↑

5 – ▲ – – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲
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Table C.51: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in LH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – – – ▲ ▲ – ▲
SY N↓↑

13 ▲ – – – – – – – – ▲ ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – – ▽ ▲
SY N↓↑

11 – – – – – – – ▲ ▲ – ▲
SY N↓↑

10 – – – – – – ▲ ▲ – ▲
SY N↓↑

9 – – – – – ▲ ▲ – ▲
SY N↓↑

8 – – – – ▲ ▲ – ▲
SY N↓↑

7 – – – ▲ ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲

Table C.52: Wilcoxon values of the HV for SY N↓↑ SparseEA in LH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – – – – – ▽ – – – – –
SY N↓↑

13 – – – – – – – – – – – – –
SY N↓↑

12 – – – – – – – – – – – –
SY N↓↑

11 – – – – – – – – – – –
SY N↓↑

10 – – – – – – – – – –
SY N↓↑

9 – – – – – – ▲ – –
SY N↓↑

8 – – – – – ▲ – –
SY N↓↑

7 – – – – ▲ – –
SY N↓↑

6 – – – – – –
SY N↓↑

5 – – ▲ – –
SY N↓↑

4 – ▲ – –
SY N↓↑

3 – – –
SY N↓↑

2 – –
SY N↓↑

1 –
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Table C.53: Wilcoxon values of the HV for SY N↓↑ NSGA-II in ML.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – – – – ▲ – ▲
SY N↓↑

13 ▲ – – – – – – – – ▲ ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – – – – – – – ▲ ▲ – ▲
SY N↓↑

10 – – – – – – ▲ ▲ – ▲
SY N↓↑

9 – – – – – ▲ ▲ – ▲
SY N↓↑

8 – – – – ▲ ▲ – ▲
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – – ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲

Table C.54: Wilcoxon values of the HV for SY N↓↑ MOCell in ML.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – – – ▲ ▲ – ▲
SY N↓↑

13 ▲ – – – – – – – – ▲ ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – ▽ ▽ ▽ – – ▽ ▲ ▲ – ▲
SY N↓↑

10 ▽ – – – – – ▲ ▲ – ▲
SY N↓↑

9 – – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

8 – – ▲ – ▲ ▲ – ▲
SY N↓↑

7 – ▲ – ▲ ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 ▽ ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲
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Table C.55: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in ML.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – ▲ – ▲ ▲ – ▲
SY N↓↑

13 ▲ – – – – – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ –
SY N↓↑

11 – – – – – ▲ – ▲ ▲ – ▲
SY N↓↑

10 – – – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

9 – – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

8 – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

7 – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

6 ▲ – ▲ ▲ – ▲
SY N↓↑

5 ▽ ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ –
SY N↓↑

2 ▽ –
SY N↓↑

1 ▲

Table C.56: Wilcoxon values of the HV for SY N↓↑ SparseEA in ML.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ ▽ – – ▽ ▽ – – – ▲
SY N↓↑

13 – – – ▽ ▽ – – ▽ ▽ – – – ▲
SY N↓↑

12 – – ▽ – – – ▽ ▽ – – – ▲
SY N↓↑

11 – ▽ ▽ ▽ ▽ ▽ ▽ – – – –
SY N↓↑

10 – – – – – ▽ – – – ▲
SY N↓↑

9 – – – – – ▲ – – ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – ▲ – ▲ ▲
SY N↓↑

4 ▲ ▲ ▲ ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲
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Table C.57: Wilcoxon values of the HV for SY N↓↑ NSGA-II in MM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – – – – – – – – – – ▲
SY N↓↑

13 – – – – – – – – – – – – ▲
SY N↓↑

12 – – – – – – – – – – – ▲
SY N↓↑

11 – – – – – – – – – – ▲
SY N↓↑

10 ▽ – – – – ▽ – – – ▲
SY N↓↑

9 – – – – – – ▲ – ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – – – – ▲
SY N↓↑

4 – – – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲

Table C.58: Wilcoxon values of the HV for SY N↓↑ MOCell in MM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – ▽ ▽ ▽ – ▽ – ▽ ▲ ▲ – ▲
SY N↓↑

13 – – ▽ ▽ ▽ ▽ ▽ – ▽ ▲ – – ▲
SY N↓↑

12 – ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – – ▲
SY N↓↑

11 ▽ ▽ ▽ ▽ ▽ – ▽ ▲ ▲ – ▲
SY N↓↑

10 – – – – – – ▲ ▲ ▲ ▲
SY N↓↑

9 – ▲ – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

8 – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

7 – – – ▲ ▲ – ▲
SY N↓↑

6 ▲ – ▲ ▲ ▲ ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ ▲ ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲
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Table C.59: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in MM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

13 ▲ – – – – – – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – – – – – ▲ ▲ ▲ ▲ – ▲
SY N↓↑

10 – – – – – – ▲ ▲ – ▲
SY N↓↑

9 – – – – – ▲ ▲ – ▲
SY N↓↑

8 – – – ▲ ▲ ▲ – ▲
SY N↓↑

7 – ▲ ▲ ▲ ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲

Table C.60: Wilcoxon values of the HV for SY N↓↑ SparseEA in MM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – – – – – – ▽ – – – ▲
SY N↓↑

13 – – – – – – – – ▽ – – – ▲
SY N↓↑

12 – – – – – – – ▽ – – – ▲
SY N↓↑

11 – – – – – – ▽ – – – ▲
SY N↓↑

10 – – – – – – – – – ▲
SY N↓↑

9 – – – – – – – ▲ ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – – ▲ ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – – – ▲ ▲
SY N↓↑

4 ▲ ▲ ▲ ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲
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Table C.61: Wilcoxon values of the HV for SY N↓↑ NSGA-II in MH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – ▽ – – – – – – – – ▲
SY N↓↑

13 – – – ▽ – – – – ▽ – – – ▲
SY N↓↑

12 – – – – – – – – – – – ▲
SY N↓↑

11 – ▽ – – – – – – – – ▲
SY N↓↑

10 ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

9 – – – – – ▲ – – ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – – – – ▲
SY N↓↑

4 – – – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲

Table C.62: Wilcoxon values of the HV for SY N↓↑ MOCell in MH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – ▽ ▽ ▽ – ▽ – – – ▲ – ▲
SY N↓↑

13 – – ▽ ▽ ▽ ▽ ▽ – – – – – ▲
SY N↓↑

12 – ▽ ▽ ▽ ▽ ▽ ▽ – – – – ▲
SY N↓↑

11 – ▽ ▽ – – – – – ▲ – ▲
SY N↓↑

10 – – – – – – ▲ ▲ ▲ ▲
SY N↓↑

9 – – – – – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – – ▲ ▲ ▲ ▲
SY N↓↑

7 – – – ▲ ▲ ▲ ▲
SY N↓↑

6 – – ▲ ▲ ▲ ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲
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Table C.63: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in MH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

13 ▲ – – ▲ – – – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ – ▽ – – ▽ ▲
SY N↓↑

11 – – – – – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

10 – – – – ▲ ▲ ▲ ▲ – ▲
SY N↓↑

9 – – – – – ▲ ▲ – ▲
SY N↓↑

8 – – ▲ ▲ ▲ ▲ – ▲
SY N↓↑

7 – ▲ ▲ ▲ ▲ – ▲
SY N↓↑

6 ▲ – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲

Table C.64: Wilcoxon values of the HV for SY N↓↑ SparseEA in MH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – – –
SY N↓↑

13 – – ▽ ▽ – ▽ – – ▽ – – – –
SY N↓↑

12 – ▽ ▽ – – – – ▽ – – – –
SY N↓↑

11 – – – – – – ▽ – – – ▲
SY N↓↑

10 – – – – – – ▲ ▲ ▲ ▲
SY N↓↑

9 – – – – – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – – – – ▲ ▲
SY N↓↑

7 – – – ▲ ▲ ▲ ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – ▲ ▲ ▲ ▲
SY N↓↑

4 ▲ ▲ ▲ ▲
SY N↓↑

3 – – –
SY N↓↑

2 – –
SY N↓↑

1 –
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Table C.65: Wilcoxon values of the HV for SY N↓↑ NSGA-II in HL.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – – – ▲ ▲ – ▲
SY N↓↑

13 ▲ – – – – – – – – ▲ ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – – – – – – – ▲ – – ▲
SY N↓↑

10 – – – – – – ▲ ▲ – ▲
SY N↓↑

9 – – – – – ▲ ▲ – ▲
SY N↓↑

8 – – – – ▲ ▲ – ▲
SY N↓↑

7 – – – ▲ ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – – – – ▲
SY N↓↑

4 ▲ – – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲

Table C.66: Wilcoxon values of the HV for SY N↓↑ MOCell in HL.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – – – ▲ ▲ – ▲
SY N↓↑

13 ▲ – – ▽ – – – – – ▲ ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – ▽ ▽ – – – – ▲ ▲ – ▲
SY N↓↑

10 – – – – – – ▲ ▲ – ▲
SY N↓↑

9 – – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

8 – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

7 – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲
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Table C.67: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in HL.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – – – – ▲ – ▲ ▲ – –
SY N↓↑

13 ▲ – – – – – – ▲ – ▲ ▲ – –
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▽
SY N↓↑

11 – – – – – – – ▲ ▲ – –
SY N↓↑

10 – – – – ▲ – ▲ ▲ – –
SY N↓↑

9 – – – ▲ – ▲ ▲ – –
SY N↓↑

8 – – ▲ – ▲ ▲ – –
SY N↓↑

7 – ▲ – ▲ ▲ – –
SY N↓↑

6 ▲ – ▲ ▲ – –
SY N↓↑

5 – ▲ ▲ – –
SY N↓↑

4 ▲ ▲ – –
SY N↓↑

3 – ▽ ▽
SY N↓↑

2 ▽ ▽
SY N↓↑

1 –

Table C.68: Wilcoxon values of the HV for SY N↓↑ SparseEA in HL.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – – ▲
SY N↓↑

13 – – ▽ ▽ – – ▽ ▽ ▽ – – – ▲
SY N↓↑

12 – – ▽ – – ▽ ▽ ▽ – – – ▲
SY N↓↑

11 ▽ ▽ ▽ ▽ ▽ ▽ ▽ – ▽ – ▲
SY N↓↑

10 – – – – – – – – – ▲
SY N↓↑

9 – – – – – – – – ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – ▲ – ▲ ▲
SY N↓↑

4 ▲ – ▲ ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲
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Table C.69: Wilcoxon values of the HV for SY N↓↑ NSGA-II in HM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – – – – – – – ▲ ▲ – ▲
SY N↓↑

13 – – – – – – – – – – – – ▲
SY N↓↑

12 – – – – – – – – – – – ▲
SY N↓↑

11 – – – – – – – – – – ▲
SY N↓↑

10 – – – – – – – – – ▲
SY N↓↑

9 – – – – – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – – – – ▲
SY N↓↑

4 – – – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲

Table C.70: Wilcoxon values of the HV for SY N↓↑ MOCell in HM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – ▽ ▽ – – – – ▲ ▲ – ▲
SY N↓↑

13 – – ▽ ▽ ▽ – – – – ▲ ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – – ▲
SY N↓↑

11 – ▽ ▽ – – – – ▲ ▲ – ▲
SY N↓↑

10 – – – – – – ▲ ▲ ▲ ▲
SY N↓↑

9 – – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – – ▲ ▲ ▲ ▲
SY N↓↑

7 – – – ▲ ▲ ▲ ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲
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Table C.71: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in HM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – – ▲ – – ▲ – ▲ ▲ – ▲
SY N↓↑

13 ▲ – – – ▲ – – – – ▲ ▲ – ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ –
SY N↓↑

11 – – – – – – – ▲ ▲ – ▲
SY N↓↑

10 – ▲ – – ▲ ▲ ▲ ▲ – ▲
SY N↓↑

9 – – – – – ▲ ▲ – ▲
SY N↓↑

8 – – – – ▲ ▲ – ▲
SY N↓↑

7 – – – ▲ ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ –
SY N↓↑

2 ▽ –
SY N↓↑

1 ▲

Table C.72: Wilcoxon values of the HV for SY N↓↑ SparseEA in HM.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – – – – – – – – – – ▲
SY N↓↑

13 – – – ▽ ▽ ▽ ▽ ▽ ▽ – – – ▲
SY N↓↑

12 – – ▽ – – – ▽ – – – – ▲
SY N↓↑

11 – – – – – – – – – – ▲
SY N↓↑

10 – – – – – – – – – ▲
SY N↓↑

9 – – – – – ▲ ▲ ▲ ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – ▲ – ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – ▲ ▲ ▲ ▲
SY N↓↑

4 – – – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲
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Table C.73: Wilcoxon values of the HV for SY N↓↑ NSGA-II in HH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – – – – – – – – – – – ▲
SY N↓↑

13 – – – – – – – – – – – – ▲
SY N↓↑

12 – – – – – – – – – – – ▲
SY N↓↑

11 – – – – – – – – – – ▲
SY N↓↑

10 – – – – – – – – – ▲
SY N↓↑

9 – – – – – – – – ▲
SY N↓↑

8 – – – – – – – ▲
SY N↓↑

7 – – – – – – ▲
SY N↓↑

6 – – – – – ▲
SY N↓↑

5 – – – – ▲
SY N↓↑

4 – – – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲

Table C.74: Wilcoxon values of the HV for SY N↓↑ MOCell in HH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – ▽ ▽ ▽ ▽ ▽ – – – – – ▲
SY N↓↑

13 – – – ▽ ▽ ▽ – – – – – – ▲
SY N↓↑

12 – ▽ ▽ ▽ ▽ ▽ – – – – – ▲
SY N↓↑

11 ▽ ▽ ▽ ▽ ▽ – – – – – ▲
SY N↓↑

10 – – – – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

9 – – – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

8 – – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

7 – ▲ – ▲ ▲ ▲ ▲
SY N↓↑

6 ▲ – ▲ ▲ ▲ ▲
SY N↓↑

5 – – – – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲
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Table C.75: Wilcoxon values of the HV for SY N↓↑ SMS-EMOA in HH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – ▲ – – ▲ – ▲ – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

13 ▲ – – ▲ ▲ ▲ – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

12 ▽ ▽ ▽ ▽ ▽ ▽ ▽ ▽ – – ▽ ▲
SY N↓↑

11 – – – ▲ – ▲ ▲ ▲ ▲ ▲ ▲
SY N↓↑

10 – – – – – ▲ ▲ ▲ – ▲
SY N↓↑

9 – – – – – ▲ ▲ – ▲
SY N↓↑

8 – – – – ▲ ▲ – ▲
SY N↓↑

7 – – – ▲ ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ – ▲
SY N↓↑

4 ▲ ▲ – ▲
SY N↓↑

3 – ▽ ▲
SY N↓↑

2 ▽ ▲
SY N↓↑

1 ▲

Table C.76: Wilcoxon values of the HV for SY N↓↑ SparseEA in HH.
SY N↓↑

13 SY N↓↑
12 SY N↓↑

11 SY N↓↑
10 SY N↓↑

9 SY N↓↑
8 SY N↓↑

7 SY N↓↑
6 SY N↓↑

5 SY N↓↑
4 SY N↓↑

3 SY N↓↑
2 SY N↓↑

1 Canonical
SY N↓↑

14 – – – ▽ – – – ▽ ▽ ▽ – – – ▲
SY N↓↑

13 – – ▽ – – – – ▽ ▽ – – – ▲
SY N↓↑

12 – – – – – – – ▽ – – – ▲
SY N↓↑

11 – – – – – – – – – – ▲
SY N↓↑

10 – – – – – – ▲ ▲ – ▲
SY N↓↑

9 – – – – – – ▲ – ▲
SY N↓↑

8 – – – – – ▲ – ▲
SY N↓↑

7 – – – – ▲ – ▲
SY N↓↑

6 – – ▲ ▲ – ▲
SY N↓↑

5 – ▲ ▲ ▲ ▲
SY N↓↑

4 ▲ ▲ ▲ ▲
SY N↓↑

3 – – ▲
SY N↓↑

2 – ▲
SY N↓↑

1 ▲
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C.3.3 Friedman Test

Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
EC↓

0.1 2 1,865E-3 0,05 Rejected
SY N↓↑

4 3 4,918E-10 0,025 Rejected
SY N↓↑

1 4 1,033E-20 0,017 Rejected
SY N↓↑

11 5 1,519E-35 0,013 Rejected
SY N↓↑

8 6 1,488E-54 0,01 Rejected
P F ↑

0.1 7 9,514E-78 0,008 Rejected
SY N↓↑

6 8 3,919E-105 0,007 Rejected
SY N↓↑

13 9 1,033E-136 0,006 Rejected
P F ↑

0.01 10 1,733E-172 0,006 Rejected
SY N↓↑

5 11 1,846E-212 0,005 Rejected
SY N↓↑

7 12 1,244E-256 0,005 Rejected
EC↓

0.01 13 0E0 0,004 Rejected
SY N↓↑

10 14 0E0 0,004 Rejected
SY N↓↑

14 15 0E0 0,004 Rejected
P SC↑

0.1 16 0E0 0,003 Rejected
P SC↑

0.01 17 0E0 0,003 Rejected
SY N↓↑

3 18 0E0 0,003 Rejected
SY N↓↑

2 19 0E0 0,003 Rejected
SY N↓↑

12 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
SC↓

0.01 22 0E0 0,002 Rejected
P F ↑

0.001 23 0E0 0,002 Rejected
P SC↑

0.001 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
HF ↑

0.01 26 0E0 0,002 Rejected
SC↓

0.1 27 0E0 0,002 Rejected
HF ↑

0.1 28 0E0 0,002 Rejected
Canonical 29 0E0 0,002 Rejected
HF ↑

0.001 30 0E0 0,002 Rejected

Table C.77: Average ranking of NSGA-II in LL.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
SY N↓↑

9 2 1,865E-3 0,05 Rejected
SY N↓↑

5 3 4,918E-10 0,025 Rejected
SY N↓↑

8 4 1,033E-20 0,017 Rejected
SY N↓↑

1 5 1,519E-35 0,013 Rejected
SY N↓↑

11 6 1,488E-54 0,01 Rejected
SY N↓↑

6 7 9,514E-78 0,008 Rejected
SY N↓↑

7 8 3,919E-105 0,007 Rejected
SY N↓↑

14 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
EC↓

0.1 11 1,846E-212 0,005 Rejected
SY N↓↑

13 12 1,244E-256 0,005 Rejected
SY N↓↑

3 13 0E0 0,004 Rejected
SY N↓↑

12 14 0E0 0,004 Rejected
SY N↓↑

2 15 0E0 0,004 Rejected
EC↓

0.01 16 0E0 0,003 Rejected
P F ↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.1 18 0E0 0,003 Rejected
P SC↑

0.01 19 0E0 0,003 Rejected
P F ↑

0.01 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P SC↑

0.001 22 0E0 0,002 Rejected
P F ↑

0.001 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
Canonical 25 0E0 0,002 Rejected
SC↓

0.001 26 0E0 0,002 Rejected
SC↓

0.1 27 0E0 0,002 Rejected
HF ↑

0.01 28 0E0 0,002 Rejected
HF ↑

0.001 29 0E0 0,002 Rejected
HF ↑

0.1 30 0E0 0,002 Rejected

Table C.78: Average ranking of MOCell in LL.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
SY N↓↑

13 2 1,865E-3 0,05 Rejected
SY N↓↑

6 3 4,918E-10 0,025 Rejected
SY N↓↑

8 4 1,033E-20 0,017 Rejected
SY N↓↑

14 5 1,519E-35 0,013 Rejected
SY N↓↑

7 6 1,488E-54 0,01 Rejected
EC↓

0.1 7 9,514E-78 0,008 Rejected
SY N↓↑

9 8 3,919E-105 0,007 Rejected
EC↓

0.01 9 1,033E-136 0,006 Rejected
SY N↓↑

11 10 1,733E-172 0,006 Rejected
P F ↑

0.1 11 1,846E-212 0,005 Rejected
SY N↓↑

10 12 1,244E-256 0,005 Rejected
EC↓

0.001 13 0E0 0,004 Rejected
P F ↑

0.001 14 0E0 0,004 Rejected
P SC↑

0.1 15 0E0 0,004 Rejected
P F ↑

0.01 16 0E0 0,003 Rejected
SC↓

0.01 17 0E0 0,003 Rejected
SY N↓↑

1 18 0E0 0,003 Rejected
P SC↑

0.01 19 0E0 0,003 Rejected
P SC↑

0.001 20 0E0 0,003 Rejected
SC↓

0.001 21 0E0 0,003 Rejected
SY N↓↑

5 22 0E0 0,002 Rejected
HF ↑

0.001 23 0E0 0,002 Rejected
Canonical 24 0E0 0,002 Rejected

SC↓
0.1 25 0E0 0,002 Rejected

HF ↑
0.01 26 0E0 0,002 Rejected

HF ↑
0.1 27 0E0 0,002 Rejected

SY N↓↑
12 28 0E0 0,002 Rejected

SY N↓↑
3 29 0E0 0,002 Rejected

SY N↓↑
2 30 0E0 0,002 Rejected

Table C.79: Average ranking of SMS-EMOA in LL.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

5 2 1,865E-3 0,05 Rejected
SY N↓↑

4 3 4,918E-10 0,025 Rejected
SY N↓↑

8 4 1,033E-20 0,017 Rejected
SY N↓↑

7 5 1,519E-35 0,013 Rejected
SY N↓↑

6 6 1,488E-54 0,01 Rejected
SY N↓↑

2 7 9,514E-78 0,008 Rejected
SY N↓↑

14 8 3,919E-105 0,007 Rejected
SY N↓↑

10 9 1,033E-136 0,006 Rejected
SY N↓↑

12 10 1,733E-172 0,006 Rejected
SY N↓↑

3 11 1,846E-212 0,005 Rejected
SY N↓↑

13 12 1,244E-256 0,005 Rejected
SY N↓↑

1 13 0E0 0,004 Rejected
SY N↓↑

11 14 0E0 0,004 Rejected
EC↓

0.1 15 0E0 0,004 Rejected
EC↓

0.001 16 0E0 0,003 Rejected
P F ↑

0.01 17 0E0 0,003 Rejected
HF ↑

0.01 18 0E0 0,003 Rejected
EC↓

0.01 19 0E0 0,003 Rejected
Canonical 20 0E0 0,003 Rejected

SC↓
0.01 21 0E0 0,003 Rejected

P SC↑
0.001 22 0E0 0,002 Rejected

SC↓
0.1 23 0E0 0,002 Rejected

HF ↑
0.001 24 0E0 0,002 Rejected

P F ↑
0.1 25 0E0 0,002 Rejected

P SC↑
0.1 26 0E0 0,002 Rejected

HF ↑
0.1 27 0E0 0,002 Rejected

P SC↑
0.01 28 0E0 0,002 Rejected

SC↓
0.001 29 0E0 0,002 Rejected

P F ↑
0.001 30 0E0 0,002 Rejected

Table C.80: Average ranking of SparseEA in LL.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
SY N↓↑

9 2 1,865E-3 0,05 Rejected
EC↓

0.1 3 4,918E-10 0,025 Rejected
SY N↓↑

6 4 1,033E-20 0,017 Rejected
SY N↓↑

1 5 1,519E-35 0,013 Rejected
SY N↓↑

8 6 1,488E-54 0,01 Rejected
SY N↓↑

7 7 9,514E-78 0,008 Rejected
SY N↓↑

3 8 3,919E-105 0,007 Rejected
SY N↓↑

5 9 1,033E-136 0,006 Rejected
EC↓

0.01 10 1,733E-172 0,006 Rejected
SY N↓↑

2 11 1,846E-212 0,005 Rejected
SY N↓↑

11 12 1,244E-256 0,005 Rejected
SY N↓↑

10 13 0E0 0,004 Rejected
SY N↓↑

13 14 0E0 0,004 Rejected
SY N↓↑

12 15 0E0 0,004 Rejected
SY N↓↑

14 16 0E0 0,003 Rejected
P F ↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.1 18 0E0 0,003 Rejected
P F ↑

0.01 19 0E0 0,003 Rejected
P SC↑

0.01 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
SC↓

0.01 22 0E0 0,002 Rejected
P F ↑

0.001 23 0E0 0,002 Rejected
P SC↑

0.001 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
SC↓

0.1 26 0E0 0,002 Rejected
Canonical 27 0E0 0,002 Rejected

HF ↑
0.01 28 0E0 0,002 Rejected

HF ↑
0.001 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.81: Average ranking of NSGA-II in LM.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

4 2 1,865E-3 0,05 Rejected
SY N↓↑

8 3 4,918E-10 0,025 Rejected
SY N↓↑

5 4 1,033E-20 0,017 Rejected
SY N↓↑

6 5 1,519E-35 0,013 Rejected
SY N↓↑

7 6 1,488E-54 0,01 Rejected
SY N↓↑

1 7 9,514E-78 0,008 Rejected
SY N↓↑

10 8 3,919E-105 0,007 Rejected
SY N↓↑

11 9 1,033E-136 0,006 Rejected
SY N↓↑

14 10 1,733E-172 0,006 Rejected
SY N↓↑

13 11 1,846E-212 0,005 Rejected
EC↓

0.1 12 1,244E-256 0,005 Rejected
SY N↓↑

12 13 0E0 0,004 Rejected
SY N↓↑

2 14 0E0 0,004 Rejected
SY N↓↑

3 15 0E0 0,004 Rejected
P SC↑

0.001 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
EC↓

0.01 18 0E0 0,003 Rejected
P SC↑

0.01 19 0E0 0,003 Rejected
P F ↑

0.1 20 0E0 0,003 Rejected
HF ↑

0.001 21 0E0 0,003 Rejected
P F ↑

0.01 22 0E0 0,002 Rejected
HF ↑

0.01 23 0E0 0,002 Rejected
HF ↑

0.1 24 0E0 0,002 Rejected
EC↓

0.001 25 0E0 0,002 Rejected
P F ↑

0.001 26 0E0 0,002 Rejected
SC↓

0.01 27 0E0 0,002 Rejected
SC↓

0.001 28 0E0 0,002 Rejected
Canonical 29 0E0 0,002 Rejected

SC↓
0.1 30 0E0 0,002 Rejected

Table C.82: Average ranking of MOCell in LM.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
EC↓

0.01 2 1,865E-3 0,05 Rejected
SY N↓↑

10 3 4,918E-10 0,025 Rejected
SY N↓↑

13 4 1,033E-20 0,017 Rejected
SY N↓↑

8 5 1,519E-35 0,013 Rejected
EC↓

0.001 6 1,488E-54 0,01 Rejected
SY N↓↑

9 7 9,514E-78 0,008 Rejected
SY N↓↑

11 8 3,919E-105 0,007 Rejected
SY N↓↑

14 9 1,033E-136 0,006 Rejected
SY N↓↑

6 10 1,733E-172 0,006 Rejected
SY N↓↑

7 11 1,846E-212 0,005 Rejected
P F ↑

0.1 12 1,244E-256 0,005 Rejected
P F ↑

0.001 13 0E0 0,004 Rejected
P F ↑

0.01 14 0E0 0,004 Rejected
SC↓

0.01 15 0E0 0,004 Rejected
P SC↑

0.001 16 0E0 0,003 Rejected
SY N↓↑

1 17 0E0 0,003 Rejected
P SC↑

0.01 18 0E0 0,003 Rejected
SY N↓↑

4 19 0E0 0,003 Rejected
SC↓

0.001 20 0E0 0,003 Rejected
SY N↓↑

5 21 0E0 0,003 Rejected
P SC↑

0.1 22 0E0 0,002 Rejected
HF ↑

0.001 23 0E0 0,002 Rejected
Canonical 24 0E0 0,002 Rejected

SC↓
0.1 25 0E0 0,002 Rejected

SY N↓↑
12 26 0E0 0,002 Rejected

HF ↑
0.01 27 0E0 0,002 Rejected

SY N↓↑
2 28 0E0 0,002 Rejected

SY N↓↑
3 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.83: Average ranking of SMS-EMOA in LM.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

5 2 1,865E-3 0,05 Rejected
SY N↓↑

4 3 4,918E-10 0,025 Rejected
EC↓

0.001 4 1,033E-20 0,017 Rejected
EC↓

0.1 5 1,519E-35 0,013 Rejected
EC↓

0.01 6 1,488E-54 0,01 Rejected
SY N↓↑

7 7 9,514E-78 0,008 Rejected
SY N↓↑

8 8 3,919E-105 0,007 Rejected
SY N↓↑

10 9 1,033E-136 0,006 Rejected
SY N↓↑

6 10 1,733E-172 0,006 Rejected
P SC↑

0.1 11 1,846E-212 0,005 Rejected
SY N↓↑

1 12 1,244E-256 0,005 Rejected
SY N↓↑

12 13 0E0 0,004 Rejected
P SC↑

0.001 14 0E0 0,004 Rejected
P F ↑

0.001 15 0E0 0,004 Rejected
SY N↓↑

11 16 0E0 0,003 Rejected
SY N↓↑

2 17 0E0 0,003 Rejected
SY N↓↑

13 18 0E0 0,003 Rejected
SY N↓↑

3 19 0E0 0,003 Rejected
HF ↑

0.001 20 0E0 0,003 Rejected
SC↓

0.01 21 0E0 0,003 Rejected
P SC↑

0.01 22 0E0 0,002 Rejected
HF ↑

0.01 23 0E0 0,002 Rejected
SY N↓↑

14 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
HF ↑

0.1 26 0E0 0,002 Rejected
SC↓

0.1 27 0E0 0,002 Rejected
P F ↑

0.1 28 0E0 0,002 Rejected
P F ↑

0.01 29 0E0 0,002 Rejected
Canonical 30 0E0 0,002 Rejected

Table C.84: Average ranking of SparseEA in LM.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

5 1 0E0 0 -
EC↓

0.1 2 1,865E-3 0,05 Rejected
SY N↓↑

9 3 4,918E-10 0,025 Rejected
SY N↓↑

4 4 1,033E-20 0,017 Rejected
SY N↓↑

1 5 1,519E-35 0,013 Rejected
SY N↓↑

2 6 1,488E-54 0,01 Rejected
SY N↓↑

8 7 9,514E-78 0,008 Rejected
SY N↓↑

3 8 3,919E-105 0,007 Rejected
SY N↓↑

7 9 1,033E-136 0,006 Rejected
SY N↓↑

6 10 1,733E-172 0,006 Rejected
SY N↓↑

11 11 1,846E-212 0,005 Rejected
EC↓

0.01 12 1,244E-256 0,005 Rejected
SY N↓↑

12 13 0E0 0,004 Rejected
SY N↓↑

10 14 0E0 0,004 Rejected
SY N↓↑

13 15 0E0 0,004 Rejected
SY N↓↑

14 16 0E0 0,003 Rejected
P SC↑

0.01 17 0E0 0,003 Rejected
P SC↑

0.1 18 0E0 0,003 Rejected
P F ↑

0.1 19 0E0 0,003 Rejected
P F ↑

0.01 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
SC↓

0.01 22 0E0 0,002 Rejected
P SC↑

0.001 23 0E0 0,002 Rejected
P F ↑

0.001 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
HF ↑

0.01 26 0E0 0,002 Rejected
Canonical 27 0E0 0,002 Rejected

SC↓
0.1 28 0E0 0,002 Rejected

HF ↑
0.001 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.85: Average ranking of NSGA-II in LH.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

8 1 0E0 0 -
SY N↓↑

4 2 1,865E-3 0,05 Rejected
SY N↓↑

9 3 4,918E-10 0,025 Rejected
SY N↓↑

6 4 1,033E-20 0,017 Rejected
SY N↓↑

5 5 1,519E-35 0,013 Rejected
SY N↓↑

1 6 1,488E-54 0,01 Rejected
SY N↓↑

7 7 9,514E-78 0,008 Rejected
SY N↓↑

10 8 3,919E-105 0,007 Rejected
SY N↓↑

2 9 1,033E-136 0,006 Rejected
SY N↓↑

12 10 1,733E-172 0,006 Rejected
SY N↓↑

11 11 1,846E-212 0,005 Rejected
SY N↓↑

3 12 1,244E-256 0,005 Rejected
SY N↓↑

14 13 0E0 0,004 Rejected
SY N↓↑

13 14 0E0 0,004 Rejected
EC↓

0.1 15 0E0 0,004 Rejected
P SC↑

0.01 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.001 18 0E0 0,003 Rejected
EC↓

0.01 19 0E0 0,003 Rejected
P F ↑

0.1 20 0E0 0,003 Rejected
HF ↑

0.01 21 0E0 0,003 Rejected
HF ↑

0.001 22 0E0 0,002 Rejected
HF ↑

0.1 23 0E0 0,002 Rejected
P F ↑

0.01 24 0E0 0,002 Rejected
EC↓

0.001 25 0E0 0,002 Rejected
SC↓

0.01 26 0E0 0,002 Rejected
P F ↑

0.001 27 0E0 0,002 Rejected
SC↓

0.001 28 0E0 0,002 Rejected
SC↓

0.1 29 0E0 0,002 Rejected
Canonical 30 0E0 0,002 Rejected

Table C.86: Average ranking of MOCell in LH.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
EC↓

0.001 2 1,865E-3 0,05 Rejected
SY N↓↑

14 3 4,918E-10 0,025 Rejected
EC↓

0.01 4 1,033E-20 0,017 Rejected
SY N↓↑

9 5 1,519E-35 0,013 Rejected
SY N↓↑

6 6 1,488E-54 0,01 Rejected
SY N↓↑

7 7 9,514E-78 0,008 Rejected
SY N↓↑

13 8 3,919E-105 0,007 Rejected
SY N↓↑

11 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
SY N↓↑

8 11 1,846E-212 0,005 Rejected
SY N↓↑

1 12 1,244E-256 0,005 Rejected
SY N↓↑

5 13 0E0 0,004 Rejected
SY N↓↑

4 14 0E0 0,004 Rejected
P F ↑

0.001 15 0E0 0,004 Rejected
P F ↑

0.1 16 0E0 0,003 Rejected
P F ↑

0.01 17 0E0 0,003 Rejected
P SC↑

0.01 18 0E0 0,003 Rejected
P SC↑

0.1 19 0E0 0,003 Rejected
P SC↑

0.001 20 0E0 0,003 Rejected
SC↓

0.01 21 0E0 0,003 Rejected
SC↓

0.001 22 0E0 0,002 Rejected
SY N↓↑

12 23 0E0 0,002 Rejected
SY N↓↑

2 24 0E0 0,002 Rejected
SY N↓↑

3 25 0E0 0,002 Rejected
HF ↑

0.001 26 0E0 0,002 Rejected
SC↓

0.1 27 0E0 0,002 Rejected
Canonical 28 0E0 0,002 Rejected

HF ↑
0.01 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.87: Average ranking of SMS-EMOA in LH.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

5 1 0E0 0 -
EC↓

0.1 2 1,865E-3 0,05 Rejected
SY N↓↑

4 3 4,918E-10 0,025 Rejected
SY N↓↑

9 4 1,033E-20 0,017 Rejected
SY N↓↑

8 5 1,519E-35 0,013 Rejected
SY N↓↑

7 6 1,488E-54 0,01 Rejected
EC↓

0.01 7 9,514E-78 0,008 Rejected
EC↓

0.001 8 3,919E-105 0,007 Rejected
SY N↓↑

6 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
SY N↓↑

12 11 1,846E-212 0,005 Rejected
Canonical 12 1,244E-256 0,005 Rejected

P F ↑
0.01 13 0E0 0,004 Rejected

SY N↓↑
1 14 0E0 0,004 Rejected

SY N↓↑
13 15 0E0 0,004 Rejected

SY N↓↑
11 16 0E0 0,003 Rejected

P SC↑
0.01 17 0E0 0,003 Rejected

SY N↓↑
3 18 0E0 0,003 Rejected

SY N↓↑
14 19 0E0 0,003 Rejected

P F ↑
0.001 20 0E0 0,003 Rejected

P SC↑
0.001 21 0E0 0,003 Rejected

P SC↑
0.1 22 0E0 0,002 Rejected

HF ↑
0.001 23 0E0 0,002 Rejected

SC↓
0.01 24 0E0 0,002 Rejected

SC↓
0.001 25 0E0 0,002 Rejected

SC↓
0.1 26 0E0 0,002 Rejected

SY N↓↑
2 27 0E0 0,002 Rejected

HF ↑
0.01 28 0E0 0,002 Rejected

P F ↑
0.1 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.88: Average ranking of SparseEA in LH.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
SY N↓↑

9 2 1,865E-3 0,05 Rejected
SY N↓↑

4 3 4,918E-10 0,025 Rejected
SY N↓↑

13 4 1,033E-20 0,017 Rejected
SY N↓↑

6 5 1,519E-35 0,013 Rejected
SY N↓↑

1 6 1,488E-54 0,01 Rejected
SY N↓↑

8 7 9,514E-78 0,008 Rejected
EC↓

0.01 8 3,919E-105 0,007 Rejected
SY N↓↑

11 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
SY N↓↑

5 11 1,846E-212 0,005 Rejected
SY N↓↑

14 12 1,244E-256 0,005 Rejected
P SC↑

0.01 13 0E0 0,004 Rejected
SY N↓↑

7 14 0E0 0,004 Rejected
P F ↑

0.01 15 0E0 0,004 Rejected
P F ↑

0.1 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
SY N↓↑

2 18 0E0 0,003 Rejected
SY N↓↑

3 19 0E0 0,003 Rejected
SY N↓↑

12 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P F ↑

0.001 22 0E0 0,002 Rejected
P SC↑

0.001 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
HF ↑

0.001 26 0E0 0,002 Rejected
Canonical 27 0E0 0,002 Rejected

HF ↑
0.1 28 0E0 0,002 Rejected

SC↓
0.1 29 0E0 0,002 Rejected

HF ↑
0.01 30 0E0 0,002 Rejected

Table C.89: Average ranking of NSGA-II in ML.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

4 2 1,865E-3 0,05 Rejected
SY N↓↑

8 3 4,918E-10 0,025 Rejected
SY N↓↑

7 4 1,033E-20 0,017 Rejected
SY N↓↑

6 5 1,519E-35 0,013 Rejected
EC↓

0.01 6 1,488E-54 0,01 Rejected
SY N↓↑

13 7 9,514E-78 0,008 Rejected
SY N↓↑

14 8 3,919E-105 0,007 Rejected
SY N↓↑

10 9 1,033E-136 0,006 Rejected
SY N↓↑

1 10 1,733E-172 0,006 Rejected
SY N↓↑

11 11 1,846E-212 0,005 Rejected
SY N↓↑

5 12 1,244E-256 0,005 Rejected
EC↓

0.1 13 0E0 0,004 Rejected
SY N↓↑

3 14 0E0 0,004 Rejected
SY N↓↑

2 15 0E0 0,004 Rejected
SY N↓↑

12 16 0E0 0,003 Rejected
P F ↑

0.001 17 0E0 0,003 Rejected
P F ↑

0.1 18 0E0 0,003 Rejected
P F ↑

0.01 19 0E0 0,003 Rejected
P SC↑

0.1 20 0E0 0,003 Rejected
P SC↑

0.01 21 0E0 0,003 Rejected
SC↓

0.01 22 0E0 0,002 Rejected
SC↓

0.001 23 0E0 0,002 Rejected
P SC↑

0.001 24 0E0 0,002 Rejected
EC↓

0.001 25 0E0 0,002 Rejected
Canonical 26 0E0 0,002 Rejected
HF ↑

0.001 27 0E0 0,002 Rejected
HF ↑

0.01 28 0E0 0,002 Rejected
SC↓

0.1 29 0E0 0,002 Rejected
HF ↑

0.1 30 0E0 0,002 Rejected

Table C.90: Average ranking of MOCell in ML.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
EC↓

0.001 2 1,865E-3 0,05 Rejected
EC↓

0.01 3 4,918E-10 0,025 Rejected
SY N↓↑

9 4 1,033E-20 0,017 Rejected
P F ↑

0.1 5 1,519E-35 0,013 Rejected
SY N↓↑

10 6 1,488E-54 0,01 Rejected
P F ↑

0.01 7 9,514E-78 0,008 Rejected
SY N↓↑

13 8 3,919E-105 0,007 Rejected
P SC↑

0.01 9 1,033E-136 0,006 Rejected
P SC↑

0.1 10 1,733E-172 0,006 Rejected
SY N↓↑

8 11 1,846E-212 0,005 Rejected
P SC↑

0.001 12 1,244E-256 0,005 Rejected
SY N↓↑

7 13 0E0 0,004 Rejected
SY N↓↑

4 14 0E0 0,004 Rejected
SY N↓↑

14 15 0E0 0,004 Rejected
SY N↓↑

6 16 0E0 0,003 Rejected
P F ↑

0.001 17 0E0 0,003 Rejected
SY N↓↑

11 18 0E0 0,003 Rejected
SY N↓↑

1 19 0E0 0,003 Rejected
SC↓

0.01 20 0E0 0,003 Rejected
SC↓

0.001 21 0E0 0,003 Rejected
SY N↓↑

5 22 0E0 0,002 Rejected
SY N↓↑

3 23 0E0 0,002 Rejected
Canonical 24 0E0 0,002 Rejected
SY N↓↑

12 25 0E0 0,002 Rejected
HF ↑

0.01 26 0E0 0,002 Rejected
SC↓

0.1 27 0E0 0,002 Rejected
HF ↑

0.001 28 0E0 0,002 Rejected
SY N↓↑

2 29 0E0 0,002 Rejected
HF ↑

0.1 30 0E0 0,002 Rejected

Table C.91: Average ranking of SMS-EMOA in ML.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
EC↓

0.1 2 1,865E-3 0,05 Rejected
SY N↓↑

5 3 4,918E-10 0,025 Rejected
SY N↓↑

9 4 1,033E-20 0,017 Rejected
EC↓

0.01 5 1,519E-35 0,013 Rejected
SY N↓↑

6 6 1,488E-54 0,01 Rejected
SY N↓↑

8 7 9,514E-78 0,008 Rejected
EC↓

0.001 8 3,919E-105 0,007 Rejected
SY N↓↑

7 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
SY N↓↑

2 11 1,846E-212 0,005 Rejected
SY N↓↑

1 12 1,244E-256 0,005 Rejected
SY N↓↑

12 13 0E0 0,004 Rejected
SY N↓↑

13 14 0E0 0,004 Rejected
SY N↓↑

3 15 0E0 0,004 Rejected
SY N↓↑

14 16 0E0 0,003 Rejected
SY N↓↑

11 17 0E0 0,003 Rejected
P SC↑

0.001 18 0E0 0,003 Rejected
P F ↑

0.001 19 0E0 0,003 Rejected
P F ↑

0.01 20 0E0 0,003 Rejected
P SC↑

0.01 21 0E0 0,003 Rejected
P SC↑

0.1 22 0E0 0,002 Rejected
P F ↑

0.1 23 0E0 0,002 Rejected
SC↓

0.1 24 0E0 0,002 Rejected
HF ↑

0.01 25 0E0 0,002 Rejected
SC↓

0.01 26 0E0 0,002 Rejected
SC↓

0.001 27 0E0 0,002 Rejected
HF ↑

0.1 28 0E0 0,002 Rejected
Canonical 29 0E0 0,002 Rejected
HF ↑

0.001 30 0E0 0,002 Rejected

Table C.92: Average ranking of SparseEA in ML.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
SY N↓↑

9 2 1,865E-3 0,05 Rejected
EC↓

0.1 3 4,918E-10 0,025 Rejected
SY N↓↑

8 4 1,033E-20 0,017 Rejected
SY N↓↑

3 5 1,519E-35 0,013 Rejected
SY N↓↑

7 6 1,488E-54 0,01 Rejected
SY N↓↑

5 7 9,514E-78 0,008 Rejected
SY N↓↑

1 8 3,919E-105 0,007 Rejected
SY N↓↑

11 9 1,033E-136 0,006 Rejected
SY N↓↑

6 10 1,733E-172 0,006 Rejected
SY N↓↑

14 11 1,846E-212 0,005 Rejected
SY N↓↑

12 12 1,244E-256 0,005 Rejected
SY N↓↑

2 13 0E0 0,004 Rejected
SY N↓↑

13 14 0E0 0,004 Rejected
SY N↓↑

10 15 0E0 0,004 Rejected
EC↓

0.01 16 0E0 0,003 Rejected
P F ↑

0.01 17 0E0 0,003 Rejected
P SC↑

0.1 18 0E0 0,003 Rejected
P F ↑

0.1 19 0E0 0,003 Rejected
P SC↑

0.01 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P F ↑

0.001 22 0E0 0,002 Rejected
P SC↑

0.001 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
Canonical 26 0E0 0,002 Rejected
HF ↑

0.001 27 0E0 0,002 Rejected
HF ↑

0.1 28 0E0 0,002 Rejected
HF ↑

0.01 29 0E0 0,002 Rejected
SC↓

0.1 30 0E0 0,002 Rejected

Table C.93: Average ranking of NSGA-II in MM.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
SY N↓↑

9 2 1,865E-3 0,05 Rejected
SY N↓↑

8 3 4,918E-10 0,025 Rejected
SY N↓↑

4 4 1,033E-20 0,017 Rejected
SY N↓↑

10 5 1,519E-35 0,013 Rejected
EC↓

0.01 6 1,488E-54 0,01 Rejected
SY N↓↑

6 7 9,514E-78 0,008 Rejected
SY N↓↑

7 8 3,919E-105 0,007 Rejected
SY N↓↑

5 9 1,033E-136 0,006 Rejected
SY N↓↑

1 10 1,733E-172 0,006 Rejected
SY N↓↑

14 11 1,846E-212 0,005 Rejected
EC↓

0.001 12 1,244E-256 0,005 Rejected
SY N↓↑

13 13 0E0 0,004 Rejected
SY N↓↑

11 14 0E0 0,004 Rejected
SY N↓↑

12 15 0E0 0,004 Rejected
SY N↓↑

2 16 0E0 0,003 Rejected
SY N↓↑

3 17 0E0 0,003 Rejected
P F ↑

0.1 18 0E0 0,003 Rejected
P SC↑

0.001 19 0E0 0,003 Rejected
P F ↑

0.001 20 0E0 0,003 Rejected
P SC↑

0.1 21 0E0 0,003 Rejected
P F ↑

0.01 22 0E0 0,002 Rejected
P SC↑

0.01 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
Canonical 26 0E0 0,002 Rejected

SC↓
0.1 27 0E0 0,002 Rejected

HF ↑
0.01 28 0E0 0,002 Rejected

HF ↑
0.001 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.94: Average ranking of MOCell in MM.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
EC↓

0.01 2 1,865E-3 0,05 Rejected
SY N↓↑

14 3 4,918E-10 0,025 Rejected
SY N↓↑

13 4 1,033E-20 0,017 Rejected
SY N↓↑

11 5 1,519E-35 0,013 Rejected
EC↓

0.001 6 1,488E-54 0,01 Rejected
P SC↑

0.1 7 9,514E-78 0,008 Rejected
P F ↑

0.01 8 3,919E-105 0,007 Rejected
SY N↓↑

7 9 1,033E-136 0,006 Rejected
SY N↓↑

8 10 1,733E-172 0,006 Rejected
SY N↓↑

6 11 1,846E-212 0,005 Rejected
P SC↑

0.01 12 1,244E-256 0,005 Rejected
SY N↓↑

10 13 0E0 0,004 Rejected
P F ↑

0.1 14 0E0 0,004 Rejected
SY N↓↑

9 15 0E0 0,004 Rejected
P SC↑

0.001 16 0E0 0,003 Rejected
SY N↓↑

1 17 0E0 0,003 Rejected
P F ↑

0.001 18 0E0 0,003 Rejected
SY N↓↑

4 19 0E0 0,003 Rejected
SY N↓↑

5 20 0E0 0,003 Rejected
SY N↓↑

12 21 0E0 0,003 Rejected
SC↓

0.001 22 0E0 0,002 Rejected
SC↓

0.01 23 0E0 0,002 Rejected
SY N↓↑

3 24 0E0 0,002 Rejected
SY N↓↑

2 25 0E0 0,002 Rejected
HF ↑

0.001 26 0E0 0,002 Rejected
SC↓

0.1 27 0E0 0,002 Rejected
Canonical 28 0E0 0,002 Rejected

HF ↑
0.01 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.95: Average ranking of SMS-EMOA in MM.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
EC↓

0.001 2 1,865E-3 0,05 Rejected
SY N↓↑

5 3 4,918E-10 0,025 Rejected
SY N↓↑

9 4 1,033E-20 0,017 Rejected
SY N↓↑

7 5 1,519E-35 0,013 Rejected
EC↓

0.01 6 1,488E-54 0,01 Rejected
EC↓

0.1 7 9,514E-78 0,008 Rejected
SY N↓↑

6 8 3,919E-105 0,007 Rejected
SY N↓↑

8 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
SY N↓↑

2 11 1,846E-212 0,005 Rejected
SY N↓↑

11 12 1,244E-256 0,005 Rejected
SY N↓↑

12 13 0E0 0,004 Rejected
SY N↓↑

13 14 0E0 0,004 Rejected
P SC↑

0.001 15 0E0 0,004 Rejected
SY N↓↑

3 16 0E0 0,003 Rejected
SY N↓↑

14 17 0E0 0,003 Rejected
P SC↑

0.01 18 0E0 0,003 Rejected
SY N↓↑

1 19 0E0 0,003 Rejected
P F ↑

0.001 20 0E0 0,003 Rejected
P SC↑

0.1 21 0E0 0,003 Rejected
P F ↑

0.01 22 0E0 0,002 Rejected
P F ↑

0.1 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
HF ↑

0.001 25 0E0 0,002 Rejected
SC↓

0.1 26 0E0 0,002 Rejected
Canonical 27 0E0 0,002 Rejected
SC↓

0.001 28 0E0 0,002 Rejected
HF ↑

0.01 29 0E0 0,002 Rejected
HF ↑

0.1 30 0E0 0,002 Rejected

Table C.96: Average ranking of SparseEA in MM.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

4 2 1,865E-3 0,05 Rejected
SY N↓↑

1 3 4,918E-10 0,025 Rejected
SY N↓↑

5 4 1,033E-20 0,017 Rejected
EC↓

0.1 5 1,519E-35 0,013 Rejected
SY N↓↑

7 6 1,488E-54 0,01 Rejected
SY N↓↑

6 7 9,514E-78 0,008 Rejected
SY N↓↑

8 8 3,919E-105 0,007 Rejected
SY N↓↑

12 9 1,033E-136 0,006 Rejected
SY N↓↑

2 10 1,733E-172 0,006 Rejected
SY N↓↑

3 11 1,846E-212 0,005 Rejected
SY N↓↑

11 12 1,244E-256 0,005 Rejected
SY N↓↑

14 13 0E0 0,004 Rejected
SY N↓↑

13 14 0E0 0,004 Rejected
EC↓

0.01 15 0E0 0,004 Rejected
SY N↓↑

10 16 0E0 0,003 Rejected
P F ↑

0.1 17 0E0 0,003 Rejected
P F ↑

0.01 18 0E0 0,003 Rejected
P SC↑

0.1 19 0E0 0,003 Rejected
P SC↑

0.01 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P F ↑

0.001 22 0E0 0,002 Rejected
P SC↑

0.001 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
SC↓

0.1 26 0E0 0,002 Rejected
HF ↑

0.001 27 0E0 0,002 Rejected
Canonical 28 0E0 0,002 Rejected

HF ↑
0.01 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.97: Average ranking of NSGA-II in MH.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

8 2 1,865E-3 0,05 Rejected
SY N↓↑

10 3 4,918E-10 0,025 Rejected
SY N↓↑

6 4 1,033E-20 0,017 Rejected
SY N↓↑

7 5 1,519E-35 0,013 Rejected
SY N↓↑

5 6 1,488E-54 0,01 Rejected
SY N↓↑

4 7 9,514E-78 0,008 Rejected
SY N↓↑

11 8 3,919E-105 0,007 Rejected
SY N↓↑

14 9 1,033E-136 0,006 Rejected
SY N↓↑

1 10 1,733E-172 0,006 Rejected
SY N↓↑

13 11 1,846E-212 0,005 Rejected
SY N↓↑

12 12 1,244E-256 0,005 Rejected
EC↓

0.1 13 0E0 0,004 Rejected
SY N↓↑

3 14 0E0 0,004 Rejected
SY N↓↑

2 15 0E0 0,004 Rejected
EC↓

0.01 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.001 18 0E0 0,003 Rejected
P SC↑

0.01 19 0E0 0,003 Rejected
P F ↑

0.1 20 0E0 0,003 Rejected
P F ↑

0.01 21 0E0 0,003 Rejected
EC↓

0.001 22 0E0 0,002 Rejected
HF ↑

0.01 23 0E0 0,002 Rejected
HF ↑

0.001 24 0E0 0,002 Rejected
P F ↑

0.001 25 0E0 0,002 Rejected
HF ↑

0.1 26 0E0 0,002 Rejected
SC↓

0.01 27 0E0 0,002 Rejected
SC↓

0.001 28 0E0 0,002 Rejected
Canonical 29 0E0 0,002 Rejected

SC↓
0.1 30 0E0 0,002 Rejected

Table C.98: Average ranking of MOCell in MH.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
EC↓

0.01 2 1,865E-3 0,05 Rejected
EC↓

0.001 3 4,918E-10 0,025 Rejected
SY N↓↑

13 4 1,033E-20 0,017 Rejected
SY N↓↑

14 5 1,519E-35 0,013 Rejected
SY N↓↑

11 6 1,488E-54 0,01 Rejected
SY N↓↑

10 7 9,514E-78 0,008 Rejected
P F ↑

0.001 8 3,919E-105 0,007 Rejected
SY N↓↑

7 9 1,033E-136 0,006 Rejected
SY N↓↑

8 10 1,733E-172 0,006 Rejected
SY N↓↑

6 11 1,846E-212 0,005 Rejected
P F ↑

0.1 12 1,244E-256 0,005 Rejected
P SC↑

0.001 13 0E0 0,004 Rejected
P SC↑

0.01 14 0E0 0,004 Rejected
P F ↑

0.01 15 0E0 0,004 Rejected
SY N↓↑

9 16 0E0 0,003 Rejected
SY N↓↑

1 17 0E0 0,003 Rejected
P SC↑

0.1 18 0E0 0,003 Rejected
SY N↓↑

4 19 0E0 0,003 Rejected
SY N↓↑

5 20 0E0 0,003 Rejected
SY N↓↑

12 21 0E0 0,003 Rejected
SY N↓↑

3 22 0E0 0,002 Rejected
SY N↓↑

2 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
SC↓

0.1 26 0E0 0,002 Rejected
Canonical 27 0E0 0,002 Rejected

HF ↑
0.01 28 0E0 0,002 Rejected

HF ↑
0.001 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.99: Average ranking of SMS-EMOA in MH.



C.3. Results of the Statistical Tests 221

Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
SY N↓↑

10 2 1,865E-3 0,05 Rejected
SY N↓↑

9 3 4,918E-10 0,025 Rejected
SY N↓↑

7 4 1,033E-20 0,017 Rejected
EC↓

0.001 5 1,519E-35 0,013 Rejected
EC↓

0.1 6 1,488E-54 0,01 Rejected
SY N↓↑

8 7 9,514E-78 0,008 Rejected
SY N↓↑

5 8 3,919E-105 0,007 Rejected
SY N↓↑

6 9 1,033E-136 0,006 Rejected
EC↓

0.01 10 1,733E-172 0,006 Rejected
SY N↓↑

11 11 1,846E-212 0,005 Rejected
P SC↑

0.01 12 1,244E-256 0,005 Rejected
P F ↑

0.01 13 0E0 0,004 Rejected
SY N↓↑

12 14 0E0 0,004 Rejected
SY N↓↑

13 15 0E0 0,004 Rejected
P F ↑

0.001 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.001 18 0E0 0,003 Rejected
SY N↓↑

3 19 0E0 0,003 Rejected
SY N↓↑

2 20 0E0 0,003 Rejected
SY N↓↑

1 21 0E0 0,003 Rejected
SY N↓↑

14 22 0E0 0,002 Rejected
SC↓

0.01 23 0E0 0,002 Rejected
P F ↑

0.1 24 0E0 0,002 Rejected
HF ↑

0.01 25 0E0 0,002 Rejected
SC↓

0.1 26 0E0 0,002 Rejected
SC↓

0.001 27 0E0 0,002 Rejected
Canonical 28 0E0 0,002 Rejected
HF ↑

0.001 29 0E0 0,002 Rejected
HF ↑

0.1 30 0E0 0,002 Rejected

Table C.100: Average ranking of SparseEA in MH.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.01 1 0E0 0 -
EC↓

0.1 2 1,865E-3 0,05 Rejected
SY N↓↑

9 3 4,918E-10 0,025 Rejected
SY N↓↑

7 4 1,033E-20 0,017 Rejected
SY N↓↑

14 5 1,519E-35 0,013 Rejected
P F ↑

0.01 6 1,488E-54 0,01 Rejected
SY N↓↑

8 7 9,514E-78 0,008 Rejected
SY N↓↑

13 8 3,919E-105 0,007 Rejected
P SC↑

0.1 9 1,033E-136 0,006 Rejected
P SC↑

0.01 10 1,733E-172 0,006 Rejected
SY N↓↑

10 11 1,846E-212 0,005 Rejected
P F ↑

0.1 12 1,244E-256 0,005 Rejected
SY N↓↑

6 13 0E0 0,004 Rejected
SY N↓↑

1 14 0E0 0,004 Rejected
SY N↓↑

4 15 0E0 0,004 Rejected
SY N↓↑

11 16 0E0 0,003 Rejected
SY N↓↑

5 17 0E0 0,003 Rejected
EC↓

0.001 18 0E0 0,003 Rejected
SY N↓↑

2 19 0E0 0,003 Rejected
SY N↓↑

3 20 0E0 0,003 Rejected
SY N↓↑

12 21 0E0 0,003 Rejected
P F ↑

0.001 22 0E0 0,002 Rejected
P SC↑

0.001 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
Canonical 26 0E0 0,002 Rejected

HF ↑
0.1 27 0E0 0,002 Rejected

HF ↑
0.01 28 0E0 0,002 Rejected

SC↓
0.1 29 0E0 0,002 Rejected

HF ↑
0.001 30 0E0 0,002 Rejected

Table C.101: Average ranking of NSGA-II in HL.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

8 2 1,865E-3 0,05 Rejected
SY N↓↑

7 3 4,918E-10 0,025 Rejected
SY N↓↑

6 4 1,033E-20 0,017 Rejected
SY N↓↑

10 5 1,519E-35 0,013 Rejected
SY N↓↑

4 6 1,488E-54 0,01 Rejected
SY N↓↑

14 7 9,514E-78 0,008 Rejected
SY N↓↑

13 8 3,919E-105 0,007 Rejected
SY N↓↑

11 9 1,033E-136 0,006 Rejected
SY N↓↑

5 10 1,733E-172 0,006 Rejected
SY N↓↑

1 11 1,846E-212 0,005 Rejected
EC↓

0.1 12 1,244E-256 0,005 Rejected
SY N↓↑

2 13 0E0 0,004 Rejected
SY N↓↑

3 14 0E0 0,004 Rejected
EC↓

0.01 15 0E0 0,004 Rejected
SY N↓↑

12 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.01 18 0E0 0,003 Rejected
P F ↑

0.1 19 0E0 0,003 Rejected
P F ↑

0.01 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P SC↑

0.001 22 0E0 0,002 Rejected
P F ↑

0.001 23 0E0 0,002 Rejected
HF ↑

0.001 24 0E0 0,002 Rejected
HF ↑

0.01 25 0E0 0,002 Rejected
HF ↑

0.1 26 0E0 0,002 Rejected
SC↓

0.01 27 0E0 0,002 Rejected
SC↓

0.001 28 0E0 0,002 Rejected
Canonical 29 0E0 0,002 Rejected

SC↓
0.1 30 0E0 0,002 Rejected

Table C.102: Average ranking of MOCell in HL.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
EC↓

0.001 2 1,865E-3 0,05 Rejected
EC↓

0.01 3 4,918E-10 0,025 Rejected
P F ↑

0.1 4 1,033E-20 0,017 Rejected
P SC↑

0.1 5 1,519E-35 0,013 Rejected
P SC↑

0.01 6 1,488E-54 0,01 Rejected
P F ↑

0.001 7 9,514E-78 0,008 Rejected
P F ↑

0.01 8 3,919E-105 0,007 Rejected
P SC↑

0.001 9 1,033E-136 0,006 Rejected
SC↓

0.01 10 1,733E-172 0,006 Rejected
SC↓

0.001 11 1,846E-212 0,005 Rejected
SY N↓↑

13 12 1,244E-256 0,005 Rejected
SY N↓↑

10 13 0E0 0,004 Rejected
SY N↓↑

6 14 0E0 0,004 Rejected
SY N↓↑

7 15 0E0 0,004 Rejected
SY N↓↑

14 16 0E0 0,003 Rejected
SY N↓↑

8 17 0E0 0,003 Rejected
SY N↓↑

9 18 0E0 0,003 Rejected
SY N↓↑

11 19 0E0 0,003 Rejected
SY N↓↑

1 20 0E0 0,003 Rejected
SY N↓↑

4 21 0E0 0,003 Rejected
HF ↑

0.001 22 0E0 0,002 Rejected
Canonical 23 0E0 0,002 Rejected

HF ↑
0.01 24 0E0 0,002 Rejected

SC↓
0.1 25 0E0 0,002 Rejected

SY N↓↑
5 26 0E0 0,002 Rejected

HF ↑
0.1 27 0E0 0,002 Rejected

SY N↓↑
3 28 0E0 0,002 Rejected

SY N↓↑
2 29 0E0 0,002 Rejected

SY N↓↑
12 30 0E0 0,002 Rejected

Table C.103: Average ranking of SMS-EMOA in HL.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
SY N↓↑

5 2 1,865E-3 0,05 Rejected
SY N↓↑

9 3 4,918E-10 0,025 Rejected
SY N↓↑

6 4 1,033E-20 0,017 Rejected
SY N↓↑

8 5 1,519E-35 0,013 Rejected
SY N↓↑

10 6 1,488E-54 0,01 Rejected
EC↓

0.1 7 9,514E-78 0,008 Rejected
SY N↓↑

7 8 3,919E-105 0,007 Rejected
EC↓

0.001 9 1,033E-136 0,006 Rejected
EC↓

0.01 10 1,733E-172 0,006 Rejected
SY N↓↑

2 11 1,846E-212 0,005 Rejected
SY N↓↑

1 12 1,244E-256 0,005 Rejected
SY N↓↑

3 13 0E0 0,004 Rejected
SY N↓↑

12 14 0E0 0,004 Rejected
SY N↓↑

13 15 0E0 0,004 Rejected
SY N↓↑

14 16 0E0 0,003 Rejected
P F ↑

0.001 17 0E0 0,003 Rejected
SY N↓↑

11 18 0E0 0,003 Rejected
P SC↑

0.1 19 0E0 0,003 Rejected
P SC↑

0.001 20 0E0 0,003 Rejected
P F ↑

0.01 21 0E0 0,003 Rejected
P F ↑

0.1 22 0E0 0,002 Rejected
P SC↑

0.01 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
HF ↑

0.001 25 0E0 0,002 Rejected
Canonical 26 0E0 0,002 Rejected

HF ↑
0.1 27 0E0 0,002 Rejected

SC↓
0.001 28 0E0 0,002 Rejected

HF ↑
0.01 29 0E0 0,002 Rejected

SC↓
0.1 30 0E0 0,002 Rejected

Table C.104: Average ranking of SparseEA in HL.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

14 2 1,865E-3 0,05 Rejected
SY N↓↑

7 3 4,918E-10 0,025 Rejected
EC↓

0.1 4 1,033E-20 0,017 Rejected
SY N↓↑

6 5 1,519E-35 0,013 Rejected
SY N↓↑

13 6 1,488E-54 0,01 Rejected
SY N↓↑

8 7 9,514E-78 0,008 Rejected
SY N↓↑

11 8 3,919E-105 0,007 Rejected
SY N↓↑

4 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
EC↓

0.01 11 1,846E-212 0,005 Rejected
SY N↓↑

12 12 1,244E-256 0,005 Rejected
SY N↓↑

5 13 0E0 0,004 Rejected
SY N↓↑

1 14 0E0 0,004 Rejected
P SC↑

0.01 15 0E0 0,004 Rejected
P SC↑

0.1 16 0E0 0,003 Rejected
SY N↓↑

3 17 0E0 0,003 Rejected
SY N↓↑

2 18 0E0 0,003 Rejected
P F ↑

0.1 19 0E0 0,003 Rejected
P F ↑

0.01 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P SC↑

0.001 22 0E0 0,002 Rejected
P F ↑

0.001 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
HF ↑

0.001 26 0E0 0,002 Rejected
Canonical 27 0E0 0,002 Rejected

HF ↑
0.01 28 0E0 0,002 Rejected

HF ↑
0.1 29 0E0 0,002 Rejected

SC↓
0.1 30 0E0 0,002 Rejected

Table C.105: Average ranking of NSGA-II in HM.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

9 1 0E0 0 -
SY N↓↑

8 2 1,865E-3 0,05 Rejected
SY N↓↑

10 3 4,918E-10 0,025 Rejected
SY N↓↑

6 4 1,033E-20 0,017 Rejected
SY N↓↑

7 5 1,519E-35 0,013 Rejected
SY N↓↑

4 6 1,488E-54 0,01 Rejected
SY N↓↑

5 7 9,514E-78 0,008 Rejected
SY N↓↑

14 8 3,919E-105 0,007 Rejected
SY N↓↑

11 9 1,033E-136 0,006 Rejected
SY N↓↑

13 10 1,733E-172 0,006 Rejected
SY N↓↑

1 11 1,846E-212 0,005 Rejected
EC↓

0.1 12 1,244E-256 0,005 Rejected
SY N↓↑

12 13 0E0 0,004 Rejected
SY N↓↑

2 14 0E0 0,004 Rejected
SY N↓↑

3 15 0E0 0,004 Rejected
EC↓

0.01 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.01 18 0E0 0,003 Rejected
P F ↑

0.01 19 0E0 0,003 Rejected
P F ↑

0.1 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P F ↑

0.001 22 0E0 0,002 Rejected
P SC↑

0.001 23 0E0 0,002 Rejected
HF ↑

0.001 24 0E0 0,002 Rejected
HF ↑

0.01 25 0E0 0,002 Rejected
HF ↑

0.1 26 0E0 0,002 Rejected
SC↓

0.01 27 0E0 0,002 Rejected
SC↓

0.001 28 0E0 0,002 Rejected
SC↓

0.1 29 0E0 0,002 Rejected
Canonical 30 0E0 0,002 Rejected

Table C.106: Average ranking of MOCell in HM.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
EC↓

0.001 2 1,865E-3 0,05 Rejected
P SC↑

0.001 3 4,918E-10 0,025 Rejected
EC↓

0.01 4 1,033E-20 0,017 Rejected
P F ↑

0.1 5 1,519E-35 0,013 Rejected
P F ↑

0.01 6 1,488E-54 0,01 Rejected
P SC↑

0.1 7 9,514E-78 0,008 Rejected
P SC↑

0.01 8 3,919E-105 0,007 Rejected
P F ↑

0.001 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
SY N↓↑

14 11 1,846E-212 0,005 Rejected
SY N↓↑

13 12 1,244E-256 0,005 Rejected
SY N↓↑

7 13 0E0 0,004 Rejected
SY N↓↑

11 14 0E0 0,004 Rejected
SC↓

0.01 15 0E0 0,004 Rejected
SY N↓↑

6 16 0E0 0,003 Rejected
SY N↓↑

9 17 0E0 0,003 Rejected
SC↓

0.001 18 0E0 0,003 Rejected
SY N↓↑

4 19 0E0 0,003 Rejected
SY N↓↑

1 20 0E0 0,003 Rejected
SY N↓↑

8 21 0E0 0,003 Rejected
SY N↓↑

5 22 0E0 0,002 Rejected
SY N↓↑

2 23 0E0 0,002 Rejected
SY N↓↑

3 24 0E0 0,002 Rejected
SY N↓↑

12 25 0E0 0,002 Rejected
Canonical 26 0E0 0,002 Rejected

SC↓
0.1 27 0E0 0,002 Rejected

HF ↑
0.001 28 0E0 0,002 Rejected

HF ↑
0.01 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.107: Average ranking of SMS-EMOA in HM.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.001 1 0E0 0 -
SY N↓↑

9 2 1,865E-3 0,05 Rejected
EC↓

0.1 3 4,918E-10 0,025 Rejected
SY N↓↑

5 4 1,033E-20 0,017 Rejected
EC↓

0.01 5 1,519E-35 0,013 Rejected
SY N↓↑

4 6 1,488E-54 0,01 Rejected
SY N↓↑

7 7 9,514E-78 0,008 Rejected
SY N↓↑

6 8 3,919E-105 0,007 Rejected
SY N↓↑

8 9 1,033E-136 0,006 Rejected
SY N↓↑

10 10 1,733E-172 0,006 Rejected
SY N↓↑

11 11 1,846E-212 0,005 Rejected
SY N↓↑

14 12 1,244E-256 0,005 Rejected
SY N↓↑

1 13 0E0 0,004 Rejected
SY N↓↑

2 14 0E0 0,004 Rejected
SY N↓↑

12 15 0E0 0,004 Rejected
P SC↑

0.001 16 0E0 0,003 Rejected
P SC↑

0.01 17 0E0 0,003 Rejected
SY N↓↑

3 18 0E0 0,003 Rejected
SY N↓↑

13 19 0E0 0,003 Rejected
P SC↑

0.1 20 0E0 0,003 Rejected
P F ↑

0.1 21 0E0 0,003 Rejected
P F ↑

0.01 22 0E0 0,002 Rejected
P F ↑

0.001 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
SC↓

0.1 26 0E0 0,002 Rejected
HF ↑

0.01 27 0E0 0,002 Rejected
HF ↑

0.001 28 0E0 0,002 Rejected
Canonical 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.108: Average ranking of SparseEA in HM.



230 C. SWEVO Supplementary Material

Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
SY N↓↑

6 2 1,865E-3 0,05 Rejected
SY N↓↑

8 3 4,918E-10 0,025 Rejected
SY N↓↑

9 4 1,033E-20 0,017 Rejected
SY N↓↑

7 5 1,519E-35 0,013 Rejected
SY N↓↑

1 6 1,488E-54 0,01 Rejected
SY N↓↑

11 7 9,514E-78 0,008 Rejected
SY N↓↑

4 8 3,919E-105 0,007 Rejected
SY N↓↑

13 9 1,033E-136 0,006 Rejected
SY N↓↑

5 10 1,733E-172 0,006 Rejected
SY N↓↑

14 11 1,846E-212 0,005 Rejected
SY N↓↑

2 12 1,244E-256 0,005 Rejected
SY N↓↑

12 13 0E0 0,004 Rejected
SY N↓↑

3 14 0E0 0,004 Rejected
SY N↓↑

10 15 0E0 0,004 Rejected
EC↓

0.01 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.01 18 0E0 0,003 Rejected
P F ↑

0.01 19 0E0 0,003 Rejected
P F ↑

0.1 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P SC↑

0.001 22 0E0 0,002 Rejected
P F ↑

0.001 23 0E0 0,002 Rejected
SC↓

0.01 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
Canonical 26 0E0 0,002 Rejected

SC↓
0.1 27 0E0 0,002 Rejected

HF ↑
0.001 28 0E0 0,002 Rejected

HF ↑
0.1 29 0E0 0,002 Rejected

HF ↑
0.01 30 0E0 0,002 Rejected

Table C.109: Average ranking of NSGA-II in HH.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

8 1 0E0 0 -
SY N↓↑

7 2 1,865E-3 0,05 Rejected
SY N↓↑

9 3 4,918E-10 0,025 Rejected
SY N↓↑

6 4 1,033E-20 0,017 Rejected
SY N↓↑

10 5 1,519E-35 0,013 Rejected
SY N↓↑

4 6 1,488E-54 0,01 Rejected
SY N↓↑

13 7 9,514E-78 0,008 Rejected
SY N↓↑

1 8 3,919E-105 0,007 Rejected
SY N↓↑

5 9 1,033E-136 0,006 Rejected
SY N↓↑

14 10 1,733E-172 0,006 Rejected
SY N↓↑

12 11 1,846E-212 0,005 Rejected
SY N↓↑

11 12 1,244E-256 0,005 Rejected
SY N↓↑

3 13 0E0 0,004 Rejected
SY N↓↑

2 14 0E0 0,004 Rejected
EC↓

0.1 15 0E0 0,004 Rejected
EC↓

0.01 16 0E0 0,003 Rejected
P SC↑

0.1 17 0E0 0,003 Rejected
P SC↑

0.01 18 0E0 0,003 Rejected
P F ↑

0.01 19 0E0 0,003 Rejected
P F ↑

0.1 20 0E0 0,003 Rejected
EC↓

0.001 21 0E0 0,003 Rejected
P SC↑

0.001 22 0E0 0,002 Rejected
P F ↑

0.001 23 0E0 0,002 Rejected
HF ↑

0.001 24 0E0 0,002 Rejected
HF ↑

0.01 25 0E0 0,002 Rejected
HF ↑

0.1 26 0E0 0,002 Rejected
SC↓

0.01 27 0E0 0,002 Rejected
SC↓

0.001 28 0E0 0,002 Rejected
Canonical 29 0E0 0,002 Rejected

SC↓
0.1 30 0E0 0,002 Rejected

Table C.110: Average ranking of MOCell in HH.
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Algorithm Ranking p-value Holm Hypothesis
EC↓

0.1 1 0E0 0 -
EC↓

0.001 2 1,865E-3 0,05 Rejected
EC↓

0.01 3 4,918E-10 0,025 Rejected
SY N↓↑

13 4 1,033E-20 0,017 Rejected
P F ↑

0.001 5 1,519E-35 0,013 Rejected
P F ↑

0.1 6 1,488E-54 0,01 Rejected
P F ↑

0.01 7 9,514E-78 0,008 Rejected
P SC↑

0.01 8 3,919E-105 0,007 Rejected
P SC↑

0.1 9 1,033E-136 0,006 Rejected
SY N↓↑

11 10 1,733E-172 0,006 Rejected
SY N↓↑

14 11 1,846E-212 0,005 Rejected
P SC↑

0.001 12 1,244E-256 0,005 Rejected
SY N↓↑

10 13 0E0 0,004 Rejected
SY N↓↑

6 14 0E0 0,004 Rejected
SY N↓↑

8 15 0E0 0,004 Rejected
SY N↓↑

1 16 0E0 0,003 Rejected
SY N↓↑

9 17 0E0 0,003 Rejected
SY N↓↑

7 18 0E0 0,003 Rejected
SC↓

0.01 19 0E0 0,003 Rejected
SY N↓↑

5 20 0E0 0,003 Rejected
SY N↓↑

4 21 0E0 0,003 Rejected
SC↓

0.001 22 0E0 0,002 Rejected
SY N↓↑

12 23 0E0 0,002 Rejected
SY N↓↑

3 24 0E0 0,002 Rejected
SY N↓↑

2 25 0E0 0,002 Rejected
Canonical 26 0E0 0,002 Rejected

SC↓
0.1 27 0E0 0,002 Rejected

HF ↑
0.001 28 0E0 0,002 Rejected

HF ↑
0.01 29 0E0 0,002 Rejected

HF ↑
0.1 30 0E0 0,002 Rejected

Table C.111: Average ranking of SMS-EMOA in HH.
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Algorithm Ranking p-value Holm Hypothesis
SY N↓↑

4 1 0E0 0 -
SY N↓↑

5 2 1,865E-3 0,05 Rejected
EC↓

0.1 3 4,918E-10 0,025 Rejected
EC↓

0.001 4 1,033E-20 0,017 Rejected
SY N↓↑

10 5 1,519E-35 0,013 Rejected
SY N↓↑

6 6 1,488E-54 0,01 Rejected
SY N↓↑

9 7 9,514E-78 0,008 Rejected
EC↓

0.01 8 3,919E-105 0,007 Rejected
SY N↓↑

7 9 1,033E-136 0,006 Rejected
SY N↓↑

8 10 1,733E-172 0,006 Rejected
SY N↓↑

11 11 1,846E-212 0,005 Rejected
SY N↓↑

12 12 1,244E-256 0,005 Rejected
P F ↑

0.001 13 0E0 0,004 Rejected
SY N↓↑

1 14 0E0 0,004 Rejected
P SC↑

0.001 15 0E0 0,004 Rejected
SY N↓↑

3 16 0E0 0,003 Rejected
SY N↓↑

14 17 0E0 0,003 Rejected
SY N↓↑

13 18 0E0 0,003 Rejected
P SC↑

0.01 19 0E0 0,003 Rejected
SY N↓↑

2 20 0E0 0,003 Rejected
P F ↑

0.1 21 0E0 0,003 Rejected
P SC↑

0.1 22 0E0 0,002 Rejected
P F ↑

0.01 23 0E0 0,002 Rejected
Canonical 24 0E0 0,002 Rejected
SC↓

0.001 25 0E0 0,002 Rejected
SC↓

0.01 26 0E0 0,002 Rejected
HF ↑

0.001 27 0E0 0,002 Rejected
HF ↑

0.01 28 0E0 0,002 Rejected
SC↓

0.1 29 0E0 0,002 Rejected
HF ↑

0.1 30 0E0 0,002 Rejected

Table C.112: Average ranking of SparseEA in HH.
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D.1 Evaluation Metrics Results

The results obtained for the precision, recall, and F1-score of the six LmomRD
in Figure 3 are shown below.

Balanced accuracy Precision Recall F1-score
KNN Uniform 0.9994 0.9990 0.9988 0.9989
KNN Distance 0.9995 0.9991 0.9990 0.9990
SVC (Linear) 0.9995 0.9991 0.9990 0.9990
SVC (RBF) 0.9994 0.9990 0.9988 0.9989
SVC (Polynomial) 0.9924 0.9990 0.9988 0.9989

Table D.1: Metrics obtained for scenario (a) defined in Section 4 of the main
document.

Balanced accuracy Precision Recall F1-score
KNN Uniform 0.8708 0.9997 0.9997 0.9997
KNN Distance 0.9666 0.9999 0.9999 0.9999
SVC (Linear) 0.9791 0.9999 0.9999 0.9999
SVC (RBF) 0.9791 0.9999 0.9999 0.9999
SVC (Polynomial) 0.9916 0.9999 0.9999 0.9999

Table D.2: Metrics obtained for scenario (b) defined in Section 4 of the main
document.

Balanced accuracy Precision Recall F1-score
KNN Uniform 0.9991 0.9985 0.9983 0.9984
KNN Distance 0.9991 0.9985 0.9983 0.9984
SVC (Linear) 0.9991 0.9984 0.9982 0.9982
SVC (RBF) 0.9991 0.998 0.9983 0.9984
SVC (Polynomial) 0.9978 0.9965 0.9957 0.9959

Table D.3: Metrics obtained for scenario (c) defined in Section 4 of the main
document.

Balanced accuracy Precision Recall F1-score
KNN Uniform 0.9989 0.9982 0.9979 0.9980
KNN Distance 0.9800 0.9990 0.9989 0.9989
SVC (Linear) 0.8584 0.9901 0.9895 0.9889
SVC (RBF) 0.9795 0.9981 0.9979 0.9979
SVC (Polynomial) 0.9784 0.9966 0.9958 0.9959

Table D.4: Metrics obtained for scenario (d) defined in Section 4 of the main
document.
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Balanced accuracy Precision Recall F1-score
KNN Uniform 0.6660 0.9970 0.9984 0.9977
KNN Distance 0.7549 0.9982 0.9988 0.9984
SVC (Linear) 0.8438 0.9992 0.9991 0.9990
SVC (RBF) 0.9556 0.9998 0.9998 0.9998
SVC (Polynomial) 0.6660 0.9970 0.9984 0.9977

Table D.5: Metrics obtained for scenario (e) defined in Section 4 of the main
document.

Balanced accuracy Precision Recall F1-score
KNN Uniform 0.9370 0.9978 0.9979 0.9979
KNN Distance 0.9545 0.9982 0.9982 0.9982
SVC (Linear) 0.6125 0.9929 0.9928 0.9905
SVC (RBF) 0.9995 0.9991 0.9990 0.9991
SVC (Polynomial) 0.9820 0.9987 0.9986 0.9986

Table D.6: Metrics obtained for scenario (f) defined in Section 4 of the main
document.
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