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A B S T R A C T

Industry 4.0 involves the digital transformation of industrial sectors. Given the current climate
change scenario and the scarcity of water in semi-arid regions, this digital transformation has to
take into account the sustainable use of water. In agriculture, one of the most water-intensive
sectors, to optimise the use of water, precision irrigation techniques are being applied. As a
result of the digital transformation of agriculture, a key aspect for the application of these
precision irrigation techniques, the crop water stress, can be predicted from a Wireless Sensor
Network (WSN) of leaf-turgor pressure sensors. However, these sensors often fail, introducing
errors in the data, which could lead to inaccurate application of precision irrigation techniques
compromising crops and yields. So, sensor fault identification is a must. Nevertheless, sensor
fault identification is a tedious and costly task that requires an expert to manually review all
sensors and each of their measurements over the last 24 h. In this work, with the aim of digitally
transforming this task, an IoT-based expert system is proposed. By means of a novel learning
model, this system is capable of identifying sensor faults with 84.2% f1-score and 0.94 AUC
ROC. Note that to train this learning model, only real-world data gathered from an experimental
plot has been used. In addition, the real-world application of the IoT-based expert system in
this plot is shown and discussed. Furthermore, a novel methodology that summarises the main
findings and techniques applied in this study is also illustrated.

. Introduction

Industry 4.0 involves the digital transformation of different industrial sectors, such as livestock [1], agriculture [2], automo-
ive [3], construction [4], etc. Nevertheless, given the current climate change scenario, and the scarcity of water in semi-arid regions,
he digital transformation has to take into account the sustainable use of water [5].

✩ This work was funded by project TED2021-129194B-I00 funded by MCIN/AEI/10.13039/501100011033 and for European Union NextGenerationEU/PRTR;
he Government of Extremadura, Council for Economy, Science and Digital Agenda under the grant GR21133 and the projects IB20058, and by the European
egional Development Fund (ERDF).
∗ Corresponding author.
E-mail addresses: arturobc@unex.es (A. Barriga), jose@unex.es (J.A. Barriga), mariajose.monino@juntaex.es (M.J. Moñino), pjclemente@unex.es

P.J. Clemente).
1 http://quercusseg.unex.es
2 https://ror.org/0174shg90
vailable online 30 May 2023
542-6605/© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
http://creativecommons.org/licenses/by-nc-nd/4.0/).

ttps://doi.org/10.1016/j.iot.2023.100829
eceived 17 April 2023; Received in revised form 17 May 2023; Accepted 22 May 2023

https://www.elsevier.com/locate/iot
http://www.elsevier.com/locate/iot
mailto:arturobc@unex.es
mailto:jose@unex.es
mailto:mariajose.monino@juntaex.es
mailto:pjclemente@unex.es
http://quercusseg.unex.es
https://ror.org/0174shg90
https://doi.org/10.1016/j.iot.2023.100829
http://crossmark.crossref.org/dialog/?doi=10.1016/j.iot.2023.100829&domain=pdf
https://doi.org/10.1016/j.iot.2023.100829
http://creativecommons.org/licenses/by-nc-nd/4.0/


Internet of Things 23 (2023) 100829A. Barriga et al.

g
w
u
b
s

t
t
p
t

I
s
i

t
i
a
p

N

s
b
s

a
p
f
f

a
p
l
s

2

t
h

T
g
c
N

a

In agriculture, the sustainable use of water is key [6]. Indeed, in countries such as Spain agriculture is the sector with the
reatest water consumption, accounting for more than 70% of water extractions from rivers, reservoirs and aquifers [7]. Furthermore,
ater is a limiting resource in semi-arid regions, which together with the current climate change scenario, is fostering a context of
ncertainty and major challenges concerning the sustainability and viability of existing agroecosystems. However, water scarcity can
e mitigated by its sustainable use through the study and application of precision irrigation techniques. In this regard, techniques
uch as deficit irrigation techniques allow obtaining the maximum yield of a crop from the available water [8].

To apply these precision irrigation techniques, it is necessary to have a precise knowledge of the water stress of the crops. In
his regard, crop water stress identification is a process that has traditionally been carried out manually, but it can be digitally
ransformed and automated by means of the Internet of Things (IoT) and Machine Learning (ML). In this sense, the authors of [9]
resent a solution based on a WSN of leaf-turgor pressure sensors and a ML model able to identify the water stress of crops from
he readings of these leaf-turgor pressure sensors.

Nevertheless, since the solution described above is based on an IoT system, it has some limitations that are inherent to several
oT systems, such as the need of handling sensor faults. Furthermore, in the context of precision irrigation, the identification of
ensor faults is a critical task since their readings could have a negative impact on the precision irrigation systems that use them as
nputs, thus compromising crop yields.

Currently, the identification of leaf-turgor pressure sensor faults is carried out by experts by hand and involves daily analysis of
he data gathered by each sensor over the last 24 h. This process is tedious, time-consuming and costly, particularly when the crop
s extensive, thus limiting the scalability and feasibility of proposals such as [9]. For these reasons, this communication proposes
n IoT-based expert system able of identifying leaf-turgor pressure sensor faults, thus automating and digitally transforming this
rocess.

To carry out this proposal, a learning model able to identify if a sensor is failing is trained by means of a set of experiments.
ote that this model has been trained from the leaf-turgor pressure data gathered by sensors during one year’s fruit ripening cycle.

In this sense, with the aim of giving a practical approach to this communication, this model has been integrated into an IoT
ystem, illustrating its real-world application. The proposed IoT system is designed bearing in mind the context where it could
e deployed, thus addressing some of the open challenges that IoT is currently facing, such as interoperability, energy awareness or
calability [10].

Finally, to the best of our knowledge, most of the existing works in the literature concerning the identification of sensor faults
re based on the introduction of artificially generated faults (in healthy datasets) [11]. Since the training of the learning model
resented in this proposal uses only real data, this communication also shows a real-world application of the findings on sensor
aults identification of these proposals. Thus, showing the value of these findings in the identification of leaf-turgor pressure sensor
aults.

The main contributions of this communication are listed below:

• A novel ML model able to identify leaf-turgor pressure sensor faults. This model presents an 84.2% f1-score and a 0.94 Area
Under the Curve (AUC) Receiver Operating Characteristic (ROC), being feasible to replace experts in terms of leaf-turgor
pressure sensor fault identification.

• A novel methodology that summarises the main findings and techniques applied in this study. This methodology could be
easily extrapolated to similar problems involving sensors and time series, thus reducing development efforts and costs.

• An IoT-based expert system that integrates the trained learning model, illustrating its real-world application. Furthermore, this
IoT-based expert system is designed bearing in mind aspects such as interoperability, energy awareness and scalability.

• A real-world application of the findings of related work on sensor fault detection, assessing its effectiveness in identifying
faults in a leaf-turgor pressure WSN.

The rest of the communication is structured as follows: Section 2 analyses several related works. Section 3 presents the materials
nd methods applied to train and validate the learning models. Section 4 illustrates the results and experiments carried out. Section 5
roposes a methodology to address similar problems that involve sensors and time series. Section 6 presents the integration of the
earning model in a real IoT system. Section 7 conducts a discussion regarding the findings of this paper. Finally, Section 8 considers
ome future works and concludes the paper.

. Related works

Sensor fault detection is a key process when dealing with WSNs. Particularly in critical applications such as military opera-
ions [12], disaster prediction and management [13], intruder detection [14], elderly monitoring [15] or vital signs monitoring in
ospitalised patients [16]. Thus, the improvement or automation of sensor fault detection has been a subject of study over time.

In 2006 and 2009 respectively, two proposals with a major impact on the automatic detection of sensor faults emerged [17,18].
hese two proposals are based on algorithms known as Neighbours-based algorithms. Neighbours-based algorithms assume that, in
eneral, the nodes of a WSN are close together in space and there is a relation between sensor data from devices in a geographically
lose proximity. Moreover, the data obtained at an instant of time is related with previous and succeeding measurements. Thus,
eighbours-based algorithms use these spatial–temporal correlations to detect outliers and anomalous behaviour [19].

Thus, in [17] a distributed neighbour-based algorithm to identify faulty sensors is proposed and assessed. The execution of this
2

lgorithm is as follows: first, labels all nodes in the network as possibly correct or possibly faulty. To carry out this labelling, the
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Table 1
Key elements of the related works summarized.

Article Ref Computing Approach Dataset Source of faults System performance

Chen et al. [17] Distributed Neighbours Artificially generated data from a simulated
scenario composed of 1024 sensor nodes randomly
deployed in a region of size 32 × 32 units

Artificially injected Performance metric: Faulty sensor detection
accuracy; Results: 7 neighbours and 25% fault
ratio: 97%; 10 neighbours and 25% fault ratio:
99%

Jiang [18] Distributed Neighbours Artificially generated data from a simulated
scenario composed of 200 sensor nodes randomly
deployed in a region of size 30 × 30 units

Artificially injected Performance metric: Faulty sensor detection
accuracy; Results: 5 neighbours and 25% fault
ratio: 98.5%; 10 neighbours and 25% fault ratio:
99.2%

Zidi et al. [20] Centralised Machine
learning

Relative humidity and air temperature
measurements. Data were obtained in 2010 by
researchers at the University of North Carolina at
Greensboro

Artificially injected Performance metric: Faulty sensor detection
accuracy; Results: SVM with 25% fault ratio:
99.9%; NB with 25% fault ratio: 98.0%; Hidden
Markov Models 25% fault ratio: 96.0%

Noshad et al. [21] Centralised Machine
learning

Relative humidity and air temperature
measurements. Data were obtained in 2010 by
researchers at the University of North Carolina at
Greensboro

Artificially injected Performance metric: Faulty measurement detection
accuracy; Results: SVM with 25% fault ratio:
92.0%; RF with 25% fault ratio: 95.0%

Yuan et al. [22] Centralised Machine
learning

Air temperature, relative humidity, light and
battery voltage. The data were collected from 54
sensors deployed in the Intel Berkeley Research
lab between February 28th and April 5th, 2004

Artificially injected Performance metric: Measurement classification
accuracy; Results: SVM: 82.0%; NB: 83.5%; GBDT:
91.0%

Zhang et al. [23] Centralised Machine
learning

Fifteen signals from wind turbines monitored by
sensors, including wind velocity at hub height,
rotor angular velocity or generator angular
velocity, among others. Data were obtained from
the National Renewable Energy Laboratory (USA)

Artificially injected Performance metric: Faulty measurement detection
accuracy; Results: SVM: 96.1%; RF: 99.9%;
XGBoost with RF: 99.9%

Jin et al. [24] Centralised Statistics Randomly generated data from a simulated WSN
topology composed of 100 sensor nodes

Artificially injected Performance metric: Mean deviation, among
others, to estimate the similarity of a WSN
compared to others WSNs of known health status
(proportion of faulty nodes). Results: Kuiper test:
0.1 when comparing a WSN with five faulty nodes
to a WSN without faults; Kolmogorov–Smirnov
test: 0.05 in the same situation

Our proposal Centralised Machine
learning

Leaf-turgor pressure and leaf temperature. Data
were obtained from 18 leaf-turgor
pressure/temperature sensors of a WSN deployed
in a Japanese plum tree farm. The experimental
field was carried out for six months with
late-maturing Japanese plum trees cv. Angeleno
and Talete, located in the Centre for Scientific and
Technological Research of Extremadura (CICYTEX)
- La Orden in Badajoz (Spain)

Real Performance metric: Measurement classification
accuracy, precision, recall, f1-score and AUC-ROC;
Results: SVM: 84.9% of accuracy, 84.9% of
precision, 84.9% of recall, 84.2% of f1-score and
0.94 of AUC-ROC; NB: 71.4% of accuracy, 73.1%
of precision, 71.4% of recall, 69.8% of f1-score
and 0.80 of AUC-ROC; Decision Tree (DT): 75.8%
of accuracy, 76.8% of precision, 75.8% of recall,
75.1% of f1-score and 0.76 of AUC-ROC; Logistic
Regression (LR): 74.1% of accuracy, 74.5% of
precision, 74.1% of recall, 73.0% of f1-score and
0.82 of AUC-ROC; K-Nearest Neighbours (kNN)
(k=7): 84.8% of accuracy, 85.9% of precision,
84.8% of recall, 84.2% of f1-score and 0.91 of
AUC-ROC

algorithm assesses the differences of measured values at the same instant of time between neighbouring nodes. Then, if the node’s
measurements do not exceed a threshold compared to the majority of measurements of the neighbours’ nodes, the node is labelled as
possibly correct, otherwise, possibly incorrect. Then, each node is compared again with its neighbours, assessing whether neighbours
are possibly correct or incorrect. Based on the possibly correct or incorrect neighbours, the algorithm finally labels each node as
correct or incorrect. To test their proposal, the authors applied it to a simulated WSN of 1024 nodes with erroneous random nodes.
The system proved to be able to identify faults with high accuracy (see Table 1, system performance column). However, performance
worsens exponentially as the ratio (percentage) of erroneous nodes increases.

In [18], an improvement to the previous algorithm is presented. Thus, in this proposal, the second part of the algorithm is
improved, i.e. when it compares each node with its neighbours to finally classify them as correct or incorrect. In this sense, it
applies a less strict condition to determine the final classification of each node, resulting in fewer nodes being misdiagnosed as
faulty. To test their proposal, the authors carry out several experiments where they applied their proposal on a simulated WSN of
200 sensors with different ratios of faulty nodes. The experiments show that the performance is improved compared to the previous
version with high error rates, identifying more than 94% of faulty nodes compared to the previous version which detected 83% for
a high error rate of 30% of faulty nodes.

Subsequently, ML gained popularity in virtually all research fields, due to its broad scope of application and its effectiveness in
solving problems. Therefore, most current work relies on ML to identify whether a sensor is failing or not.

Thus, in [20], a WSN fault detection system based on a learning model trained with the Support Vector Machine (SVM) classifier
is proposed. This learning model is able to identify and classify different kinds of sensor faults, specifically random faults, offset
faults, gain faults, stuck-at faults, and out-of-bounds faults. To train the learning model, the authors use a humidity and temperature
dataset published by the University of North Carolina, injecting into it the above-mentioned kinds of errors. To test their system,
the authors carry out several experiments considering different error rates, classifying the measurements with 99% of accuracy in
all cases.

In [21], a WSN fault detection system based on ML is proposed. This system is able to identify several types of sensor faults
such as offset, gain, stuck-at, out-of-bounds, spike, and data loss faults. To train the learning models, the same dataset used in the
related work described above is used in this work. Again, it is the authors who inject the sensor fault data into the dataset. In this
3
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case, sensor fault data are injected randomly at different rates (10%, 20%, 30%, 40%, and 50%). To train the learning model, the
authors use and compare the performance of several algorithms such as SVM, multilayer perceptron, convolutional neural networks,
Random Forest (RF), stochastic gradient descent and probabilistic neural networks. The RF algorithm is reported as the best with a
faulty measurements identification accuracy of 90% for almost all kinds of faults and rates.

The communication presented in [22] carries out a comparative analysis of SVM, Naive Bayes (NB) and Gradient Boosting
ecision Tree (GBDT) for data fault detection in WSNs. To train the learning models, it is used a public dataset from 54 sensors
eployed in the Intel Berkeley Research lab (2004). These devices collected humidity, temperature, light, and voltage values once
very 31 s. Regarding sensor fault data, the authors injected three different types of faults: noise fault, gain fault and stuck-at fault.
hus, after training the learning models the communication reports GBDT as the best model with an average accuracy of 90%
lassifying all different kinds of faults.

In [23], a data-driven design for fault detection of wind turbines using RF and XGboost is presented. To train the learning models,
he authors use a dataset from The National Renewable Energy Laboratory (USA). In this work, not only sensor failures but also
ctuator failures are detected. Thus, ten different fault scenarios are defined, including six sensor faults and four actuator faults.
gain, it is the authors who inject sensor fault data into the dataset. On the other hand, in the dataset’s pre-processing stage, the
F algorithm is applied to assess and select the most representative dataset’s features. Then, when features are selected, the fault
lassifier is trained with the XGBoost algorithm. The resulting model reports an average accuracy of 90% classifying each kind of
ault.

The works described above are some of the current proposals for sensor fault identification. As mentioned above, since ML has
ecome popular, ML approaches are the most common to solve the problem of sensor fault detection. However, there are other
urrent approaches based on other kinds of techniques that are also effective solving this problem.

In this regard, the communication presented in [24] presents a statistical approach for WSN fault diagnosis based on the
utoregressive model [25], using the Kuiper test [26] and the Kolmogorov–Smirnov test [27], which are statistical methods used

o determine whether two given distributions are similar or significantly different. With the results of the above-mentioned tests, it
s theoretically possible to compare a WSN with other WSNs whose health states are known (proportion of faulty nodes) to assess
he similarity between them, thus being able to estimate the health states of a WSN. The authors use several metrics such as mean
eviation to evaluate the performance of both tests in estimating the similarity between WSNs with known health status. After
ssessing the results achieved, the authors concluded that both tests are able to evaluate the health conditions of WSNs, however,
he Kuiper statistic shows better performance than the Kolmogorov–Smirnov statistic. The main drawback of this approach is that
t is not possible to find out the exact number of faulty nodes.

Finally, note that Table 1 shows a summary of the related works described together with the proposal presented in this
ommunication.

As witnessed by the related work described above, sensor fault detection has been and is currently a matter of research interest.
owever, most studies in the literature are theoretical and generalist. These studies do not focus on fault detection of a specific

ensor and do not apply to a real WSN, furthermore, these proposals only consider artificially injected faults. On the other hand,
he proposal presented in this communication uses a dataset that comes from a real WSN of leaf-turgor pressure sensors, including
he real sensor faults. So, there is no need to inject sensor faults artificially. Moreover, in order to validate the learning model, data
rom this WSN is used, thus corroborating its effectiveness in a real WSN.

In short, the difference between our proposal and those presented in the related works is that our proposal gathers all the
nowledge that the different related works have reached, and uses it to apply it to a real WSN. Thus, solving a real problem of
ensor fault detection in WSNs composed of leaf-turgor pressure sensors.

. Material and methods

In this Section, the material and methods used are illustrated. In this regard, Section 3.1 describes the countryside context
nd presents the leaf-turgor pressure sensors. Next, Section 3.2 addresses how the leaf-turgor pressure data has been gathered and
resents the dataset. Finally, Section 3.3 shows the pre-processing techniques, ML algorithms and validation metrics applied to train
he learning models.

.1. Countryside context and leaf-turgor pressure sensors

The experimental field was carried out for six months with late-maturing Japanese plum trees cv. Angeleno and Talete, located
in the CICYTEX - La Orden Research Center in Badajoz (Spain). The experimental plot consisted of nine trees with two leaf-turgor
pressure sensors installed on each tree, distributed along the orchard (Fig. 1).

On the other hand, a leaf-turgor pressure sensor consists of a pressure chip embedded in a gel and limited by a plastic chamber.
Surrounding the chamber is placed a metal ring which, together with a counter magnet, is fixed to the tree leaf (see Fig. 2). The
photosynthesis process of the plant with the rise and fall of the sun causes cyclical increases and decreases of the leaf-turgor pressure
level over time. In addition, changes in the plant’s water stress directly affect leaf size and behaviour, which are recorded by the
chip. The sensor turns these changes into an electrical signal that sends to a communication box continuously. The communication
box is equipped with Bluetooth and every five minutes sends the readings to a gateway that stores the information and once per
4

hour sends a data packet to a cloud where it is stored and processed.
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Fig. 1. Experimental plot. It consists of nine trees, each one with two leaf-turgor pressure sensors installed.

Fig. 2. Sensor detail installed on the plum trees.

3.2. Leaf measurements and IoT-sensor data gathering

Nine trees were monitored installing two leaf-turgor pressure sensors per tree. The leaf-turgor pressure sensors were installed on
May 13th and removed on October 5th and the frequency of data gathering was set at 5 min. Note that leaf-turgor pressure sensors
also measure the temperature of the leaf. Fig. 1 shows the distribution of monitored trees throughout the farm.

On the other hand, Fig. 3 shows the well-defined cycles (24 h) that leaf-turgor pressure presents as a result of the process of
photosynthesis. These cycles show how leaf-turgor pressure increases during the day, as solar radiation increases, and decreases
in the evening, as solar radiation decreases, remaining constant during the night. Other parameters such as crop’s water-stress can
also affect the behaviour of leaf pressure [28]. So, plum’s leaf-turgor pressure curves could present different distributions and/or
behaviours. Figs. 3 shows 30 random days of correct leaf-turgor pressure measurements.
5
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Fig. 3. 30 randomly selected leaf-turgor pressure curves (24 h). All measurements have been classified as correct by the experts.

Fig. 4. 30 randomly selected leaf-turgor pressure curves (24 h). All measurements have been classified as incorrect (faulty sensors) by the experts.

Furthermore, Fig. 4 shows 30 random days of incorrect leaf-turgor pressure measurements. Fig. 4 evidences that faulty sensors
present more heterogeneous and arbitrary measurements than correct ones. In this regard, several kinds of well-known errors found
in the literature can be identified, such as stuck-at faults, i.e., days where the leaf-turgor pressure barely varies, or spike faults,
i.e., days where the rate of change of the measured time series with the predicted time series is higher than the acceptable change
trend [19], among other kinds of faults. However, there are also several instances where both the measurements of the faulty sensors
and the correct ones are similar.

For these reasons, the identification of faulty measurements is a task to be carried out by experts. In this way, experts inspect
leaf-turgor pressure curves on a daily basis with the aim of identifying incorrect measurements. This inspection is carried out by
displaying leaf-turgor pressure charts where the last 24 h of measurements of each sensor are shown. By analysing these charts,
experts can identify whether a sensor is behaving abnormally, and then associate a binary error code to each measurement depending
on whether the sensor was considered correct (1) or faulty (0). Furthermore, since some correct measurements could be identified
as errors, and vice versa, experts physically check the sensors on a daily basis with the aim of ensuring the reliability of their
classification (correct or incorrect measurement).

In the course of this process, the experts have, over a period of one year, elaborated the dataset used to train the learning models,
which is shown in Table 2.

Finally, note that, since this kind of sensor also gathers leaf-temperature data, leaf-temperature behaviour has been also analysed
with the aim of identifying sensor faults. However, as experts stated, no patterns have been found in the leaf temperature data that
would help to identify sensor faults.
6
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Table 2
Dataset description.
Feature Description Type

𝑠𝑒𝑛𝑠𝑜𝑟𝐼𝑑 sensor ID String
𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝 timestamp Date
𝑃𝑙𝑒𝑎𝑓 leaf-turgor pressure (kPa) Float
𝑇𝑙𝑒𝑎𝑓 leaf temperature (◦C) Float
𝐸𝑟𝑟𝑜𝑟𝐶𝑜𝑑𝑒 sensor error code Boolean

Table 3
Re-framed time series to supervised (two variables and time steps).
var1(t-2) var2(t-2) var1(t-1) var2(t-1) label

1.0 51.0 2.0 52.0 0
2.0 52.0 3.0 53.0 0
3.0 53.0 4.0 54.0 1
4.0 54.0 5.0 55.0 1

3.3. Data pre-processing techniques, ML algorithms and learning models validation

This Section focuses on describing the dataset pre-processing carried out (Section 3.3.1), the ML algorithms applied to train the
earning models (Section 3.3.2), and the validation metrics used to measure the performance of the learning models from different
erspectives (Section 3.3.3).

.3.1. Dataset pre-processing
The dataset pre-processing phase is performed before the training of the learning models and aims to generate reliable input

ata. So, the main purpose of this stage is to increase the performance of the learning models in terms of classification accuracy,
ime in building a classifier, the size of the classifier, etc. [29,30].

Regarding pre-processing techniques, two types of pre-processing techniques can be usually distinguished: (1) Data Reduction
nd (2) Data Projection. Data Reduction includes those techniques that focus on modifying data features in order to optimise data

quality. Data projection focuses on the necessary transformations of the raw data into an optimised and feasible representation for
each particular learning algorithm [29].

Data Reduction. The techniques applied in this context are UnderSampling, OverSampling and Mislabels Correction. UnderSampling
s the process of decreasing the amount of majority target instances or samples [31]. OverSampling means increasing the volume of
nstances of a particular class [32,33]. Finally, mislabels occur when an observation is incorrectly labelled, Mislabels Correction is

performed by flipping the label [34].
Data Projection. The techniques applied in this context are Min-Max Normalisation and Re-frame Time Series as Supervised Learning.
inMax Normalisation is a technique able to scale data in a range bounded by a predefined minimum and maximum limit. [35]. As

er Min-Max Normalisation technique see Eq. (1).

𝐴′ =
( 𝐴 − 𝑚𝑖𝑛 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓𝐴
𝑚𝑎𝑥 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓𝐴 − 𝑚𝑖𝑛 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓𝐴

)

× (𝐷 − 𝐶) + 𝐶 (1)

Where 𝐴′ is Min-Max Normalised data, [𝐶,𝐷] is the predefined boundary and A is a data within the range of original data.
On the other hand, Re-frame Time Series as Supervised Learning is applied to transform time series forecasting and classification

roblems into supervised learning problems for their use with ML algorithms [36].
A time series is a sequence of numbers that are ordered by a time index. A supervised learning problem is comprised of input

ariables 𝑋 and an output variable 𝑌 , and an algorithm can be used to learn the mapping function from the input to the output.
The goal is to approximate the underlying true mapping so that when there is new input data 𝑋, the output 𝑌 for that new input
can be predicted [36], see Eq. (2).

𝑌 = 𝑓 (𝑋) (2)

Re-frame Time Series as Supervised Learning consists of using the previous measurements of 𝑁 time steps as the input variables
𝑋 and the value of the next time step or a label as the output variable 𝑌 . Table 3 shows an example of a classification problem in
which measurements of two variables from two previous time steps are considered to determine a label.

3.3.2. Algorithms applied
In order to carry out the experiments proposed in this work, several ML algorithms have been applied: k-Nearest Neighbours,

Support Vector Machine, Naive Bayes, Decision Tree and Logistic Regression.

• K-Nearest Neighbours (kNN) [37] is based on determining the similitude between examples. Thus, the classifier compares their
attributes-based descriptions. The fact of each example is represented by a point in an n-dimensional space which makes it
possible to calculate the geometric distance between any pair of examples. The closer to each other examples are in the
instance space, the greater their mutual similarity. The classifier identifies not only one neighbour but also k neighbours. So,
k-NN classifier is a similarity classifier where k is the number of the voting neighbours.
7
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• Support Vector Machine (SVM) is a supervised ML that analyses data for classification and regression analysis which belongs
to the kernel-based algorithms [38]. SVM is an algorithm for maximising a particular mathematical function with respect to a
given collection of data [39]. So, the target is to determine the vector support and their margins. The algorithm should identify
the support vector that maximises the margin. Consequently, training an SVM involves searching for a separating hyperplane
that leads to the maximum margin as this will best separate the levels of the target feature [40].

• Naive Bayes (NB) can predict class membership probabilities, such as the probability that a given sample belongs to a particular
class. Bayesian classifiers are based on Bayes’ theorem. Naive Bayesian classifiers assume that the effect of an attribute value
on a given class is independent of the values of the other attributes [41]. The NB classifier performs remarkably well even
when the underlying independence assumption is violated [42].

• Decision Tree (DT) algorithm is part of the supervised learning algorithm family, and its main objective is to construct a training
model that can be used to predict the class or value of target variables through learning decision rules inferred from the training
data. The DT algorithm can be used to solve regression and classification problems [43].

• Logistic Regression (LR) is a multivariable method devised for dichotomous outcomes. It is a standard statistical classification
method which is particularly appropriate for models involving binary classification problems. It has been widely applied due
to its simplicity and great interpretability [44].

3.3.3. Learning model validation metrics
In order to assess the performance of the trained learning models, metrics such as Accuracy, Precision, Recall, F1_score, Matthews

correlation coefficient or Cohen’s kappa statistic [45] have been calculated. Accuracy is computed as the number of correctly classified
data over the total number of data [46], see Eq. (3). True Positive (TP) and True Negative (TN) mean the number of correctly
classified as positive or negative. False Positive (FP) means that a negative instance is predicted as positive, and False Negative (FN)
means the opposite (predicted negative when the instance is positive).

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁

(3)

Precision or Confidence (as it is called in Data Mining) denotes the proportion of Predicted Positive cases that are correctly Real
Positives [47], that is the number of True Positives divided by the sum of True Positives and False Positives, see Eq. (4).

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(4)

Recall or Sensitivity (as it is called in Psychology) is the proportion of Real Positive cases that are correctly Predicted Positive [47],
hat is the true positive rate (the number of True Positives divided by the sum of True Positives and False Negatives), see Eq. (5).

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(5)

F1_score is calculated from Precision and Recall. It is the harmonic mean of the precision and recall [45], see Eq. (6).

𝐹1_𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

(6)

Matthews Correlation Coefficient (MCC) is a validation metric that, when applied to binary classification problems, returns the
Phi-Coefficient [48,49]. It is a value between −1 and +1, where −1 indicates a perfect negative correlation between predictions
and actual labels, 0 indicates no correlation (i.e. the model predicts randomly) and +1 indicates a perfect positive correlation [45].
MCC is defined as Eq. (7).

𝑀𝐶𝐶 = 𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁
√

(𝑇𝑃 + 𝐹𝑃 ) × (𝑇𝑃 + 𝐹𝑁) × (𝑇𝑁 + 𝐹𝑃 ) × (𝑇𝑁 + 𝐹𝑁)
(7)

Cohen’s kappa statistic (Kappa) is a validation metric that takes into account the probability of obtaining the correct classifications
y chance [50]. It is defined as Eq. (8).

𝐾𝑎𝑝𝑝𝑎 =
𝑃0 − 𝑃𝑒
1 − 𝑃𝑒

(8)

In Eq. (8), 𝑃0 is the proportion of correct classifications, i.e. accuracy, and 𝑃𝑒 is the probability of performing correct
lassifications by chance. 𝑃𝑒 can be computed as Eq. (9), where 𝑛 is the number of total instances [45].

𝑃𝑒 =
𝑇𝑃 + 𝐹𝑃

𝑛
× 𝑇𝑃 + 𝐹𝑁

𝑛
+ 𝐹𝑁 + 𝑇𝑁

𝑛
× 𝐹𝑃 + 𝑇𝑁

𝑛
(9)

Like MCC, Kappa also ranges from −1 to +1, where 0 means random classification and +1 means perfect classification.
Additionally, well-known measures such as AUC ROC [51] will be used to measure the performance of the ML models proposed.

OC related Sensitivity and 1 - Specificity [40]. It should be noted that Sensitivity is calculated as Recall, see Eq. (10).

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(10)

Specificity is Recall measures with negative examples, see Eq. (11).

𝑆𝑝𝑒𝑐𝑖𝑓 𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁 (11)
8
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Table 4
Experiments carried out to allow the identification of the best performing pre-processing conditions.
Experiment ID Description

Experiment 00 Applying the techniques of related works, two different approaches can be distinguished.
(A): Models are trained using the original dataset and no pre-processing techniques are applied.
(B): Applying Re-frame Time Series as Supervised Learning (three time steps) to the original dataset.

Experiment 01 Applying hourly UnderSampling, Re-frame Time Series as Supervised Learning (24 h) and MinMax
Normalisation by sensors as pre-processing techniques to the original dataset.

Experiment 02 Applying MinMax Normalisation by time ranges within each sensor and Mislabels Correction
to the Experiment 01 dataset.

Experiment 03 Applying OverSampling to minority class in the Experiment 02 dataset.

The ROC curve summarises all the confusion matrices that each threshold produced. That is, the ROC curve is obtained by moving
he model threshold between [0-1] and obtaining the values of Sensitivity and 1-Specificity for each threshold. The ROC index or AUC
easures the area underneath a ROC curve [40].

It is possible to generate ROC curves from a K-fold cross-validation process and analyse the variation of the curve at each fold.
n addition, from all the ROC curves of each fold, it is possible to calculate the arithmetic and weighted average ROC curve and
hus the arithmetic and weighted average AUC.

Finally, note that no neuronal networks have been applied. In this regard, the firsts steps in training the model involved the
se of recurrent neural networks such as Long Short-Term Memory (LSTM) networks (given the recurrent nature of the problem);
nd Extreme learning machine neuronal networks, in view of the good results obtained in works involving sensor data related
o agriculture, as the current problem [52–54]. The results obtained using these neuronal networks reported similar predictive
erformance to those presented above. However, neuronal networks have three major disadvantages compared to these: (1) Slower
odel training, (2) Greater complexity in terms of model training (network architecture development and parameter configuration)

3) Additional complexity to replicate the training of the models due to (1) and (2). One of the main drawbacks of most neural
etwork optimisation methods is their low efficiency; more complex methods tend to achieve better results, but this is offset by a
isproportionate increase in computational costs [55].

In view of these disadvantages and the fact that the application of such algorithms does not add extra value to this communica-
ion, the authors have considered that the inclusion of this stage of the research in the article is fruitless.

Finally, several clustering techniques have also been unsuccessfully assessed to solve the problem, e.g. K-Means and Density-based
patial clustering of applications with noise (DBSCAN). As with the algorithms discussed above, the authors have decided not to
nclude this phase of the research in the paper, as it does not provide any additional value.

. Experiments carried out for tuning the ML models and results

This section shows the experiments carried out to train the learning models. The aim of these experiments is to increase the
erformance of the trained learning models. To achieve it, each experiment is focused on the application of different pre-processing
echniques. Note that the experiments described in this section are a selection/summary of all those that have been carried out,
ncluding those from which it has been possible to improve the performance of learning models. Table 4 summarises the main
xperiments carried out.

Before addressing the description of the experiments, this section shows how the dataset has been used and how the performance
etrics have been applied to measure the results obtained in each experiment.

.1. Dataset and validation metrics in experiments

Next, both the dataset and the application of validation metrics used throughout the set of experiments are described.

.1.1. Dataset in experiments
The original dataset is formed by the features defined in Table 2 and by 974.493 rows. This dataset is the result of monitoring

lum crops for one year’s fruit ripening cycle following the methodology described in Sections 3.1 and 3.2.
In order to use this dataset to train learning models, it is necessary to split the dataset into a training and a validation set.

here are several techniques to carry out this splitting and the most common is to randomly choose a set of rows and use them as
alidation set [56]. However, the dataset provided in this communication presents some peculiarities, so some considerations have
o be taken into account before applying this technique to it.

Splitting the data set randomly means that data relating to readings from the same sensor could be assigned to both the training
et and the validation set. As each sensor presents a particular behaviour, this scenario could lead to train models that only correctly
lassify the measurements of sensors that have similar behaviour to the sensors on which the models have been trained, i.e., not
eing able to generalise.

In this regard, not all sensors, even if they belong to the same tree, are located on similar leaves or share the same meteorological
onditions. A small difference such as the cardinal orientation of the sensor may determine different exposure to sunlight or wind
9

n the leaf and thus to a different leaf-turgor pressure behaviour.
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Fig. 5. K-Fold validation split by sensors.

For these reasons, the data relating to the readings of the same sensor are handled as an inseparable set. Thus, to randomly
split the dataset, instead of randomly choosing a set of rows as described in [56], the whole data of a sensor is randomly assigned
together to either the training set or the validation set.

So, validating with readings from sensors that are not in the training set implies that the models will be able to apply what they
have learned to unknown situations, i.e., to classify the correct or incorrect status of sensors attached to leaves of trees that do not
have similar behaviour to the devices with which the model has been trained.

Note that these considerations are made because the results achieved in the first stages of training, when the dataset was randomly
divided regardless of whether the readings from the same sensor belonged to both the validation or training set, led to the undesired
scenario described above, i.e. the models do not generalise as expected.

4.1.2. Application of the validation metrics
In order to achieve reliable results in terms of performance measurements, cross-validation is applied [57]. Taking into account

the considerations made in Section 4.1.1, the cross-validation is carried out using in each iteration the data from one sensor for
testing and the data from the rest for training, as shown in Fig. 5. It is worth mentioning that the dataset used for training and
testing at each fold is not only composed of the faulty records of the sensors but an equal number of correct records (as it is the
majority class) is sampled in order to balance the classes.

The results achieved in each iteration are weighted, i.e. multiplied by the size of the sensor dataset reserved for validation. It
has been considered suitable to weigh the results as there are sensors with significant variations in the number of errors made. In
this regard, it is considered inappropriate for a sensor with a single fault well identified by the learning models, that could achieve
a 100% of accuracy, to have the same weight in the final performance assessment as a sensor with 50 errors and 85% accuracy.

Taking the above-mentioned into consideration, the following Eq. (12) indicates how to calculate a performance metric
(e.g. accuracy, precision, recall, f1-score and the AUC-ROC) with the sensor-weighted cross-validation method.

𝑀𝑒𝑡𝑟𝑖𝑐 = 1
𝑛𝐹 + 𝑛𝐶

×
𝑠𝑒𝑛𝑠𝑜𝑟𝑠
∑

𝑖=1
𝑀𝑒𝑡𝑟𝑖𝑐𝑖 × (𝑛𝐹𝑖 + 𝑛𝐶𝑖) (12)

Where 𝑀𝑒𝑡𝑟𝑖𝑐 is the weighted average of the performance metric throughout the cross-validation process, 𝑛𝐹 and 𝑛𝐶 are the
total number of faulty and correct records of the dataset respectively, 𝑠𝑒𝑛𝑠𝑜𝑟𝑠 represents the set of the 18 sensors included in the
dataset, 𝑀𝑒𝑡𝑟𝑖𝑐𝑖 is the performance reported by the validation metric in the cross-validation iteration 𝑖, and 𝑛𝐹𝑖 and 𝑛𝐶𝑖 are the
number of faulty and correct records respectively of the sensor reserved for testing purposes in the cross-validation iteration 𝑖.

In other words, the expression explained above calculates the weighted average of the performance metric throughout the cross-
validation process. Thus, at each iteration of the cross-validation process, the performance obtained is multiplied by the size of the
sensor dataset reserved for validation (𝑛𝐹𝑖 + 𝑛𝐶𝑖). Finally, the resulting amount of the 18 iterations is divided by the total data size
(𝑛𝐹 + 𝑛𝐶).

4.2. Experiment setup and experimentation

The motivation, reasoning, set-up, experimentation and results achieved in each experiment are illustrated below.

4.2.1. Experiment 00: First approach, applying the techniques of related works.
This first experiment aims to carry out a first approach to the problem, clarifying whether it is possible to identify faulty sensors

in a real application case by means of the findings and pre-processing techniques used in related works, which are theoretical.
As discussed in depth in Section 2, in these related works the faults are artificially injected and usually do not apply to specific

sensors but are generalist. The most recent ones, employ ML algorithms to generate classification models capable of classifying the
measurements as correct or incorrect. All of them hardly apply any pre-processing techniques to the data, however, they achieve
very high performances in detecting erroneous measurements.
10
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Fig. 6. ROC curve and AUC for the ML models developed in Experiment 00 (A).

Table 5
Experiment 00 (A) results. The values given for the metrics are the weighted average of all iterations of the cross-validation.
Algorithm Accuracy Precision Recall F1-Score AUC MCC Kappa

SVM 56.2% 61.6% 56.2% 51.3% 0.58 0.17 0.12
DT 52.7% 52.8% 52.7% 51.7% 0.53 0.05 0.05
NB 55.8% 58.5% 55.8% 53.3% 0.57 0.14 0.12
LR 53.9% 55.5% 53.9% 52.5% 0.59 0.09 0.08
kNN(k=7) 52.6% 52.7% 52.6% 51.7% 0.54 0.05 0.05

In [22], measurements from temperature and voltage sensors are used and no pre-processing techniques are applied to the data
before feeding it into the ML algorithms, the authors achieve around 90% of accuracy in classifying the measurements as correct or
incorrect. Moreover, in [23], signals from sensor-monitored wind turbines are used, faults are injected and data are fed into the ML
algorithms. Only Random Forest is applied for the selection of the most representative features; no further preprocessing techniques
are specified, however, the authors report 99.9% of accuracy in detecting incorrect measurements.

Thus, the aim of the first part of Experiment 00, i.e. Experiment 00 (A), is to follow the approach of these two related works,
where almost no pre-processing techniques are applied to the data. Therefore, in Experiment 00 (A) the ML models are trained
and validated following the cross-validation process explained in Section 4.1.2 without applying any pre-processing techniques.
Each record is composed of only three features, i.e. two input features, a leaf-turgor pressure measurement and a leaf temperature
measurement at a specific time instant, together with the class label or output feature (correct or incorrect).

Table 5 shows the Experiment 00 (A) results. Note that in this table, the neighbours of kNN (k) are set to seven (k=7). This
is the result of a grid search process [58] that has been carried out to identify the optimal number of neighbours in kNN. Thus,
after applying this process, seven neighbours (k=7) were found to be optimal for maximising the performance of the kNN models.
On the other hand, the weighted average of ROC curves and AUC values can be observed in Fig. 6. Moreover, Fig. 15 included
in the appendix ( Appendix) shows not only the weighted average but also the performance of each individual sensor through the
cross-validation process.

In view of the results achieved (see Table 5), it is shown that the classification performance of the measurements is very poor
following the strategies of [22,23]. This is probably because it is a real use case with real faults, and more data pre-processing
techniques are needed to increase the performance. However, no random classification is being performed, e.g. 50% of accuracy,
as around 56% of this metric is obtained in the case of SVM or NB.

On the other hand, there are related works in the literature that already include Re-frame Time Series as Supervised Learning, such
as [20,21], where this pre-processing technique is applied. In both studies, data from two humidity and temperature sensors at the
11
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Fig. 7. ROC curve and AUC for the ML models developed in Experiment 00 (B).

Table 6
Experiment 00 (B) results. The values given for the metrics are the weighted average of all iterations of the cross-validation.
Algorithm Accuracy Precision Recall F1-Score AUC MCC Kappa

SVM 56.1% 61.2% 56.1% 51.2% 0.58 0.16 0.12
DT 52.4% 52.4% 52.4% 51.1% 0.52 0.04 0.04
NB 55.7% 58.3% 55.7% 53.1% 0.57 0.14 0.11
LR 53.7% 55.2% 53.7% 52.3% 0.59 0.09 0.07
kNN(k=7) 52.5% 52.6% 52.5% 51.6% 0.53 0.05 0.05

University of North Carolina at Greensboro are used and three consecutive time steps are employed to generate the time series,
thus generating records of 12 input features or dimensions, i.e., two temperature and humidity measurements at each time step,
since there are two sensors, for three consecutive time instants. No further pre-processing techniques are applied in these studies,
however, in both cases, an accuracy of around 95% is achieved in the detection of incorrect measurements.

Therefore, in the second part of this experiment, i.e. Experiment 00 (B), the aim is the same as in the first part, but now Re-
frame Time Series as Supervised Learning is applied in the same manner described in the two related works [20,21] discussed above.
Since this is the only pre-processing technique used in both related works, in Experiment 00 (B) the measurements are fed into the
ML algorithms without further pre-processing. The generated records have seven dimensions, i.e. six input features, which are the
leaf-turgor pressure and leaf temperature of three consecutive time instants, together with the class label or output feature.

Note that, as in related works, the generated time series are composed of three measurements or time steps spaced a few minutes
or even seconds apart. This leads to the leaf-turgor pressure and leaf temperature values being practically identical throughout the
time series, however, this has been done on purpose as the aim of this first experiment is to follow as similarly as possible the
techniques applied in the related works, assessing its applicability to a real use case such as the one in this paper.

Table 6 shows the Experiment 00 (B) results. The weighted average of ROC curves and AUC values can be observed in Fig. 7.
Moreover, Fig. 16 included in the appendix ( Appendix) shows not only the weighted average but also the performance of each
individual sensor through the cross-validation process.

The results of Experiment 00 (B) are quite similar to those of Experiment 00 (A). A clearly insufficient performance is achieved,
however, the classification is not random, as about 56% of accuracy is achieved for SVM and NB in classifying the time series as
correct or incorrect.

This first approach has shown that the few pre-processing techniques applied in the related works are insufficient in a real
application case such as the one addressed in this paper. The related works are theoretical and generalist and faults are artificially
12
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Fig. 8. ROC curve and AUC for the ML models developed in Experiment 01.

injected, which explains such a drastic loss of performance when applied to the case under study, which is real. However, the
knowledge and techniques used in the related works seem to be useful in the present case as no random classification has been
performed, which means that the models have been able to learn some patterns from the data. In this regard, it is expected that
based on the knowledge of the related work and by applying new preprocessing techniques, as well as better adapting them to the
problem under study, the performance will be improved, which is what is done in the following experiments.

4.2.2. Experiment 01: Incorporation and adaptation of basic pre-processing techniques to our real problem
In view of the poor performance results achieved in Experiment 00, where the findings and the few pre-processing techniques

used in the related work were applied, the aim of this experiment is to increase the performance of the learning models by including
new data pre-processing techniques, as well as better adapting them to the real problem under study. Furthermore, this experiment
also aims to build a first pre-processed dataset that can be used as a basis for the rest of the experiments.

As described in Section 4.1.1, the original dataset consists of 974,493 rows. This is the result when sensors publish a measurement
every two-three minutes during one year’s fruit ripening cycle. With the aim of determining whether lower data resolution, i.e. fewer
measurements per hour, provides the same knowledge to the learning models, the undersampling technique has been applied.

In this regard, the best results in terms of the performance of the learning models were obtained when using one row per hour.
After the hourly undersampling, the dataset reduced the number of rows from 974,493 to 59,534.

In terms of training, this reduction means more feasible training in terms of the application of further pre-processing techniques,
the use of less computational power, and high speed to train models. Regarding the deployment of the model in an IoT system,
this reduction implies lower energy consumption of the devices in terms of gathering and publishing data, lower bandwidth usage,
lower energy and computational costs of the component involved in pre-processing the data collected by sensors (to provide reliable
inputs to the model), lower energy and computational costs in the execution of the model, etc.

Since experts use the daily (24-hour) leaf-turgor pressure curves to determine whether a sensor is performing correctly or not
(Section 3.2), the training of the models has been approached in the same way, including not only the leaf-turgor pressure but
also the leaf temperature measurements as input features for the algorithms. Thus, once the hourly undersampling was applied, the
re-frame of time series as supervised learning has been made using the measurements of 24 time steps. These time series have 48
input variables (𝑋), i.e. the leaf-turgor pressure and leaf temperature of 24 h, and one value that represents the error code of that
24 measurements as the output variable (𝑌 ). Note that the time series where the 24 h do not share the same error code has been
deleted.

Finally, the MinMax normalisation of the magnitudes according to the maximum and minimum values measured by each sensor
has been performed. This is because, as experts reported, each magnitude moves in slightly different ranges for each sensor.
13
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Table 7
Experiment 01 results. The values given for the metrics are the weighted average of all iterations of the cross-validation.
Algorithm Accuracy Precision Recall F1-Score AUC MCC Kappa

SVM 62.4% 64.4% 62.4% 60.7% 0.72 0.27 0.25
DT 58.0% 58.5% 57.9% 55.9% 0.58 0.16 0.16
NB 63.3% 64.1% 63.3% 62.1% 0.68 0.27 0.27
LR 58.5% 58.7% 58.5% 57.4% 0.64 0.17 0.17
kNN(k=7) 59.8% 59.8% 59.8% 58.3% 0.65 0.20 0.20

Fig. 9. ROC curve and AUC for the ML models developed in Experiment 02.

In short, in this first experiment, the data have been reduced from 974,493 to 59,534 rows, re-frame to time-series (dimensionality
of 48 variables, i.e., the leaf temperature and leaf-turgor pressure of 24 h, and a label indicating whether the series is faulty or not)
and MinMax normalised.

Table 7 shows the Experiment 01 results. The weighted average of ROC curves and AUC values can be observed in Fig. 8.
Moreover, Fig. 17 included in the appendix ( Appendix) shows not only the weighted average but also the performance of each
individual sensor through the cross-validation process.

In view of the results, this second experiment evidences that the problem can be tackled by ML techniques and the dataset
gathered. This is evidenced by the fact that about 60% of f1-score was obtained by classifying the test data, achieving an 8%
increase in the value of this metric compared to Experiment 00, which was around 52%. Accuracy values have also increased for
all algorithms by about 6% compared to the previous experiment.

On the other hand, one of the most relevant performance metrics in this problem is the AUC ROC, which determines the ability
of models to discriminate between classes, i.e. the ability of the model to classify incorrect measurements as incorrect and correct
measurements as correct (thus avoiding false positives/negatives) [59]. AUC ROC is key in this problem because when a sensor is
identified as faulty, experts have to go to the country to inspect and fix the faulty sensor. Therefore, low AUC ROC, or in other
words, the frequent occurrence of false positives, implies that experts would have to go to the country unnecessarily frequently,
which is an undesirable scenario.

Currently, an AUC ROC of 0.72 has been achieved for the case of SVM (an improvement of 0.14 points over Experiment 00).
This AUC ROC performance is not yet acceptable, however, in view of the rest of the performance metrics, the AUC ROC achieved
could be considered high. Therefore, it could be that as the other performance metrics improve, the AUC ROC will also improve.

4.2.3. Experiment 02: In-depth dataset analysis and learning model performance improvement
The aim of this experiment is the improvement of the performance of the learning models, as the performance achieved in

Experiment 01 is not enough to replace experts.
14
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Fig. 10. Leaf-turgor pressure measurements from a sensor normalised without taking into account range shifts (A), and normalised taking into account the range
shifts (B).

Table 8
Experiment 02 results. The values given for the metrics are the weighted average of all iterations of the cross-validation.
Algorithm Accuracy Precision Recall F1-Score AUC MCC Kappa

SVM 81.5% 81.7% 81.5% 80.8% 0.91 0.63 0.63
DT 70.7% 71.9% 70.7% 70.1% 0.68 0.39 0.37
NB 71.1% 73.0% 71.1% 69.7% 0.78 0.44 0.42
LR 69.7% 71.0% 69.7% 67.9% 0.79 0.40 0.39
kNN(k=7) 78.0% 78.7% 78.0% 77.1% 0.86 0.57 0.56

In this regard, analysing the dataset, it is observed that sensors’ measurements present range shifts in their measurements (see
Fig. 10). As can be seen in Fig. 10, these range shifts occur abruptly at specific time instants. Analysing the data in more depth,
it was found that these time instants match the time instants at which a sensor is detected as faulty. According to expert opinion,
these range shifts are the result of fixing the sensor. Thus, after a sensor fault, experts place the sensor again correctly, often in a
different position or even changing the leaf, which shifts the range in which the sensor was gathering its measurements.

Therefore, in this second experiment, an improved MinMax normalisation of the measurements of each sensor is performed taking
into account the above-described range shifts.

Furthermore, analysing the dataset, it has been noticed that when sensors’ measurements are identified as faulty, several previous
days of correct measurements have also been labelled as faulty. After seeking expert opinion, it was reported that since a sensor is
manually identified as faulty, the previous days’ measurements are also labelled as incorrect to ensure the correctness of the data
for subsequent studies. Furthermore, it has been noticed that when a faulty sensor is fixed, experts also label all measurements of
that sensor for that day as incorrect.

This is a key aspect to take into account as introducing mislabelled measurements into ML algorithms might have a negative
impact. So, Mislabels correction has been applied in this experiment by removing all the measurements that are susceptible of have
being mislabelled.

Table 8 shows the Experiment 02 results. The weighted average of ROC curves and AUC values can be observed in Fig. 9.
Moreover, Fig. 18 included in the appendix ( Appendix) shows not only the weighted average but also the performance of each
individual sensor through the cross-validation process.

Thus, applying the above pre-processing techniques, this second experiment achieves a performance of 80.8% of f1-score in the
case of SVM, an 18.7% more than the best result reported by Experiment 01 (62.1% of f1-score in the case of NB and kNN(k=7)).
Furthermore, the AUC ROC achieved is 0.91, also in the case of SVM (0.19 more than the best case reported by Experiment 01).
According to experts’ opinion, this increased performance brings learning models closer to an expert in terms of identifying sensor
faults.

Therefore, in view of the results obtained, this model could replace the experts in the identification of sensor faults.

4.2.4. Experiment 03. Fine-tuning of the model.
This experiment aims to further increase the performance achieved in Experiment 02. In this regard, there are techniques that have

not yet been applied, such as data-augmentation techniques (Oversampling), which could increase the performance of the models in
problems where the number of samples is low.
15



Internet of Things 23 (2023) 100829A. Barriga et al.
Fig. 11. ROC curve and AUC for the ML models developed in Experiment 03.

Table 9
Experiment 03 results. The values given for the metrics are the weighted average of all iterations of the cross-validation.
Algorithm Accuracy Precision Recall F1-Score AUC MCC Kappa

SVM 84.9% 84.9% 84.9% 84.2% 0.94 0.71 0.70
DT 75.8% 76.8% 75.8% 75.1% 0.76 0.54 0.53
NB 71.4% 73.1% 71.4% 69.8% 0.80 0.45 0.43
LR 74.1% 74.5% 74.1% 73.0% 0.82 0.49 0.48
kNN(k=7) 84.8% 85.9% 84.8% 84.2% 0.91 0.71 0.70

Thus, data-augmentation techniques have been applied. These techniques have been considered particularly interesting for two
reasons: (1) The first reason refers to the common benefit of increasing data when dealing with a ML problem, i.e. increasing the
number of instances of a particular class allows models to gain more knowledge of this class, learning better and performing better
at classifying instances of this class [60]. (2) Secondly, note that the learning models are not only trained and tested with faulty
records, but an equal number of correct records is taken, thus providing balanced sets with respect to the two possible classes (faulty
measurement and correct measurement). Since incorrect measurements are the minority class, when sampling an equal number of
correct records to balance the classes there are a lot of correct measurements that are not included (around 97% of the total).
Therefore, increasing the number of incorrect records also means increasing the percentage of correct records that are considered
to train and test the learning models. In this way, the algorithms are fed with a wider variety of correct measurements.

The applied data augmentation technique consists of increasing and decreasing incorrect measurements slightly in a random
way, generating new measurements similar to the previous one, thus giving the models more variety of possible incorrectly behaving
measurements. In this regard, the best results were achieved by generating three new faults from each original fault.

Table 9 shows the Experiment 03 results. The weighted average of ROC curves and AUC values can be observed in Fig. 11.
Moreover, Fig. 19 included in the appendix ( Appendix) shows not only the weighted average but also the performance of each
individual sensor through the cross-validation process.

In this final experiment, an 84.2% of f1-score is achieved with the SVM algorithm, a 3.4% more than in Experiment 02 (80.8%
in the case of SVM). This performance also improves AUC, achieving a 0.94 of AUC.

To sum up, the best learning model presents an 84.2% f1-score and 0.94 AUC, making it feasible to replace experts, thus
automating the process of identifying faulty sensors.

In the following sections, a novel methodology for tackling similar problems involving time series and sensor data will be
presented. Furthermore, it will be illustrated how to integrate the resulting ML model into an IoT system so that it can be already
deployed and exploited for sensor fault detection in plum tree orchards.
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Fig. 12. Flowchart relating the proposed methodology to the main phases of a data science project.

5. Proposed methodology for sensor fault detection in time series

In this paper, not only a learning model for sensor fault detection has been developed together with an IoT system, but also
an entire approach for sensor time series classification has been illustrated in a real use case. Since the techniques and knowledge
achieved in this work could help to successfully tackle similar problems that integrate time series and sensors with less time and
effort, this section presents a methodology that summarises such key ideas and techniques.

Fig. 12 relates the proposed methodology to the main phases of a traditional data science project. Note that in Fig. 12, the
traditional steps of a data science project are shown with a dotted border, in contrast to the novel steps proposed in the methodology,
which are shown with a solid border. These novel steps proposed in the methodology affect most phases of a data science project,
ranging from the exploratory data analysis to the training and validation of ML models (see Fig. 12). The steps of the proposed
methodology are explained in detail below:

• Determining the seasonality of the measured magnitude. One of the first steps in tackling a problem involving times
series is to determine the seasonality time period of the measured magnitude, i.e. the time period in which optional patterns
of behaviour are repeated. In the case of the problem addressed in this article, the seasonality time is 24 h since as can be seen
in Fig. 3, the leaf-turgor pressure increases during the day with the rise of the sun and decreases at night, which corresponds
to the tree’s photosynthesis cycles. In addition, the other measured magnitude is the leaf temperature, which is also directly
related to the daily cycles. Moreover, as the experts said, they displayed 24-hour charts to label the measurements as correct
or incorrect. In other problems, seasonality periods can range from a few minutes to weeks, months or even years.

• Parallel coordinate display. To further time series analysis, plots with parallel coordinates can be generated. This paper
includes two charts of this nature in Figs. 3 and 4, with 30 days from 00 a.m. to 11 p.m. of measurements classified as correct
and incorrect by the experts, respectively. With these charts, it is possible to notice particular patterns and behaviours in the
data that provide information and a better understanding of the problem. Note that the visualisation of this type of chart is
extremely useful for determining the seasonality time discussed in the previous point.

• Normalisation according to range-shifts. As discussed in Experiment 02 in Section 4, a normalisation according to features
and even differentiating between sensors is not always enough. It is possible that different ranges of values may be measured
for the same magnitude within a sensor (see Fig. 10). In the particular case of this work, ranges shifts occur when CICYTEX
workers detect faults in the sensors and change the position or even the leaf where the sensor is attached. This is a non-
trivial issue, and the normalisation according to each range shift has produced in this work a substantial improvement in the
performance of the learning models. Note that in other problems this situation could also occur, especially with the emerging
digital transformation of the agricultural sector with greater monitoring of crops with sensors attached to leaves or tree trunks,
where the amplitude of the measured magnitude can be dependent on the exact point where it is placed, as occurs in this work.

• Re-frame Time Series as Supervised Learning. After proper analysis and normalisation of the dataset, a time series classifi-
cation or forecasting problem can be approached as a supervised ML problem by reformatting the data, using the previous
measurements of 𝑁 time steps as the input variables (𝑋) and the value of the next time step or a label as the output variable
(𝑌 ) [36]. For the particular case of this paper Re-frame Time Series as Supervised Learning is applied considering 24 h or time
steps of leaf temperature and leaf-turgor pressure measurements as input variables (48 features), together with a class label
17
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that indicates whether the time series of measurements has been classified as correct or incorrect by the experts. Table 3 shows
an illustrative example of the records for a classification problem in which measurements of two variables from two previous
time steps are considered to determine a label.

• Split by sensors to train and validate models. As discussed in Section 4.1.1, learning models are trained and validated so
that data from the same sensor are never in both stages. Note that in a tree, leaves are oriented towards different cardinal
points, have different exposure to the sun or may be older or younger, among other factors, this results in each sensor showing
particular leaf-turgor pressure behaviours. Validating with data from sensors not used for training ensures that the performance
metrics obtained correspond to the actual performance of the models, since in future it will have to classify measurements
from sensors attached to leaves that have never been seen before in the training phase. This is something that can occur in
other problems involving time series, especially in the agricultural sector with sensors on crop leaves, therefore validation of
models with data from sensors other than those used to train them may also be necessary to ensure that models are able to
generalise properly.

• Sensor weighted cross-validation. As discussed in the previous point, in order to properly calculate the performance metrics
of the models it is sometimes necessary to validate with data from sensors that have never been seen in the training phase.
Thus, an alternative version of k-fold cross-validation is proposed in this article (see Section 4.1.2), where the division between
folds is made by sensors, always saving the measurements of one sensor for testing and training with the measurements of the
remaining ones. Therefore, there are as many folds as sensors. In each fold, the metrics obtained are weighted to calculate
the average, given that there are sensors with more data and faults than others. This validation process can be applied to
many other problems, where segregating by sensors for training and testing is necessary to ensure that the models generalise
properly. Furthermore, AUC ROC charts can be computed by following the same sensor cross-validation process. See Fig. 11
where the AUC ROC folds of Experiment 03 are displayed for every single fold or sensor, and the weighted average ROC curve
is calculated and plotted thicker in blue.

As shown, many of the techniques and knowledge achieved in this work can be applied to similar problems involving sensors and
ime series. In this section, a complete methodology has been proposed to tackle this type of problems, ranging from the analysis
f the time series by visualising parallel coordinate charts and determining the seasonality of the measured magnitude, through the
ransformation of the data so that time series classification and forecasting problems can be tackled as supervised ML problems, to
he validation of the results, including as well an alternative cross-validation process that separates training and test sets by sensors
n each fold. Therefore, many related future works involving time series could be based on the proposed methodology and thus
educe the development cost in time and effort, as well as improve the results in terms of performance.

. IoT-based expert system for leaf-turgor pressure sensor fault detection

This section proposes an IoT-based expert system that integrates the learning model trained through the experiments described
n Section 4. In this regard, this section is structured as follows: Section 6.1 describes the motivation for developing the IoT system.
ection 6.2 identifies some design requirements that the proposed system has to reach. Section 6.3 presents the design, main layers
nd components of the system. Finally, Section 6.6 conducts a discussion about the trade-offs of the system design.

.1. IoT-based expert system. Motivation

In this communication, a learning model that is able to identify faulty leaf-turgor pressure sensors has been developed. However,
o take advantage of this learning model, it has to be integrated into the WSN of leaf-turgor pressure sensors. Therefore, the main
otivation for developing this IoT system is to integrate and take advantage of the trained learning model in a real system. Thus,

lso showing how the learning model can be deployed as part of an IoT system, its role within the system, interactions with the
ther devices or software components, etc.

.2. Iot-based expert system. Design requirements

The IoT currently has several open challenges that should be taken into account in the development of any IoT system.
urthermore, depending on the IoT system, addressing some of these open challenges is a must. Thus, the open challenges that
ave been considered key to the IoT system that has been developed in this communication are: (1) Interoperability, (2) Energy
wareness, and (3) Scalability.

In the context of IoT, interoperability is understood as the property that allows an IoT system to operate with a third party, such
s another IoT system, an application, etc. [10]. This open challenge has to be addressed in the proposed system, as the sensor fault
etection system could be a part of a larger IoT system that requires such fault detection service (e.g. a smart irrigation system).
herefore, the IoT system has to be interoperable.

On the other hand, given the current scenario of climate change [61], the challenges to be overcome by many countries towards
he exclusive use of green energies [62], the limitations of the IoT itself, such as the low battery life of some IoT devices [63] (as in
he case of leaf-turgor pressure sensors), and also the context of our research, energy consumption needs to be optimised as much
s possible. For these reasons, the IoT system has to be energy-aware.

Finally, scalability can be defined as the property that ensures that, regardless of the size of the IoT system (number of devices
onnected to it), the performance of the IoT system will not be negatively affected [10]. Since the IoT system that has been developed
18
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Fig. 13. Software architecture of the IoT-based expert system.

6.3. Iot-based expert system. Design, layers and components

This section presents the proposed IoT system’s design, main layers and components. For the sake of clarity, each layer is
presented below specifying its aim and components. Thus, layers, their components and interrelationships are described. Note that,
to describe the elements better, the numerical and alphabetical labels shown in Fig. 13 are used below as references in the text.
These references are used for layers and components by means of the expression [layer or component name] X⃝, where 𝑥 is
the label associated with the [layer or component name] in Fig. 13. References are used for relationships by means of the
expression (relationship n⃝), where n is the label associated with the relationship in Fig. 13, avoiding its name.

• Leaf-turgor pressure sensors Layer A⃝
Aim. This layer represents the WSN of leaf-turgor pressure sensors deployed on the plum tree farm. The purpose of this layer
is to feed measurements into the system, where each individual measurement will be classified as correct or faulty.
Interrelationships. The sensors from the Leaf-turgor pressure sensors layer periodically publish their measurements
in the MQTT Broker B⃝(relationship 1⃝).

• MQTT Broker B⃝
Aim. The purpose of this component is to allow communication between the other layers and components of the IoT system
through the Message Queuing Telemetry Transport (MQTT) protocol, based on the publish–subscribe pattern. In the proposed
IoT system in Fig. 13, the message broker that implements the MQTT protocol Eclipse Mosquitto [64] is used.
Interrelationships. As the central element driving the communication, the MQTT Broker has several interrelationships. These
interrelationships will be explained below in each component and layer description.

• Persistence Layer C⃝
Aim. The main purpose of this layer is to provide persistence to all data sent by the Leaf-turgor pressure sensors
layer A⃝. Thus, this layer provides persistence to both, raw and labelled sensor measurements (as correct or incorrect). Also
allows other components to query such data.
Components:

– DB Manager. The aim of this component is to receive and insert into a database all the raw sensor measurements
published in the MQTT Broker B⃝by the Leaf-turgor pressure sen- sors layer A⃝, as well as labelled sensor
19
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measurements published in the MQTT Broker B⃝by the Machine Learning layer (Expert System) D⃝. To do
that, first, it subscribes to the topics provided by the MQTT Broker B⃝where the Leaf-turgor pressure sensors
layer A⃝publish their measurements (relationship 2⃝). Each time a sensor measurement is published in the MQTT
Broker B⃝the DB Manager receives it (relationship 3⃝) and inserts the sensor reading into the database (MongoDB) as a
JSON document (relationship 4⃝). In addition, it also subscribes to the topic of the MQTT Broker B⃝where the Machine
Learning layer (Expert System) D⃝publish labelled sensor measurements (relationships 2⃝and 11⃝), and stores
received sensor measurements labelled as correct or incorrect in a different collection in the database (relationship 4⃝).

– DB. The purpose of this component is to store sensor measurements and machine learning classifications. Thus, the raw
measurements sent by the sensors are stored in one collection, and the measurements labelled as correct or incorrect by
the Machine Learning layer (Expert System) D⃝are stored in a separate collection. In the proposed IoT system
in Fig. 13, the NoSQL database MongoDB [65] is used.

• Machine Learning Layer (Expert System) D⃝
Aim. The purpose of this layer is to classify and label as correct or incorrect the raw sensor measurements sent by the Leaf-
turgor pressure sensors layer A⃝, as well as to publish the labelled sensor measurements in the MQTT Broker
B⃝.
Components:

– Data pre-processor. The purpose of this component is to perform all the necessary pre-processing techniques to
adapt the sensor measurements to the learning models. Thus, reliable and properly formatted data is provided to the
learning models. In this way, the learning models are able to classify the sensor measurements as correct or incorrect.
Note that the pre-processing techniques applied are those previously discussed in Section 3.3.1.

– Learning Model. This component hosts the best-performing learning model developed in the experiments (Section 4).
The aim of this component is to classify the data published by the Leaf-turgor pressure sensors layer A⃝as
correct or incorrect. Thus, through the HyperText Transfer Protocol (HTTP), the service receives the sensors’ measure-
ments already pre-processed from the Data pre-processor component. Then, it returns the sensors’ measurements
together with the classification performed by the model (0=incorrect; 1=correct).

– ML Manager. This is the core component of this layer. Its purpose is to manage the flow of data between the above-
described components. Thus, the ML Manager periodically queries the latest measurements from the raw or unlabelled
collection of the DB in the Persistence layer C⃝(relationships 5⃝and 6⃝). These raw sensor measurements are sent to
the Data Processor component (relationship 7⃝) which applies all the necessary transformations and pre-processing
techniques to the data and sends it back to the ML Manager (relationship 8⃝). Then, the properly pre-processed and
formatted data is sent to the Learning Model component (relationship 9⃝). In this way, the sensors measurements are
classified and the result (labelled measurements) is returned to the ML Manager (relationship 10⃝), which publishes it
in the MQTT Broker B⃝(relationship 11⃝).

• Clients Layer E⃝
Aim. The purpose of this layer is to represent the target users of the IoT system, who exploit the learning model to detect
faults in the leaf-turgor pressure sensors deployed in plum tree farms. Note that target users can be people as well as other
computer systems.
Interrelationships. The Clients layer is subscribed to the classification reports in the MQTT Broker B⃝(relationship 12⃝). So,
every time the Machine Learning layer D⃝publishes a new labelled measurement, it will be received by the Clients
layer E⃝(relationship 13⃝). Note that with this approach the target users do not have to worry about the internal logic of the
system that works as a black box for them. Once the sensors publish their raw measurements in the appropriate topic of the
MQTT Broker B⃝, they are only responsible for subscribing to the topic in the MQTT Broker B⃝where the labelled sensor
measurements are published.

• Leaf-turgor pressure sensors fault detection system F⃝
Aim. This box encompasses all the elements previously described and can be considered as a single entity. It is the IoT-based
expert system for fault detection in leaf-turgor pressure sensors that integrates and exploits the best learning model developed
in the experiments (Section 4). This system persistently stores the sensor measurements and allows them to be queried, both
raw and labelled (classified as correct or incorrect). Thus, it allows third parties applications or users to query such data
through the Interoperability layer G⃝.
Interrelationships. Its interrelationships are discussed below, as they are related to the Interoperability layer G⃝.

• Interoperability Layer (Middleware) G⃝
Aim. The purpose of this layer is to allow any application or user to query and consume sensor records from the Leaf-turgor
pressure sensors fault detection system F⃝, both raw, i.e. the data directly stored from sensors measurements, and
labelled (as correct or incorrect), i.e. the data after the application of the pre-processing techniques and the learning model.
Interrelationships. Thus, this layer acts as middleware (REST API) that allows any application or user that is not able to use
the MQTT protocol to query data from the IoT system’s persistent storage (relationships 16⃝, 14⃝and 15⃝). Thus, after receiving
a request, the middleware returns such data to the user or application that requested it (relationship 17⃝).

H

20

• Other IoT systems ⃝



Internet of Things 23 (2023) 100829A. Barriga et al.

f

t
a
p
s

a
h
(

6

a
t
i
c

a

f
c

i
s
c
g

m
o

s
d
e
t
o

Aim. This layer represents all IoT systems that could take advantage of the Leaf-turgor pressure sensor fault
detection IoT system F⃝through the Interoperability layer (Middleware) G⃝. Note that the Interoper-
ability layer (Middleware) G⃝ensures that any third IoT system, regardless of its particular communication protocols
and properties, can consume the proposed IoT system for fault detection. An example could be a smart irrigation system, which
detects faults automatically without the need for an expert to manually check the sensors.

Finally, note that the proposed system integrates MQTT, which is associated with an event-driven architecture (EDA), with REST
unctionality. The reason for not adopting a purely EDA or purely REST solution is described below.

An event-driven architecture allows data to be managed by using publish–subscribe communication protocols, which help us
o improve internal components’ reusability, design low coupling systems and improve aspects such as fault tolerance, energy-
wareness and scalability [66–68]. On the other hand, REST APIs make it possible to describe single entry points for service
rovisioning/consumption, either between system components or for third-party components that could be integrated with the
ystem.

Thus, both paradigms can (should) be used together, using each of them according to the application context in order to take
dvantage of their strengths. So, in this work, the following application criteria have been followed: EDA if (1) The data does not
ave a specific recipient, (2) No response is expected from the recipients and (3) The data is not a response to a request. REST if
1) The data has a specific recipient, (2) A response is expected from the recipients or (3) The data is a response to a request.

.4. Infrastructure of the proposed IoT-based expert system

In this section, the infrastructure of the proposed IoT-based expert system is described. Thus, this section addresses aspects such
s the network topology adopted, the protocol stacks used, the hardware employed for each node of the system, the technologies
hat support the WSN architecture (Fig. 13 A⃝) as well as the platforms that support the deployment of the rest of the system,
.e. Persistence, ML and Interoperability layers (Fig. 13, labels C⃝, D⃝and G⃝respectively). Note that, for the sake of
larity, a graphical summary of this section is shown in Fig. 14.

Thus, first of all, before describing the infrastructure design of the system, the system model, i.e. the characteristics and
ssumptions of the system that need to be taken into account throughout this design process, has been defined.

• Scalability is one of the requirements of the system as described in Section 6.2. So, large-scale WSNs are expected.
• The leaf-turgor pressure sensor layer (WSN, Fig. 13 A⃝) is deployed in a different location from the ML layer (where predictions

are made, Fig. 13 D⃝). So, the Internet is required to connect the WSN to the Base Station (BS), i.e. the platform on which the
ML layer is deployed (Microsoft Azure [69]).

• Sensors are only needed at the defined control points (see Fig. 1). Thus, the leaf-turgor pressure sensors are deployed in the
same area but grouped in these control points.

• Sensors gather data at a fixed rate (five minutes).
• Sensor fault identification is carried out at a fixed rate (hourly).
• Sensors are homogeneous, i.e. have the same computing power, energy consumption, battery life, processes and data gathering

rate. In this regard, note that the sensors’ hardware is constrained.
• Internet access is provided through WiFi (IEEE 802.11 [70]).
• Sensors do not have a WiFi card, although they come equipped with a Bluetooth 4.2 LE (BLE) module.
• Energy-awareness is one of the requirements of the system as described in Section 6.2. So, energy-efficient protocols are

required.
• Both leaf-turgor pressure sensors and the Base Station (BS), are static after deployment.

Thus, from this system model and studies such as [71] or [72], it has been considered that the most appropriate WSN topology
or the proposed system is the Cluster-based topology. In this way, each control point, where sensors are grouped, is managed as a
luster of the WSN.

Concerning the communication between the WSN and the BS, there are several key aspects related to the system model to take
nto consideration before its design. Firstly, leaf-turgor pressure sensors lack WiFi, which is required to connect to the Internet and
end the collected data directly to the BS. Secondly, energy-awareness is crucial in this design stage because of the sensors’ hardware
onstraints and the aim of designing a green IoT system (Section 6.2). Thirdly, sensors come with a BLE module to transmit the
athered data.

Bearing in mind these aspects and analysing BLE features such as its energy-awareness in low-rate data transmissions, in sleep
ode and when establishing communication [73,74], it has been considered appropriate to use this technology for the transmission

f the collected data.
Then, to enable the sending of the data gathered to the BS, a new device with BLE (in order to collect the data gathered by

ensors) and WiFi (in order to connect to the Internet), has to be added to the WSN. According to these requirements, the included
evice is the RaspBerry Pi 3 B+ [75], which has been added to each cluster of the WSN with the role of Cluster Head (CH). So,
very five minutes (sensor gathering rate) the CH collects (via BLE) the data gathered by each sensor belonging to its cluster. Note
hat to carry out this transmission, the BLE protocol stack defined in [76] is used. On the other hand, once per hour (prediction rate
21
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Fig. 14. Infrastructure of the IoT-based expert system.

MQTT, which is applied over the TCP protocol through the Internet (IP protocol). In this regard, according to the aforementioned,
the RaspBerries access to the Internet through WiFi.

On the other hand, the infrastructure design of the rest of the system, i.e. the BS, could be summarised in Microsoft Azure and
Kubernetes [77]. Thus, each component belonging to the Persistence, ML and Interoperability layers together with the
MQTT Broker (Fig. 13, labels C⃝, D⃝, G⃝and B⃝respectively) are wrapped in a Docker container, deployed on Microsoft Azure and
orchestrated by Kubernetes. Regarding the communication between these components, they use both MQTT and HTTP over TCP/IP
to interact among them (see Fig. 13). As for the protocols used below TCP/IP, in this case, it will depend on Microsoft Azure.

6.5. Computational complexity analysis of the proposed IoT-based expert system

The computational complexity of a system [78] is usually expressed by the well-known Big-O notation [79]. In short, the Big-O
notation represents the worst-case computational complexity of a system by determining how its time requirements increase as the
size of the inputs grows and approaches infinity [79].

In this section, an analysis from the Big-O notation perspective about the computational complexity of the proposed IoT-based
expert system is carried out. On the one hand, the computational complexity related to the training and running (i.e. make a
classification) of the learning models is addressed. On the other hand, the computational complexity of each layer of the proposed
IoT-based expert system is assessed. In this case, the impact of each learning model on these components (when deployed together)
is also explored.

6.5.1. Computational complexity of the ML algorithms
Firstly, the computational complexity of the learning models is addressed. Although these algorithms belong to the Machine

Learning layer (Expert System) D⃝, they are analysed separately from the rest of the system due to several reasons such
as their relevance within the proposed IoT-based expert system, the presence of additional variables that impact its complexity
(e.g. the number of support vectors in SVM), and the type of analysis, which is carried out from two different perspectives, training
and running complexity.

Thus, Table 10 shows the computational complexity of each ML algorithm applied in this manuscript (see Section 3.3.2). As
mentioned above, this complexity is analysed from two perspectives, training and running complexity. The training complexity is
22
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Table 10
Computational complexity of the applied ML algorithms [80,81].
Algorithm Training complexity Running complexity

SVM (𝑛2𝑓 + 𝑛3) (𝑛𝑠𝑣𝑓 )
DT (𝑛2𝑓 ) (𝑓 )
NB (𝑛𝑓 ) (𝑓 )
LR (𝑛𝑓 ) (𝑓 )
kNN (𝑘𝑛𝑓 ) (𝑛𝑓 )

Table 11
Computational complexity of the proposed Leaf-turgor
pressure sensors fault detection system F⃝ and
each of its layers: Leaf-turgor pressure sensors
layer A⃝, MQTT Broker B⃝, Persistence layer C⃝,
Machine Learning layer (Expert System) D⃝ and
Interoperability layer (Middleware) G⃝.
Layer Computational complexity

A⃝ (𝑛)
B⃝ (𝑛)
C⃝ (𝑛𝑙𝑜𝑔(𝑛))
D⃝ 𝑀𝐴𝑋[(𝑛𝑓 ), 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑀𝑜𝑑𝑒𝑙 ]
F⃝ 𝑀𝐴𝑋[(𝑛𝑓 ), 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑀𝑜𝑑𝑒𝑙 ]
G⃝ (𝑙𝑜𝑔(𝑛))

Table 12
Computational complexity of Machine Learning layer (Expert System).
Machine Learning layer (Expert System) D⃝

𝑀𝐴𝑋[(𝑛𝑓 ), 𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑀𝑜𝑑𝑒𝑙 ]

ML Manager Data pre-processor Learning Model

𝑀𝐴𝑋[(𝑛𝑓 ), (𝑛𝑓 ) Depending on
𝐿𝑒𝑎𝑟𝑛𝑖𝑛𝑔 the algorithm
𝑀𝑜𝑑𝑒𝑙 ] (see Table 10)

related to the time required for the ML algorithms to train the classification models. On the other hand, the running complexity is
related to the time required to perform classifications using these models once they have been trained.

Regarding the variables used to determine the computational complexity of these ML algorithms, 𝑛 is the number of instances
that form the training dataset, 𝑓 is the number of features of each instance, 𝑘 is the number of neighbours specified in kNN and
𝑛𝑠𝑣 is the number of support vectors specified in SVM. Note that these variables represent the inputs to the ML algorithms, whose
growth affects the computational complexity of the training and running processes of the learning models. Finally, it should be
noted that the computational complexity of these ML algorithms has already been addressed in the literature [80,81].

6.5.2. Introduction to the computational complexity of the iot-based expert system and notation used
The computational complexity of an algorithm in terms of Big-O notation can be determined by analysing its code. Specifically,

from the structures that scale in number of operations as the size of the input variables grows, i.e. loops and nested loops [79,82].
This analysis has been carried out for each component that forms the proposed IoT-based expert system. Table 11 shows the
computational complexity determined for each system layer. To carry out this analysis, a Big-O notation similar to that used in
Section 6.5.1 has been applied. Nevertheless, the concept that the variables represent changes depending on the context (Layer) in
which they are applied. So, the notation used and its meaning in each case is presented below.

In this section, (𝑓 ) is equal to (𝑚𝑡), where 𝑚 represents the number of measured magnitudes (e.g. leaf-turgor pressure and leaf
temperature) and 𝑡 represents the number of time steps considered (e.g. 24 h). Note that (𝑚𝑡) is equal to (𝑓 ) since the number
f features (𝑓 ) in each time series is the number of measured magnitudes (𝑚) multiplied by the number of time steps (𝑡). On the
ther hand, sensors gather data at a fixed gathering rate (e.g. every five minutes). Therefore, if sensors grow, the amount of data
athered grows in the same proportion. Moreover, the number of time series that can be generated grows in the same proportion
s both. As these three variables (number of sensors, number of recorded measurements and number of final time series) grow in
he same proportion, they can be reduced to the same variable 𝑛, which represents all three interchangeably.
23



Internet of Things 23 (2023) 100829A. Barriga et al.

c

t
c
o

e

r
p
⃝

e

6

o
t
d
d

6

o
a
l

6

t

6

a

M
p
p
i

d
c

T
i
O
i

6

G
h

c
e
B
t
w

6.5.3. Computational complexity of the Machine Learning layer
Table 12 shows the computational complexity of the Machine Learning layer D⃝. To determine this computational

omplexity, the computational complexity of each of the components of this layer has been assessed.
Firstly, the computational complexity of the Data Preprocessor grows as the number of monitored magnitudes (𝑚) and

he number of time steps considered (𝑡) for each record to preprocess (𝑛) increases (𝑛𝑚𝑡) = (𝑛𝑓 ). Note that the computational
omplexity of this component is not affected by the learning models, as the required pre-processing techniques are the same for all
f them.

Secondly, as the Learning Model component represents the selected learning model to be deployed as part of the IoT-based
xpert system, its computational complexity is the complexity of the selected learning model (see Table 10).

Thirdly, regarding the ML Manager component, it manages the flow of the data in the Machine Learning layer D⃝. So, it
equests periodically the data gathered by the sensors from the DB. Later, it sends this data to the Data Preprocessor. Once the
reprocessed data is received, it requests the Learning Model to get the classifications and publish them to the MQTT Broker

B . Therefore, the complexity of this component is determined by the component with the highest complexity on which it depends.
In this regard, note that only the ML layer is affected by the learning model selected to be deployed as part of the IoT-based

xpert system.

.5.4. Computational complexity of the Persistence layer
The purpose of the Persistence layer C⃝is to provide persistence to both, raw and labelled sensor measurements (as correct

r incorrect). In this regard, note that to optimise the insertion and retrieval of the data, a date-based index has been included in
he DB. Therefore, the number of operations required to insert or retrieve a measurement (by means of a dichotomous search by
ate) will grow in a logarithmic order, i.e. (𝑙𝑜𝑔(𝑛)). So, as the tasks of the DB Manager are limited to inserting and retrieving
ata by date from the database, the computational complexity of this component is (𝑛𝑙𝑜𝑔(𝑛)).

.5.5. Computational complexity of the Leaf-turgor pressure sensors layer
The Leaf-turgor pressure sensors layer A⃝represents the WSN deployed in the experimental plot, which is composed

f leaf-turgor pressure sensors clusters and Cluster Heads. Thus, each cluster sends its measurements to its Cluster Head, which
ggregates and publishes them to the MQTT Broker B⃝. Therefore, the amount of operations that this layer has to perform grows
inearly with the number of sensors (𝑛) deployed. So, the time complexity of the layer is (𝑛).

.5.6. Computational complexity of the Interoperability layer
The Interoperability layer G⃝acts as a middleware (REST API) that allows any application or user to request data from

he IoT system’s persistent storage. Since the DB has a complexity of (𝑙𝑜𝑔(𝑛)), the computational complexity of this layer is (𝑙𝑜𝑔(𝑛)).

.5.7. Computational complexity of the MQTT Broker
Although the MQTT Broker is not a system layer, it is an essential element of the system. So, its computational complexity is

ddressed in this section.
Thus, the computational complexity of the MQTT Broker B⃝depends on which has been used. In this work, the Eclipse

osquitto [64] has been selected and its computational complexity has already been analysed in the literature from several
erspectives, such as the growth of response times as the size of the message payload increases [83], as well as the number of
ublishers increases [84]. In both cases, a linear growth relationship between response time and these magnitudes is identified,
.e. (𝑛).

In the proposed system, both the number of publishers could vary (𝑛 sensors deployed) and the message payload (amount of
ata aggregated by each Cluster Head). As the complexity in both cases grows linearly and they involve independent processes, the
omplexity of the MQTT Broker is (𝑛).

Finally, note that the Machine Learning layer D⃝is the component that presents the highest computational complexity.
herefore, the overall computational complexity of the system is determined by the complexity of this component. In this regard,

t is crucial to take into account that the computational complexity of this layer varies depending on the selected learning model.
n the other hand, also note that the complexity of the client layer has not been analysed. This is because the client layer could

nvolve any type of device or system that consumes the proposed expert system.

.6. Discussion about the proposed IoT-based expert system

The proposed system is an energy-aware, scalable and interoperable IoT system based on the system of systems paradigm [85].
iven that the previous section did not address how these open challenges have been specifically addressed, this section discusses
ow these IoT open challenges have been reached with the software architecture of the system and its components.

Regarding the energy awareness of the system, communication is considered one of the key factors in terms of sensor energy
onsumption [86]. In this sense, the MQTT communication protocol has been chosen since it is one of the most widespread and
nergy-efficient protocols in the IoT [87]. On the other hand, the number of sensors’ publications has been considerably reduced.
efore the training of the learning model, the sensors belonging to the sensor layer A⃝were configured to publish their data every
wo or three minutes. However, after the experiments were carried out, the trained learning model showed that it is able to perform
24

ith only one measurement from each sensor per hour. This represents a decrease of around 95% in the data that sensors have to



Internet of Things 23 (2023) 100829A. Barriga et al.

l
d
L
F

t
t
s
(

7

d
p
i
i
i

s
f
t
t
s
H
t
t

t
f
p

h
t
a
e
i

i
p
t
s
t

t
m
r

d
m
p
O
c
t

8

c

gather and publish, implying significant energy savings. Besides, it also implies a reduction in the use of the bandwidth of the IoT
system, which also saves energy.

Regarding scalability, the main elements of the proposed system are designed to be scaled. The Leaf-turgor pressure
ayer A⃝can be scaled by simply adding more sensors to it. The Persistence layer C⃝is composed of MongoDB, a NoSQL
atabase designed to be scalable [88]. Concerning the Machine learning layer D⃝, both the Data pre-processor and the
earning model components can be replicated, being the ML manager which would act as a load balancer in this scenario.
inally, the Interoperability layer G⃝can be also replicated.

Finally, regarding interoperability, the proposed system is designed following the system of systems paradigm. In this way,
he Leaf-turgor pressure sensors fault detection IoT system F⃝can be integrated or consumed as a service by
hird-party applications or systems through the Interoperability layer G⃝. So, third-party systems only have to request the
ervices (faults identified, whole labelled dataset, whole raw dataset, etc.) they need from this layer G⃝and pre-process the response
if needed) to later consume it.

. Discussion

Precision irrigation techniques are a vehicle for the sustainable use of water in agriculture. In this regard, techniques such as
eficit irrigation techniques need precise knowledge of crop water stress to be suitably applied. Proposals such as [9] provide these
recision irrigation techniques with the water stress of crops. However, such solutions are IoT-based and often involve sensors. So,
t is mandatory to identify sensor faults since they could compromise the application of precision irrigation techniques, negatively
mpacting crop yield. Besides, in the context of leaf-turgor pressure sensors, this process is carried out manually by experts. So, it
s tedious, time-consuming and costly.

With the aim of improving the digital transformation by using and automating this process in the context of leaf-turgor pressure
ensors, this communication presents as main contribution a learning model that is able of identifying leaf-turgor pressure sensor
aults with an 84.2% f1-score and 0.94 AUC ROC. According to the experts’ opinion, these results imply the feasibility of replacing
hem in order to carry out this process. Therefore, using this model, manual error identification can be avoided, thus reducing
he effort and costs associated with this task. Besides, the digital transformation of this process also increases the feasibility and
calability of proposals such as [9], since they no longer require an expert in terms of fault identification to be successfully applied.
owever, taking into account that the performance of the learning model is not able to identify 100% if a sensor fails, to achieve

he optimum crop yield it is recommended that experts manually inspect the correct status of sensors occasionally. Nevertheless, in
his scenario, the workload related to this task has been also substantially reduced.

On the other hand, the training of this model has involved dealing with several challenges. So, it has been considered interesting
o develop a methodology taking into account these difficulties. In this regard, this methodology could save effort, time and money
or those facing a similar problem. However, it should be noted that the usability of this methodology depends on the scope of the
roblem to address and its similarity with the problem addressed in this communication.

This communication also presents an IoT system that integrates the fault identification learning model. In this way, it illustrates
ow the learning model should be deployed and applied by showing its role in the system, interactions with other components of
he system, required components for its operation, etc. Furthermore, the design of the IoT system is carried out bearing in mind
spects such as scalability, interoperability and energy awareness. Thus, the use and applicability of the learning model are shown,
ncouraging those who can benefit from it to integrate it into their systems. Besides, in a simple and sustainable way, due to its
nteroperability and energy-awareness properties.

Finally, to the best of the authors’ knowledge, the related works to date on fault detection in WSNs are generalist and theoretical,
.e., they attempt to detect faults synthetically injected by the authors themselves in the sensor data. A relevant contribution of this
aper is that the findings of these related works have been shown to be successfully applied to a real use case, thus corroborating
he applicability of the techniques and knowledge achieved by the related works in a real-world application case with real, non-
ynthetically injected faults. In this way, further work dealing with fault detection in real WSNs can be more reliably supported by
hese related works.

Nevertheless, the contributions of this communication enable, through technologies such as IoT and ML, the digital transforma-
ion and automation of fault detection of leaf-turgor pressure sensors deployed in plum tree farms. Furthermore, both the proposed
ethodology and the validation of the applicability of the findings of more theoretical studies in a real use case scenario could

educe the efforts and costs of solving similar problems.
As for the limitations of this work, the main limitation is the lack of data from plum tree crops grown in different climates. In

ifferent climates, the behaviour of the leaf-turgor pressure curves could vary. So, the performance of the trained learning models
ight be reduced if they are applied in this context. Nevertheless, even though applied in this scenario, no significant decrease in
erformance is expected, but some uncertainty is expected in those faults that are more difficult for learning models to identify.
n the other hand, another limitation of this work is that it is not possible to state that this proposal is valid for other types of
rops. Although the pressure curves of other crops are similar to those of plum trees, no validation tests have been carried out in
his respect. Thus, further research is needed in this matter.

. Conclusions and future works

This section presents the conclusions, as well as some possible lines of future research that can be explored to improve or
25

omplement the study reported in this paper.
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8.1. Conclusions

Some precision irrigation techniques use input data coming from or based on data gathered by sensors. However, these sensors
could fail, leading to an inaccurate application of these techniques. As this scenario could compromise crop yield, identifying faults
in these sensors is a must.

Currently, in the context of leaf-turgor pressure sensors, the identification of sensor faults is carried out manually by experts.
This process is tedious, time-consuming and costly. So, in order to avoid it, this communication has presented a learning model
able to identify leaf-turgor pressure sensor faults with an 84.2% f1-score and a 0.94 AUC ROC, a suitable performance to replace
the manual process. Besides, the key aspects related to the experiments carried out to train this model have been identified, thus
developing a methodology from them that could improve the investment of time, money and efforts to train models of this scope.

On the other hand, an IoT system that integrates and illustrates the practical use of this learning model has been presented.
Furthermore, this system has been designed bearing in mind key aspects such as interoperability, scalability or energy awareness,
thus simplifying its integration with other systems and making sustainable use of energy.

Finally, it has been shown that the findings found in more theoretical works (use of artificial data) concerning the identification
of sensor faults are applicable to real-world approaches.

8.2. Future works

The main future works under consideration are outlined below:

• Test the performance of the ML models presented in this article for the detection of leaf-turgor pressure sensor faults in a
Japanese plum-tree farm, on sensors deployed in other crops, such as almond, mandarin or orange trees.

• If the same performance is not achieved in other crops, generate crop-specific models from the leaf-turgor pressure sensor data
of each crop and its faults, in order to optimise the faults detection task.

• Test the performance of the ML models presented in this article with sensor data from different years. Since the models have
only been trained with data from one year’s fruit ripening cycle.

• Integrate the IoT system for fault detection of leaf-turgor pressure sensors with other IoT systems. For instance, smart irrigation
IoT systems in CICYTEX’s Japanese plum tree farms.

• Automate the normalisation of data taking into account range shifts. This is a time and effort-consuming manual task, as charts
of the measured magnitude (e.g. leaf-turgor pressure as shown in Fig. 10) have to be displayed and analysed to identify the
time instants at which range shift occurs. Automating this task would speed up the development times of many similar works,
as well as reduce the possibility of errors, optimising an essential phase of the methodology proposed in Section 5.
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Appendix

AUC ROC charts showing the performance of each sensor throughout the cross-validation process.

See Figs. 15–19.
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Fig. 15. ROC curve and AUC for the machine learning models developed in Experiment 00 (A).
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Fig. 16. ROC curve and AUC for the machine learning models developed in Experiment 00 (B).
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Fig. 17. ROC curve and AUC for the machine learning models developed in Experiment 01.
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Fig. 18. ROC curve and AUC for the machine learning models developed in Experiment 02.
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Fig. 19. ROC curve and AUC for the machine learning models developed in Experiment 03.
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