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Abstract

This work describes a method for filling holes in a 3D

mesh based on 2D image restoration algorithms. Since

these algorithms need an image as input, the first stage of

the method concerns a 3D to 2D transformation. By pro-

jecting the 3D surface onto a squared plane, a 2D image

is generated in such a way that the depth information is

stored in each grid. The image restoration algorithms are

applied to it. Once the image has been repaired, the inverse

transformation 2D to 3D is performed and the repaired 3D

surface recovered. To test the method, artificial holes have

been generated on a set of 3D surfaces. The goodness of the

results has been measured from the comparison between the

3D original surfaces and the 3D repaired ones. An evalua-

tion with commercial software has been carried out to show

the validity of the method. The image restoration algorithms

have been applied to 3D cultural heritage modeling with

good results. Specifically, sculptures of the collection from

the National Museum of Roman Art in Spain have been re-

constructed.

1 Introduction

The complete 3D surface reconstruction from the geom-

etry information acquired with a 3D scanner involves sev-

eral stages. The first one is the register of the partial views.

In it, a common reference system is calculated for all of

them. Next, the integration of the transformed partial views

is tackled to obtain an unique mesh. Besides, a 3D surface

processing that includes smoothing, remeshing or hole fill-

Figure 1. Mesh with holes belonging to the

sculptural group of Eneas from National Mu-

seum of Roman Art in Spain

ing must be applied.

This work is about this last action: filling holes or sur-

face reparation. There are two facts that lead to the appear-

ance of holes in a mesh. One is the incorrect redefinition

or loss of data happened in the register and/or integration

process. This kind of holes does not involve a hard problem

and they are filled without consider the surface information

of the surroundings. The second fact is the loss of geomet-

ric information, for example, during the acquisition process.

In this case, the holes are greater and the neighboring area

must be used to fill them. Figure 1 shows a mesh with sev-

eral large holes.

A watertight mesh, which is without holes, is a mani-



fold mesh. There are many applications that need manifold

meshes: rapid prototyping, metrology, 3D model for com-

puter vision or computer graphics tasks, etc. On the other

hand, hole filling is one of the most tedious and less au-

tonomous tasks in mesh processing. For all these reasons,

the development of new methods that solve this problem in

an optimal and automatic way is very important.

Methods for filling holes in 3D surfaces can be classify

as:

1. Methods in which the hole filling is an implicit task in

the generation of the 3D model.

2. Methods in which the hole filling is an independent

process of the 3D mesh generation.

The input for the first kind of methods is the 3D coordi-

nates of the surface with no topological information associ-

ated. From this data a representation with no holes (mesh,

Bezier, implicit function...) is created. For example, in [2]

an implicit function estimated from volumetric representa-

tion of the range data has been used to produce the mesh.

This function is employed in the Marching Cube algorithm

[10] to obtain the watertight mesh. In [4] a method of sim-

plex meshes (meshes with constant topological properties)

approximation to the range data of an object is presented. A

set of topological operations that allow to obtain the mesh of

any free form object is also put forward. A technique based

on a volumetric method for reconstructing watertight tri-

angle meshes from arbitrary, not oriented clouds of points,

without use a sign distance field is presented in [7].

The second group of hole filling algorithms is more used

than the first one. That is because with these algorithms, the

3D mesh modeling process becomes quite apart from the

hole filling procedure, what allows the use of more flexible

mesh restoration methods

Davis et al. [3] present an approach based on the defini-

tion of an implicit function defined in the surrounding of the

hole to be filled. A diffusion process that extends the area

over the volume is applied on this function. This simple

method can generate manifold surfaces and it is very effi-

cient for big meshes or meshes with high resolution because

of its locality. In [5] a variant of this method is proposed.

Nooruddin and Turk [12] expound a method starting

from the voxelization of the mesh. The algorithm is used

for hole filling, model reparation (creating manifold con-

nectivity) and mesh simplification. Its drawback is that it

does not allow filling holes in surfaces with high curvature.

Wang and Oliveira [14] use the range data of an object

to create an intermediate representation, a triangular mesh

that is used to detect the holes from the edges of the mesh.

Afterwards, a group of neighbor points to these edges is

taken and an interpolation based on MLS (Moving Least

Squares) [9] applied.

(a) Image taken from [13]

(b) Image taken from [1]

Figure 2. Image reparation examples.

All the methods cited above have a common feature:

they have no general validity, that is, they can offer good

solutions for some kinds of holes, but not for all. Since it

is proved that some image restoration algorithms provide

good results for a large variety of situations, we have ap-

plied to 3D mesh repair.

Two image restoration algorithms have been used in this

work, both with no modifications for range images. The

first one, proposed by Roth and Black [13], extends tradi-

tional Markov Random Field (MRF) models by learning po-

tential functions over extended pixel neighborhoods. Field

potentials are modeled using a Products-of-Experts frame-

work [6]. This model has been trained on 2000 randomly

cropped image regions that are taken from fifty images from

the Berkeley Segmentation Database (natural scenes, peo-

ple, buildings, etc.) [11]. The resulting Fields-of-Experts

model can be used in denoising and inpainting applications.

Figure 2(a) shows the result of this inpainting scheme in a

text removal application.

The second algorithm is the one’s by Criminisi et al. [1]

and combines the advantages of two approaches: “texture

synthesis” algorithms for generating large image regions

from sample textures, and “inpainting” techniques for fill-

ing in small image gaps. The former has been demonstrated

for textures - repeating two-dimensional patterns with some

stochasticity; the latter focus on linear structures which can

be thought of as one-dimensional patterns, such as lines and

object contours. Figure 2(b) exhibits the kind of reparations

achieved by this algorithm.

The paper outline is as follows: section 2 presents the

stages of the procedure for filling holes using image restora-

tion techniques. The details of the 3D surface transforma-

tion into a 2D image are described in section 3. Section 4



Figure 3. Procedure for 3D surface filling

holes and evaluation of image restoration al-
gorithms.

is devoted to show the experimental results. These results

are compared to those obtained by a commercial software

to assess our proposal, that has been applied to the repara-

tion of meshes acquired from the sculptural collection of the

National Museum of Roman Art. Finally, conclusions and

future work are specified.

2 Outline of the procedure

The purpose of this paper is to show the method devel-

oped for filling holes in 3D surfaces based on image restora-

tion algorithms. Several algorithms have been taken into

account and their results for the 20 meshes in figure 7 com-

pared to choose the best one. The method comprises five

stages:

1. Creation of artificial holes in a database of 3D meshes.

2. 3D → 2D transformation to obtain a image associated

to a mesh.

3. Application of the restoration image algorithm.

4. After a 2D → 3D transformation, merging of the filled

hole and the mesh obtained in stage 1.

5. Comparison between nodes builded in stage 4 and

those that belong to the original mesh.

Figure 3 illustrates this procedure. The original mesh,

labelled M , is subjected to a process of hole creation to pro-

vide Mh. In the next step a range image, Ih, is generated by

projecting every point of the 3D mesh onto a plane and asso-

ciating a depth value to every pixel of the projection. Range

(a) (b)

Figure 4. The projection plane has influence
on the 2D representation of the 3D surface. If

the plane is chosen as the one in (a), Mh is
not recovered in a proper way. On the other

side, with the projection plane shown in (b),

Mh is retrieved successfully.

image Ih is the input data for the restoration image algo-

rithms proposed in[1, 13]. As said, these algorithms have

been taken directly , with no modifications for the range

image. The filled image is denoted If . Fourth stage con-

sists of the 3D transformation of the repaired patches in If

to get Mf , which is merged with Mh to provide the result-

ing mesh M ′. Finally, M ′ is compared with M to validate

the goodness of the applied algorithm.

3 Range image generation

Among the stages list above, range image generation is

critical. The 3D→2D transformation supplies a image, Ih,

that codifies the information of height for the 3D points be-

longing to the mesh to be repaired, Mh. This information is

stored as grey levels in the map of bits. There are two key

points to decide before performing the transformation:

1. Choice of the projection plane.

2. Choice of the image resolution.

3.1 Projection plane

The first decision to be made is the choice of the plane

which Mh will be projected on. It is clear that this plane se-

lection has large influence on the representation that the 2D

image offers about the 3D information. Figure 4(a) shows

a wrong choice, since the projections of the two marked

points fit in the same point of the plane; it leads to a mul-

tivaluated function. This situation does not take place in

figure 4(b).

In this work only partial views of the object captured

with a 3D laser scanner have been used. It provides the 3D



coordinates of the mesh vertex with respect to its own refer-

ence system S = {OXY Z}, with axis OZ defined by the

vision axis of the 3D scanner. Under these circumstances,

the selection of plane XY as the suitable projection plane,

which does not guide to ambiguous situations, is immedi-

ate.

3.2 Image resolution

When the projection plane has been chosen, the next step

is the projection of Mh on it. This plane must be discretized

to obtain the range image Ih. Although the rasterization of

a mesh is always possible, it is necessary to define an op-

timal resolution. A low resolution leads to a degeneration

of the 2D representation of Mh. Otherwise, a high resolu-

tion provides an amount of information (pixels) that causes

the inefficiency of the algorithm in terms of time. There-

fore, both situations must be avoided and the selection of

the resolution becomes a critical matter that affects the im-

age restoration process, that is to say the 3D hole filling

process. Figure 5 illustrates these facts by showing three

projections of Mh with three different resolutions (low, op-

timal and high).

To calculate the optimal resolution the size of the image

in millimeters must be known. This size is a constant for

a given mesh. Following the explanation in paragraph 3.1,

if xmax and ymax are the maximum coordinate values of

the nodes ni ∈ Mh, and xmin and ymin are the minimum

values, the size of the image is w × h
(

mm2
)

, where:

w = xmax − xmin (1)

h = ymax − ymin

This area is squared, and every grid becomes a pixel of

the image Ih. The number of grids determines the resolu-

tion and the discretization of the projection Mh.

If the grid width is q (mm/pixels), the image resolution

is 1/q (pixels/mm) and its size is (n, m) = (w/q × h/q)
(pixels). The pixel (i, j) stores the depth information, that

is, the coordinate zi of the node ni ∈ Mh which coordinates

(xi, yi) verify:

(i − 1) · q ≤ xi < i · q (2)

(j − 1) · q ≤ yi < j · q

The smaller the image resolution, the bigger the pixel

size in millimeters and the number of nodes in Mh that ver-

ify condition (2). The pixel (i, j) stores the smallest zi coor-

dinate value among the z values of all the nodes that verify

(2). The situation of several nodes belonging to the same

pixel must be avoided, as it gives rise a loss of surface in-

formation. On the other hand, if the resolution is very high,

(a) (b) (c)

Figure 5. Projection of Mh to generate Ih.
Three different image resolutions are shown.

Note that for low resolution (a) a lot of detail

is lost and for high resolution (c) empty re-
gions appear. In both cases restoration algo-

rithms do not work properly.

the pixel size is reduced and maybe some pixels do not store

any depth value, which causes empty regions turn up in the

image. These regions could be filled by means of a mesh

rasterization algorithm, however, as said, it is necessary to

start with a resolution as good as possible to prevent the

degeneration of the image Ih.

To fix the best resolution for image generation, the opti-

mal occupation per pixel has been defined:

Definition 1 The pixel pij ∈ Ih is optimally occupied if

exits one and only one node ni ∈ Mh that verifies (2) for

this pixel.

After this definition, the Optimal Occupation Ratio, OIh
,

which is the ratio between the number of pixels that validate

definition 1 and the total number of pixels in the image, can

be calculated:

OIh
=

∑n

i=1

∑m

j=1 Vij

n · m
(3)

where n·m is the number of pixels of Ih and Vij is a variable

that points out if the pixel pij is optimally occupied. It can

be formally defined as:

Vij =

{

1 Iff the pixel pij is taken up optimally

0 Otherwise
(4)

This way, OIh
must be a small value for small image

resolutions. As resolution is increased, the number of opti-

mally occupied pixels is, and so does OIh
up to a value for

which every pixel is optimally taken up. From this point,

OIh
is decreased again, since the number of pixels in the

image is increased while the number of optimally occupied
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Figure 6. OIh
vs. α depicted for three meshes.

pixels is not. The value of the resolution that must be cho-

sen is what supplies a maximum for OIh
.

To elucidate the best value for the size of the pixel (that

is equivalent to the value of the image resolution), OIh
has

been calculated with several values of qIh
for every mesh

used in the experimentation. To make this calculation inde-

pendent of the mesh characteristics, qIh
has been defined as

proportional to the mesh edge average length, dm:

qIh
= α · dm (5)

where α is the proportional factor and represents the vari-

able related to OIh
.

The value of α that causes a maximum of OIh
has been

obtained after a statistical analysis of the results provided by

all the meshes we have worked with. This value is α =0.87,

and it is the number that has been used to generate the im-

age that will be repaired with the image restoration algo-

rithms. In figure 6 the graphics for three different meshes

are shown. In all of them, the maxima are easily identify.

4 Experimental results

Once the image has been restored and the repaired holes

have undergone the inverse transformation 2D to 3D to be

merged with the defective mesh and provide the repaired

M ′, it is time to verify the results. This verification is made

by comparing the data of the original mesh, M , with the

data of the repaired one, M ′. The comparison is based in the

measurement of the Euclidean distance between the nodes

belonging to M ′ and their related nodes of M . Obviously,

this distance is 0 except for the nodes that fit in the filled

holes.

(a) Mesh #1 (b) Mesh #2 (c) Mesh

#3

(d) Mesh #4

(e) Mesh #5 (f) Mesh #6 (g) Mesh #7

(h) Mesh #8 (i) Mesh #9

(j) Mesh #10 (k) Mesh #11 (l) Mesh #12 (m) Mesh #13

(n) Mesh #14 (o) Mesh #15 (p) Mesh

#16

(q) Mesh #17

(r) Mesh #18 (s) Mesh #19

(t) Mesh #20

Figure 7. Meshes with holes used to test the

different algorithms.



Table 1. Mean distance between the nodes of
M ′ y M for the three algorithms

Number of Roth Criminisi Comercial

the mesh alg. alg. alg.

1 0,9347 1,5342 1,1498

2 0,4521 0,6019 0,5226

3 0,7742 4,8585 0,7220

4 0,4127 0,9938 0,4575

5 0,6400 0,9855 0,6949

6 0,7153 2,2741 0,8207

7 0,9653 1,6980 0,8808

8 0,7045 2,1069 0,8516

9 0,8029 2,7879 1,0892

10 0,6166 2,6012 0,7571

11 0,7113 0,9590 0,7526

12 0,5521 2,6701 0,4256

13 0,5159 0,8566 0,4512

14 0,4830 1,0492 0,5755

15 0,3536 0,5818 0,3897

16 0,5307 1,3913 0,5927

17 0,8501 3,6414 0,6008

18 0,4349 1,4860 0,4885

19 0,9262 2,0049 1,2902

20 0,5870 4,4610 0,6276

The method has been tested with a database of partial

views from 20 freeform objects sensed with a Minolta VI-

300 scanner. The meshes have been damaged with a number

of holes, from 2 up to 6, all with significant sizes and differ-

ent kinds of surfaces (smooth surfaces, surfaces with sharp

edges, flat surfaces, etc.), that have been restored by using

the algorithms [1] and [13].

The experimentation tries to elucidate not only if it is

possible to fill holes on a 3D surface by means of im-

age restoration algorithms, but also the usefulness of this

methodology. To prove this point, the holes have also been

filled using a commercial software and the results have been

included in the comparison. Figure 7 illustrates a picture of

the meshes with holes we have been working with.

Table 1 summarizes the numerical results obtained. It

shows, for every mesh, the mean distance between the

nodes defined in M ′ by the filling algorithm and their re-

lated nodes in M . The second column of the table contains

the results for algorithm [13]. The values provided by algo-

rithm [1] are listed in the third column, whereas the figures

achieved with the commercial software appear in column

four.

The results are quite good for the algorithm in [13], since

the mean distance is the smallest in 75% of the meshes. On

Figure 8. Error vs. mesh number for the
Roth’s (in blue) and commercial (in red) al-

gorithms.

the other hand, algorithm [1] offers the worst numbers for

all the cases. Thus, the commercial software supplies the

best solution for 25% of the meshes.

Figure 8 illustrates the data obtained with algorithm [13]

and the commercial software together with the average val-

ues of both two series (Av[13]=0.65, AvComSoft=0.71),

given that the data provided by algorithm [1] are clearly

worse (Av[1]=1.98).

The mean distance between holes, that is, the distance

between the nodes generated to fill one hole in M ′ and the

corresponding nodes in M , and this for every hole in the

meshes, has also been calculated. This is a more significant

error than the former since the surfaces are more homoge-

neous per hole than per mesh. The best algorithm will be

that which better fits all kind of surfaces. Figure 9 depicted

the results achieved using bar graphics. In them, y axis is

for the mean distance between nodes in a hole and x axis for

the algorithms: the first bars (in blue) for algorithm [13], the

second bars (in red) for algorithm [1] and the third bars (in

green) for the commercial software. Algorithm [13] demon-

strates to be the best again. It gives the best results in 56%

of the times, algorithm [1] works better in only 2.67% of

the cases and the commercial software in 41.33% of them.

Figure 10 shows a picture of the restoration performed

on several meshes from the sculptural collection of the Na-

tional Museum of Roman Art in Spain, using the expounded

method and algorithm [13]. The first one corresponds to the

mesh in figure 1.

5 Conclusions and future works

This work has proved that using image restoration al-

gorithms to fill holes in 3D meshes can be valid. To do



(a) Mesh #1 (b) Mesh #2 (c) Mesh #3

(d) Mesh #4 (e) Mesh #5 (f) Mesh #6

(g) Mesh #7 (h) Mesh #8 (i) Mesh #9

(j) Mesh #10 (k) Mesh #11 (l) Mesh #12

(m) Mesh #13 (n) Mesh #14 (o) Mesh #15

(p) Mesh #16 (q) Mesh #17 (r) Mesh #18

(s) Mesh #19 (t) Mesh #20

Figure 9. Error per hole for the 20 meshes in

figure 7

(a) (b)

(c) (d)

(e) (f)

Figure 10. Original and repaired meshes from

the sculptural collection of the National Mu-
seum of Roman Art in Spain.



this, firstly the generation of a 2D image that is the input to

the restoration algorithm is needed. The proposed method

calculates the optimal resolution so that the losses after the

projection of the data are minimum. Furthermore, it is in-

dependent of the mesh, due to the definition of the image

resolution (5).

There are two important conclusions that stand out:

Roth’s algorithm [13] can be used for hole filling with bet-

ter results than the ones offered by a commercial software.

On the contrary, not all the image restoration algorithms are

valid for hole filling. Thus, the algorithm by Crimisini [1]

has not worked properly. That can be because this method

uses an exemplar based technique that repairs (fills) by gen-

erating the new textures (the new depth values, for this

work) by means of the sampling and copy of pixels from

the image to be repaired. Image inpainting algorithms are,

perhaps, more appropriated for hole filling since they use

local information, the information that is close to the hole.

Future works will be focused in the use of geometrical

and textural information as data managed by the hole filling

algorithm. The training should also be modified for this new

situation, since the one used in [13] was performed with

natural images, which is not the kind of images it is going to

be applied to. The method has been proved only for partial

views of the object. We are currently working on a variation

of the projection of Mh which takes into account complete

meshes.
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