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Abstract

School of Industrial Engineering

Department of Electrical, Electronics and Automation Engineering

by Seyed Hassan HosseinNia

Hybrid systems are heterogeneous dynamic systems whose behavior is determined by

interacting continuous-variable and discrete-event dynamics, and they arise from the

use of finite-state logic to govern continuous physical processes or from topological and

networks constraints interacting with continuous control. The wide applicability of

hybrid systems has inspired a great deal of research from both control theory and the-

oretical computer science. In addition, differential equations with fractional-order have

been recently proved to be valuable tools for modeling of many physical phenomena.

Regarding the importance of hybrid system and fractional-order calculus there is a lack

of research in fractional-order hybrid systems in the specialized literature concerning

control applications.

In this thesis, modeling, stability analysis and control of fractional-order hybrid systems

are presented as new challenges. Fractional differential inclusions are introduced as

a mathematical tool to model fractional-order hybrid systems and some fractional-

order systems are modeled using fractional differential inclusions. Fractional-order

switching systems and reset control systems are the type of fractional-order hybrid

systems which are mostly studied in this dissertation. Currently, reset control focuses

on using structures which allow new resetting rules in order to avoid Zeno solutions to
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be caused and improve the performance of the system. As a comparative study, the

properties of some modified reset strategies are studied which reset controller states to

fixed or variable nonzero values and are able to eliminate or reduce the overshoot in first

and higher order systems, respectively. Thereafter, a general advanced reset control is

proposed with both fixed and variable resetting to nonzero values. In addition, stability

analysis is generalized for the fractional-order switching and reset systems. Using the

developed stability tools, a fractional-order robust controller is designed for switching

systems. Common Lyapunov method and its equivalence in frequency domain are

extended to fractional-order switching systems. A frequency domain stability analysis

is also generalized for fractional-order reset control systems.

Cruise control and adaptive cruise control of a car Citroën C3 are considered as a

practical application. In this experiment, a hybrid controller including two different

fractional-order PI controller is designed to act over both the throttle and the brake

pedals of the vehicle. The proposed fractional-order reset controller is applied to the

servomotor as another application. Furthermore, the developed stability theorem is

applied to gain and order scheduling control of an experimental platform called Smart

Wheel.



Resumen

Escuela de Ingenieŕıas Industriales

Departamento de Ingenieŕıa Eléctrica, Electrónica y Automática

Seyed Hassan HosseinNia

Los sistemas h́ıbridos son sistemas dinámicos heterogéneos cuyo comportamiento está

determinado por la interacción de dinámicas correspondientes a variables continuas y

eventos discretos, y surgen de la utilización de la lógica de estados finitos para gobernar

procesos f́ısicos continuos, o de restricciones topológicas y de redes que interactúan

con un control continuo. La gran aplicabilidad de los sistemas h́ıbridos ha inspirado

una gran cantidad de investigación en teoŕıa de control y ciencias de la computación.

Por otra parte, las ecuaciones diferenciales de orden fraccionario han demostrado ser

valiosas herramientas para el modelado de muchos fenómenos f́ısicos. En cuanto a la

importancia de los sistema h́ıbridos y el cálculo fraccionario hay una falta de investi-

gación en sistemas h́ıbridos de orden fraccionario en la literatura espećıfica sobre las

aplicaciones de control.
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En esta tesis se presentan, como nuevos retos, el modelado, el análisis de estabilidad y el

control de sistemas h́ıbridos de orden fraccionario. Se utilizan inclusiones diferenciales

de orden fraccionario como herramientas matemáticas para modelar sistemas h́ıbridos

de orden fraccionario, y algunos sistemas de orden fraccionario se modelan utilizando

inclusiones diferenciales fraccionarias. Los tipos de sistemas h́ıbridos estudiados en

esta tesis son los sistemas conmutados y los sistemas de control reset. Actualmente, el

control reset se centra en el uso de estructuras que permiten nuevas reglas de puesta a

cero con el fin de evitar las soluciones tipo Zeno y mejorar el rendimiento del sistema.

Como estudio comparativo, se estudian las propiedades de algunas estrategias de con-

trol reset modificado que resetean los estados del controlador a valores fijos o variables

distintos de cero y son capaces de eliminar o reducir la sobreoscilación de sistemas de

primer orden y orden superior, respectivamente. Cabe destacar que también, se pro-

pone una estrategia de control reset avanzado que permite resetear a valores tanto fijos

como variables distintos de cero. Además, se generaliza el análisis de la estabilidad

para sistemas conmutados y sistemas reset de orden fraccionario. Utilizando las her-

ramientas de análisis de estabilidad desarrolladas, se propone un método para diseñar

controladores fraccionarios robustos para sistemas conmutados. El método común de

Lyapunov y su equivalencia en el dominio de frecuencia se utilizan para el caso de

sistemas de conmutados de orden fraccionario. También se generaliza el análisis de

estabilidad en el dominio de la frecuencia para sistemas reset de orden fraccionario.

El control de crucero y el control de crucero adaptativo de un veh́ıculo Citröen C3

se considera como una aplicación práctica. En este experimento, se diseña una ley

de control h́ıbrido que incluye dos controladores PI fraccionarios diferentes para las

acciones del acelerador y del freno del veh́ıculo. El controlador reset avanzado de

orden fraccionario propuesto se aplica a un servomotor como otra aplicación. Por otra

parte, el teorema de estabilidad desarrollado se aplica al control de ganancia y orden

programados de la plataforma denominada Smart Wheel.
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6.5 Stop & go scheme (reproduced from [1]) . . . . . . . . . . . . . . . . . . 112

6.6 Scheme of the closed-loop control of the automatic vehicle for ACC
manœuvres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.7 Bode diagrams of F (s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6.8 CC results: (a) Velocity (b) Acceleration (c) Normalized control action . 116

6.9 ACC results using (6.23) as the reference inter-distance (dc+ lv = 6 m):
(a) Velocity (b) Inter-distance (c) Acceleration (d) Jerk (e) Normalized
control action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.10 ACC results using (6.25) as the reference inter-distance: (a) Velocity (b)
Inter-distance (c) Acceleration (d) Jerk (e) Normalized control action . . 119

6.11 Bode diagram of the controlled system by applying the designed con-
trollers. Solid lines correspond to base linear controllers, whereas dotted
lines refer to reset controllers . . . . . . . . . . . . . . . . . . . . . . . . 122

6.12 Phase equivalence of Hβ-condition for the servomotor . . . . . . . . . . . 124

6.13 Response of the servomotor when applying the designed base controllers:
(a) Simulated step responses (b) Experimental step responses (c) Exper-
imental control efforts. (Solid line: PI, dotted line: PID, dash-dotted:
FPI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.14 Response of the servomotor when applying the designed reset controllers:
(a) Simulated step responses (b) Experimental step responses (c) Experi-
mental control efforts. (Solid line: PCI, dotted line: PCID, dash-dotted:
FPCI) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.15 Implementation of FCI in Simulink . . . . . . . . . . . . . . . . . . . . . 126

6.16 Photo of the SmartWheel NCS Testbed at CSOIS, Utah State University
(USA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.17 Phase difference between each pair of characteristic polynomials of the
closed-loop system, i.e., (c1, c2), (c3, c4), · · · , and (c12, c13) for step by
step switching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

A.1 Connection scheme for the velocity control of the servomotor . . . . . . 138

A.2 Appearance of servo units: (a) Mechanical Unit 33-100 (b) Analogue
Unit 33-110 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

A.3 Open loop response of the servo speed (experimental and simulated) . . 139

A.4 Experimental set-up scheme to control the servomotor . . . . . . . . . . 140

A.5 Picture of NI 6259 Data Acquisition Board . . . . . . . . . . . . . . . . 141
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A.7 Some details of Citroën C3 vehicle (reproduced from [2]): (a) On-board
sensors (b) Automation of the vehicle’s actuators . . . . . . . . . . . . . 143

A.8 Normalized throtlle input to vehicle’s longitudinal model. The variation
of the circuit slope is also illustrated . . . . . . . . . . . . . . . . . . . . 144

A.9 Comparison of vehicle’s responses (experimental and second order model)145

A.10 Step responses of the second and first order model of the vehicle . . . . 145

A.11 Aerial view of the private driving circuit at CAR . . . . . . . . . . . . . 146



List of Figures xvi



List of Tables

4.1 Type of switching system and possible controllers when N = 2 . . . . . 42

6.1 Parameters of the transfer functions of the system –throttle and brake–
and the controllers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.2 Coefficients of the characteristic polynomials cq(s) . . . . . . . . . . . . 107

6.3 ACC results when using the reference inter-distance given by (6.23) and
(6.25) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.4 Parameters of the base controllers . . . . . . . . . . . . . . . . . . . . . 121

6.5 System and controller parameters for each switching . . . . . . . . . . . 127

A.1 Coefficients of the approximations Pq(z) of the fractional-order controllers146

xvii



List of Tables xviii



Abbreviations

ACC Adaptive Cruise Control

CC Cruise Control

CI Clegg Itegral

DI Differntial Inclusions

FCI Fractional Clegg Itegral

FDI Fractional Differntial Inclusions

FHS Fractional-order Hybrid System

FOC Fractional-Order Calculus

FORE First Order Reset Element

FRCS Fractional-order Reset Element

FPCI Fractional order Proportional Clegg Integral

FPI Fractional order Proportional Integral

GOSC Gain and Order Scheduling Control

GSC Gain Scheduling Control

HS Hbrid System

IO Integer-Order

PCI Proportional Clegg Integral

PCID Proportional Clegg Integral Derivative

SwS Switching System

xix



Abbreviations xx



Chapter 1

About This Thesis

This chapter presents the motivation, objectives and main contributions of this Thesis.

1.1 Problem statement and motivation

Many complicated control systems today such as those for flight control, manufacturing

systems, and transportation have big amounts of computer code at their highest level.

More generally, programmable logic controllers are widely used in industrial process

control. We also see that todays products incorporate logical decision-making into

even the simplest control loops (e.g., embedded systems). Indeed, all control systems

today apply continuous controls and perform logical checks that determine the mod

–and hence the control algorithms– the continuous-variable system is operating under

at any given moment. As such, these hybrid control systems offer a challenging set of

problems.

Therefore, HS are certainly pervasive today. But they have been with us at least since

the days of the relay. Traditionally, though, the hybrid nature of systems and con-

trollers has been suppressed by converting them into either purely discrete or purely

continuous entities. The reason is that science and engineerings formal modeling, anal-

ysis, and control toolboxes deal largelyand largely successfullywith these pure systems.

Engineers have pushed headlong into the application areas above. And the successes

in flight control alone attest to the fact that it is possible to build highly complex,

highly reliable systems. Yet ever more complex systems continue to arise (e.g., flight

1
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vehicle management and intelligent vehicle/highway systems). And the trend toward

embedded systems is sure to continue.

Why Fractional Calculus? Many real dynamic systems are better characterized using

a non-integer order dynamic model based on fractional calculus or, differentiation or

integration of non-integer order. Traditional calculus is based on integer order differ-

entiation and integration. The concept of fractional calculus has tremendous potential

to change the way we see, model, and control the nature around us. Denying fractional

derivatives is like saying that zero, fractional, or irrational numbers do not exist. From

control engineering point of view, improving and developing the control is the major

concern. Existing evidences have confirmed that the best fractional order controller

outperforms the best integer order controller. It is also clear that FC has been effec-

tively applied in a wide range of fields, such as feedback control, systems theory, and

signals processing, showing some advantages over traditional integer order techniques.

It is time to focus on developing formal modeling, analysis, and control methodologies

for fractional order hybrid systems.

1.2 Objectives

The thesis is considered of interest from several points of view. From the scientific

point of view, it is intended to develop mathematical models that can represent a more

general class of dynamical systems, and tools and techniques to study the behavior

of such systems. Furthermore, from the viewpoint of control theory, the possible con-

tributions in techniques and methods to control the above mentioned systems would

enlarge the theoretical corpus. Finally, from the viewpoint of the engineering applica-

tions, the cases considered (autonomous vehicles and active orthosis for assistance to

disabled people) fall into two fields now of undeniable interest. The main objectives of

this thesis can be summarized as follows:

1. Modeling of FHS (as FDIs and others). The first step in analysis and/or control

of FHS is to model it as a generalized form of differential inclusions (DI) for

fractional order control (FOC), which will be referred as FDI.
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2. Control of FHS. Fractional order control of HS together with hybrid FOC of an

ordinary system will lead us to FHS. Several techniques will be developed in this

thesis.

3. Stability analysis of FHS. Many tools are introduced for the stability of the HS

which cannot be used in FHS. Some of these methods and tools will be generalized

for FHS:

• Common Lyapunov method.

• Frequency domain analysis related to quadratic stability.

• Robust Controller design for SwS.

• Fractional order reset system and its control

4. Validation of the tools and strategies by simulation.

• Application case I: autonomous vehicles.

• Application case II: servomotor

• Application case III: smart wheel

5. Validation of the tools and strategies by experiments.

• Application case I: autonomous vehicles.

• Application case II: servomotor

• Application case III: smart wheel

1.3 Contributions and related publications

The main contributions of this Ph.D. Thesis are the following:

1. The development of hybrid models in fractional order dynamics

2. The development of stability analysis in frequency domain. An equivalent of

common Lyapunov method is proposed to ensure the stability of SwS.

3. Proposal of a different type of the robust controllers using the developed stability

theorem.
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4. Proposal of a fractional order Clegg integrator and proportional-Clegg integrator

controllers

5. Generalization of stability analysis of the fractional order reset control systems

6. The proposal and experimental application, as well as validation, of a fractional

hybrid controller for mobile robots in particular CC and ACC of vehicle.

7. The proposal and experimental application, as well as validation, of a fractional-

order reset controllers for servomotor application.

8. Application of stability analysis to the smart wheel

These results have been spread in the journals, books, conferences and talks cited next.

Journal

• S.H. HosseinNia, I. Tejado, B.M. Vinagre, V. Milanés, J. Villagrá, Experi-

mental Application of Hybrid Fractional Order Adaptive Cruise Control at Low

Speed, IEEE Transaction on Control System Technology, Under review

• S.H. HosseinNia, I. Tejado, B.M. Vinagre, On the Stability of Fractional Order

Switching Systems, Computer and Mathematics With application, Under review

• I. Tejado, S.H. HosseinNia, B.M. Vinagre, YangQuan Chen, Efficient Control

of a SmartWheel via Internet with Compensation of Variable Delays, Journal of

Mechatronics, 2013

• S.H. HosseinNia, I. Tejado, B.M. Vinagre, Fractional-Order Reset Control:

Application to a Servomotor, Journal of Mechatronics, 2013

• S.H. HosseinNia, I. Tejado, B.M. Vinagre, A Method for the Design of Ro-

bust Controllers Ensuring the Quadratic Stability for Switching Systems, Journal

Vibration and Control, 2012, doi:10.1177/1077546312470480

• S.H. HosseinNia, I. Tejado, B.M. Vinagre, D. Sierociuk, Some Ways to Apply

Fractional Order SMC to Switching Systems: Application to a DC-DC Buck

Converter, Signal, Image and Video Processing, 2012
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• I. Tejado, S.H. HosseinNia and Blas M. Vinagre, X. Song, Y.Q. Chen, Deal-

ing With Fractional Dynamics of IP Network Delays, International Journal of

Bifurcation and Chaos, 2011

Conference

• S.H. HosseinNia, Inés Tejado and Blas M. Vinagre, Advanced Reset Control:

A Comparative Study, 52nd IEEE Conference on Decision and Control, Italy,

2013, submitted

• S.H. HosseinNia, Inés Tejado and Blas M. Vinagre, Basic Properties and Sta-

bility of Fractional Order Reset, Control Systems, The 12th European Control

Conference (ECC13), Zurich, Switzerland, July, 2013

• S.H. HosseinNia, Inés Tejado and Blas M. Vinagre, Fractional Order Hybrid

Systems and Their Stability, 14th International Carpathian Control Conference,

Krakow-Rytro, Poland, 2013

• F. Romero, J. Alonso, S.H. HosseinNia, B. Vinagre, J.M. Font-Llagunes, Mus-

cle Forces Adaptation in Assited Walking Using a Powered SCKAFO, Journal of

Biomechanics, 45 (1) (2012) S521

• S.H. HosseinNia, Inés Tejado and Blas M. Vinagre, Robust Fractional order

PI Controller for Switching Systems, 5th IFAC symposium on Fractional differ-

entiation and its applications, China, 2012

• S.H. HosseinNia, Inés Tejado and Blas M. Vinagre, Stability of Fractional

Order Switching Systems, 5th IFAC symposium on Fractional differentiation and

its applications, China, 2012

• I. Tejado, S.H. HosseinNia, B.M. Vinagre, Comparing Fractional Order PI

Controllers With Variable Gain and Gain-Order for the Networked Control of

a Servomotor, IFAC Conference on Advances in PID Control PID’12 Brescia,

28-30 March 2012

• S.H. HosseinNia, F. Romero, I. Tejado, F.J. Alonso, B.M. Vinagre, Controller

Design for A Stance-Control Knee-Ankle-Foot Orthosis Based on Optimization
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Techniques, International Conference in Biomedical Electronics and Device, Por-

tugal, 2012

• S.H. HosseinNia, I. Tejado, B.M. Vinagre, V. Milans, J. Villagr, Low Speed

Control of an Autonomous Vehicle Using a Hybrid Fractional Order Controller,

2nd International Conference on Control, Instrumentation, and Automation (IC-

CIA), Iran, 2011

• J.M. Font-Llagunes, F. Romero, S.H. HosseinNia, F.J. Alonso, B.M. Vina-

gre, U. Lugrs, A Powered Lower Limb Orthosis to Assist the Gait of Incomplete

Spinal Cord Injured Patients, XXIX Congreso de la Sociedad Espaola de Inge-

niera Biomdica, Spain, 2011

• S.H. HosseinNia, I. Tejado, B.M. Vinagre, V. Milans, J. Villagr, ACC of a

Commercial Vehicle Using Fractional Order Controllers for Throttle and Brake,

Workshop de Robtica: Robtica Experimental, Escuela Superior de Ingenieros de

la Universidad de Sevilla, Spain, 2011

• I. Tejado, S.H. HosseinNia, B.M. Vinagre, Network-based Experiences With a

Servomotor Applying Gain and Order Scheduling Control, Symposium on Frac-

tional Signals and Systems, Coimbra, Portugal, 2011

• S.H. HosseinNia, F. Romero, B. M. Vinagre, F. J. Alonso, I. Tejado, Hybrid

Modeling and Fractional Control of a SCKAFO Orthosis for Gait assistance,

ASME 2011 International Design Engineering Technical Conferences & Comput-

ers and Information in Engineering Conference, 2011, Washington D.C., USA

• I. Tejado, V. Milanes, J. Villagra, J. Godoy, S.H. HosseinNia and Blas M.

Vinagre, Low Speed Control of an Autonomous Vehicle by Using a Fractional PI

Controller, 2011 IFAC World Congres, Italy, 2011

• S.H. HosseinNia, B. M. Vinagre, F.J. Alonso, Simulacin del control hbrido de

un modelo simplificado de rtesis activa para ayuda a la marcha, XVIII Congreso

Nacional Ingeniera Mecnica, Spain, 2010

• S.H. HosseinNia, B. M. Vinagre, V. Milans and C. Gonzlez, Controller for

Urban Intersections Based on Hybrid Automaton, 13th International IEEE Con-

ference on Intelligent Transportation Systems 2010
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• S.H. HosseinNia, D. Sierociuk, A. J. Calderon, B. M. Vinagre, Augmented

System Approach for Fractional Order SMC of a DC-DC Buck Converter, 4th

IFAC workshop on Fractional differentiation and its applications 2010

• S.H. HosseinNia, B. M. Vinagre, Direct Boolean Integer and Fractional Order

SMC of Switching Systems Application to a DC-DC Buck Converter, 4th IFAC

workshop on Fractional differentiation and its applications, 2010

In all, the work reported in this Thesis has been disseminated in:

• Seven journal papers

• Eigteen conference papers

1.4 Overview of contents

This Thesis is organized as follows:

• Chapter 1 contains this introduction about the Thesis.

• Chapter 2 presents the current state of the art of HS, and FOC and its application

to HS, remarking on some interesting research trends of these topics in Spain.

• Chapter 3 states the modeling the fractional order HS and some application will

be introduced.

• Chapter 4 studies design of a robust fractional-order controller for switching

systems and states a comparative study of the different reset control system to

avoid the Zeno solution and finally, introduces a general fractional-order reset

controller which avoid the Zeno solution.

• Chapter 5 is divided into four sections. After preliminaries about the stability of

fractional order system and integer-order hybrid system, the stability of switching

system will be studied in the second section and the next section will study

the stability of fractional order reset system. And, finally some examples are

simulated to show the efficiency of the proposed methods.
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• Chapter 6 presents the experimental results obtained when applying different

fractional-order hybrid controllers and stability analysis of the a Citröen C3 ve-

hicle, servomotor, smart wheel and a biomechanical application.

• Concluding remarks and future works will be presented in chapter 7.



Chapter 2

State of the Art

In this chapter, a current survey of HS and its control, as well as a historical review

of FOC and its emerging application to hybrid system, are summarized. The aim

is to provide a snapshot assessment of the current state of research in the fields and

to present a broad perspective on recent results. The below lists are quite far from

aiming at completeness, failing to mention literal hundreds of other published texts

related to hybrid systems and FOC. The main reason why they are not mentioned

here is that their subjects are of minor importance for the purpose of this Thesis. As

one can see from the surveys below, numerous control strategies have been applied to

hybrid systems during the last decades. However, there are not so many references

and works related to the application of FOC to such systems, especially in Spain. This

fact justifies the final purpose of this Thesis.

2.1 Historical review of HS and its control

Many dynamical systems combine behaviors that are typical of continuous-time dy-

namical systems with behaviors that are typical of discrete-time dynamical systems.

For example, in a switched electrical circuit, voltages and currents that change contin-

uously according to classical electrical network laws also change discontinuously due to

switches opening or closing. Some biological systems behave similarly, with continuous

change during normal operation and discontinuous change due to an impulsive stimulus

[3, 4]. In particular, continuous components arise as differential equations specifying

9
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how the concentrations of various molecular species evolve over time. Discrete compo-

nents of models of biological systems arise from state transitions (e.g., from healthy to

abnormal states), abstractions and approximations, nonlinear effects, and the presence

of inherently discrete processes, often observed in systems governed by one or a few

molecules [5]. Embedded systems and, more generally, systems involving both digital

and analog components form another class of examples [3]. Finally, modern control al-

gorithms often lead to both kinds of behavior, due to either digital components used in

implementation or logic and decision making encoded in the control algorithm. These

examples fit into the class of hybrid dynamical systems, or simply hybrid systems.

Over the last few decades, in research areas such as computer science, feedback control,

and dynamical systems, researchers have given considerable attention to modeling and

solution definitions for hybrid systems. Perhaps the earliest related reference is the

work in [6] where a class of continuous-time systems with both continuous and discrete

states (the state is referred to as hybrid state) exhibiting transitions was proposed in

the context of optimal control. More recent contributions can be find in [3, 4, 7–24]

among several others.

Switching systems have been the subject of interest for the past decades, for their wide

application areas. Switching systems are a class of hybrid systems consisting of several

subsystems and a switching rule indicating the active subsystem at each instant of

time.The continuous dynamics of switching systems are described by a set of time-

invariant differential equations which involve (at least partially) the same states. Each

of these differential equations represent the dynamics of a time-invariant system, often

referred to as constituent systems of the switching system. The discrete dynamics are

represented by some logic- or event-driven switching unit that alternates the linear

dynamics at distinct time-instances. Referring to [25] a switching system can be hap-

pened for a number of reasons such as, switching process, multiple control objectives,

performance and constraints and adaptive control. For examples, longitudinal dynam-

ics of an automobile can show a switching process where each gear the dynamics can

be described by a different continuous model [26]. In the wind-turbine power genera-

tors for reasons of security and performance the generator operates in different modes

depending on the current wind-speed can be an example of multi control objectives

[27]. Rest control can be fit into performance and constraints where the performance

of the controller can be improved by switching off the integral part of the controller
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when the error crossing zero [28]. For processes with uncertainties and largely varying

disturbances, adaptive controllers can be applied to account for the changing operat-

ing conditions. Switching dynamical systems arise naturally as a consequence of the

introduction of the multiple-models, switching and tuning paradigm in [29].

Recent efforts in the research of switching systems typically focus on the analysis

of dynamic behaviors, such as stability, controllability and observability, and aim to

design controllers which guarantee stability and optimize their performance. To be

more precise, the study of the stability of switching systems gives rise to a number

of interesting and challenging mathematical problems, which have been of increasing

interest in the last decades [30–33]. Typically, the approach adopted to analyze these

systems is to employ theories that have been developed for differential equations. Ac-

tually, most results are based on Lyapunov stability theory. Existence of quadratic

Lyapunov functions for each of the constituent LTI systems is not sufficient for the

stability of switching systems. However, it is well known that a switching system is

stable if there exists some common Lyapunov function that satisfies the conditions of

the Lyapunov theory simultaneously for all constituent subsystems (see e.g. [34–39]).

In [40], the authors established a number of converse theorems and showed that such

a common Lyapunov function always exists when the switching linear system is stable

for arbitrary switching. However, general conditions for determining the existence of a

common Lyapunov function for switching systems are unknown. A frequency domain

method equivalent to the common Lyapunov one may make the control and stability

analysis easier. To this respect, a frequency domain equivalent of common Lyapunov

function was proposed in [41] based on strictly positive realness (SPR) of the system

in order to analyze the quadratic stability of switching systems.

Reset controllers are standard controllers endowed with a reset mechanism, i.e., a

strategy that resets to zero the controller state (or part of it) when some condition

holds. The reset condition is typically the zero crossing of the controller input, but

other choices are possible as well (e.g. see [28, 42–45]). This kind of control was

firstly introduced by Clegg in the 50’s to overcome the fundamentals limitations of

linear controllers; more precisely, to reduce phase lag while retaining the integrator’s

desirable magnitude slope in the frequency response [42]. Thus, Clegg integrator (CI)

was introduced as a solution for improving feedback performance, due to its ability

to provide the magnitude slope of a linear integrator (−20 dB/dec) but with a phase



State of the Art 12

(about −38◦) much more favourable in terms of phase margins and robustness. The

potential advantages of using CI to meet stringent design specifications have been

reported in many papers (e.g. [46, 47]). Additional reset structures, such as first order

reset elements (FORE) [43, 44] and improved reset controllers [48], were proposed later

to improve the performance of CI.

Recently, there has been a renewed interest in this class of systems due to their ad-

vantages with respect to conventional control solutions. Essentially, it has been shown

that resetting to zero at the zero crossings of the error is completely inadequate since it

may cause Zeno solutions in the system response (see e.g. [28] and references therein).

As a result, current trends focus on using new reset structures which allow reset to

occur on more complicated and sophisticated sets so as to improve the performance

of the system. To this end, several and different solutions have been reported in the

literature. For example, the controller states were reset to certain non-zero values in

[48, 49] to make the system response be even faster in comparison with the linear so-

lution. In [28, 50, 51], a PI+CI controller was used to reduce considerably both the

percentage of overshoot and the settling time by resetting only a percentage of the

integral term of the PI controller. The authors of [52] proposed a new class of FORE,

together with set-point regulation, which allow new resetting rules. A modified version

of this reset strategy was applied in [53] to a diesel engine. In our previous works, we

investigated the possibilities of using fractional order CI (FCI) together with classic

PI controllers as base controller [54, 55]. It was demonstrated that FCI is also able to

handle the mentioned problems in reset control by adjusting its order adequately.

While the application of switching systems, reset control system and more generally

hybrid system can undoubtedly be beneficial, studying fractional-order generalization

of such systems is by no means trivial. In this thesis, we focus on modeling, control and

stability analysis of fractional-order hybrid system and in particular fractional-order

switching systems, and reset control systems. Next section will review fractional-order

calculus and its application in FHS.
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2.2 Historical review of FOC and FHS

Fractional-order calculus (FOC) is a more than 300 years old topic, being the first

reference probably associated with Leibniz and L´Hôpital in 1695 where half-order

derivative was mentioned. However, the first indication of the potential of FOC may

be shown by Bode in the 1940s, without using the term ”fractional”, with his study

to keep invariant the performance of a feedback amplifier in closed-loop to changes

in the amplifier gain. In the 90.s decade, Prof. Oustaloup, of University of Bordeaux

(France), and Prof. Podlubny, of Technical University of Kosice (Slovak Republic), pre-

sented important studies on fractional-order control strategies, which established the

starting point of FOC on automatic control applications. In particular, Oustaloup [56]

proposed the CRONE (French abbreviation for Commande Robuste dOdre Non En-

tier, meaning Non-integer-Order Robust Control) method for the control of dynamics

systems, demonstrating its superior performance versus the traditional PID controller

and introducing the robustness property. Nowadays, there exist three generations of

CRONE controllers (see [57]). With respect to Podlubnys work [58], he introduced

the generalization of the traditional PID controller to non-integer-orders, namely the

PIλDµ controller, where λ and µ are the orders of the integrator and differentiator, re-

spectively. Podlubny also demonstrated the better response of this kind of controllers

in comparison with the classical ones, especially to control fractional-order systems.

Thereafter and during the last decades, further research activities to define new effec-

tive tuning methods for fractional-order controllers have been proposed in the literature

as an extension of classical control theory, mainly for traditional PID controllers due to

its widespread industrial use. A classification of these tuning techniques is presented in

[59]. In this respect, some analytical methods, concerning phase and gain margins, flat

phase or dominant poles, can be found in [59–63], as well as some numerical methods

in [64, 65] and tuning rules in [66–68]. These tuning methods are basically based on

techniques in the frequency domain but also by optimizing certain performance indices

or providing the controlled system with extra specifications given by the additional

tuning parameters of fractional-order controllers with respect to classical ones. Be-

sides, it is worth mentioning that there exist interactive software tools for the design

of fractional-order PID controllers [69, 70].
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At the same time, the better understanding of the potential of fractional calculus, i.e.,

the generalization of the classical calculus to orders of integration and differentiation

not necessarily integer, and the increasing number of applications in many areas of

science and engineering have led to the importance of both the analysis and study of

fractional-order models, to better characterize the behavior of a system, and the de-

sign of fractional-order controllers, which allow the controlled system to attain better

performance in comparison with classical integer-order controllers (see e.g. [65, 71] for

fundamentals of fractional-order systems and controllers). Although the problem of

stability is a very essential and crucial issue for control systems, including fractional-

order systems, due to the complexity of the relations, it has been discussed and investi-

gated only in some recent literature. For more details of stability for different classes of

fractional-order systems, e.g. see [58, 72–74] for linear time invariant systems, [75, 76]

for delayed systems, [77, 78] for nonlinear systems, [79, 80] for fractional-order inter-

val systems. Likewise, some extensions of Lyapunov theory have been developed to

fractional-order systems [81, 82].

Recently, some works are reported on fractional-order hybrid systems (FHS), and

fractional-order differential inclusions (FDI). In [83–87], the authors mainly focused

on the mathematical part of FDIs and their solution. Particularly, existence of the

solution of a certain class of FDI like FDI with Dirichlet boundary conditions, impul-

sive FDI and FDI with infinite delay are investigated in [83, 84, 86]. Furtheremore,

existence of solutions for nonlinear FDIs of order α ∈ (1, 2] with families of mixed and

closed boundary conditions are studied in [87]. Kaczorek investigated the realization

problem for positive fractional hybrid 2D linear systems proposing a method for com-

putation of positive fractional realizations of a given proper 2D transfer matrix [88, 89].

Hedrih [90] obtained eigen main chains, eigen modes and main coordinates using an

analytical approach, for a fractional-order hybrid multi-pendulum system dynamics.

Balochian et. al. have lately reported some new works on variable structure control

of FDIs [91, 92]. In [91] the stabilization of a particular class of multi-input linear

systems of fractional-order differential inclusions with state delay using variable struc-

ture control is considered whereas the sufficient condition for stabilization problem of

a linear time invariant fractional-order switched system with order, 1 < α < 2 by a

single Lyapunov function whose derivative is negative and bounded by a quadratic

function within the activation regions of each subsystem are presented in [92].
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To this respect, common Lyapunov theory will be generalized for fractional-order

switching systems, and stability conditions will be provided based on such a common

Lyapunov method and its equivalence in frequency domain. It is important to remark

that stability in frequency domain may be useful for the design, in the frequency do-

main, of integer or fractional-order controllers to stabilize fractional or integer-order

switching systems, respectively.

Although mentioned works have contributed greatly to the research in the field, but,

despite the recent general interest on fractional-order systems, fractional-order Hybrid

systems have not received much attention. Therefore, new studies of modeling, control

and stability analysis are required to face analysis and control of FHS. The research

activity related to FOC is more than 15 years old at University of Extremadura. This

interest started with Dr. Vinagre’s Ph.D. Thesis in 2001 [93]. Since then, four Ph.D.

Theses has been developed under his supervision [94–97]. As a result, and in collab-

oration with other international scientists, an important number of papers and books

have been published (e.g. see [60, 65, 71, 93, 98–117]).

In this thesis we focus on modeling, control and stability of FHS Given this motiva-

tion, the objective of this thesis in one hand is to develop a theoretical framework to

design fractional-order hybrid controller and study stability for fractional-order hybrid

systems in general, extending classical theory to such systems. On the other hand

applying the developed methods on the following practical applications:

1. Mobile robotics: CC and ACC of Citroën vehicle;

2. Reset control of a servomotor;

3. Stability analysis of the smart wheel controlled using gain and order scheduling

PI control in [97, 106]

In this research, as an application, fractional-order hybrid controller is designed to

control throttle and brake in low speed control of Citroën C3 vehicle. Regarding

to the different dynamics of the car during the acceleration and deceleration, differ-

ent controllers (multi-controller) are designed which represent an application of FHS.

fractional-order gain scheduling which is another example of multi-controllers can be
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another application of FHS, which is reported in [106, 111] and its stability is ana-

lyzed in this dissertation. In addition, the developed fractional-order reset controller

is applied to a servomotor to investigate another experiments in the family of HS.



Chapter 3

Fractional-Order Hybrid Systems

In this chapter we review the differential inclusions and generalize DI for fractional-

order systems. Hybrid automaton will be briefly reviewed and some examples will

show the modeling of HS/FHS as DI/FDI.

3.1 Differential inclusions

In a hybrid dynamical system, the state sometimes flows (continuously) while at other

times it makes jumps. Whether flow occurs or a jump occurs depends on the state’s

location in the state space. Thus, a hybrid dynamical system is usually described by

two functions, f and g, and two sets C and D. The function f generates a differential

equation that governs flow while the function g generates a reset equation that governs

jumps. The function f is often only specified for variables that can flow while the

function g is often only specified for variables that can jump. The set C indicates

where in the state space flow may occur while the set D indicates where in the state

space jumps may occur. Where these sets overlap, both flowing and jumping may be

possible.

A widely used model of a continuous-time dynamical system is the first-order differen-

tial equation ẋ = f(x, u) , with x and u belonging to an n-dimensional Euclidean space

Rn. This model can be expanded in two directions that are relevant for hybrid systems.

First, we can consider differential equations with state constraints, that is, ẋ = f(x, u)

and x ∈ C, u ∈ Cu , where C and Cu are subset of Rn. Second, we can consider the

17
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situation where the right-hand side of the differential equation is replaced by a set that

may depend on x. Both situations lead to the differential inclusion ẋ ∈ F (x), where

F is a set-valued mapping. Combining the two generalizations leads to constrained

differential inclusions ẋ ∈ F (x, u), x ∈ C, u ∈ Cu.

A typical model of a discrete-time dynamical system is the first-order equation x+ =

g(x, u), with x, u ∈ Rn. The notation x+ indicates that the next value of the state is

given as a function of the current state x through the value g(x) . As for differential

equations, it is a natural extension to consider constrained difference equations and

difference inclusions, which leads to the model x+ ∈ G(x, u), x ∈ D, u ∈ Du, where

G is a set-valued mapping and D and Du are subset of Rn. Since a model of a hy-

brid dynamical system requires a description of the time driven dynamics, the event

driven dynamics, and the regions on which these dynamics apply, we include both a

constrained differential inclusion and a constrained difference inclusion in a general

model of a hybrid system in the form

ẋ ∈ F (x, u), x ∈ C, u ∈ Cu, (3.1)

x+ ∈ G(x, u), x ∈ D,u ∈ Du.

This model captures a wide variety of dynamic phenomena including systems with

logic-based state components, which take values in a discrete set, as well as timers,

counters, and other components. We refer to a hybrid system in the form described

by the former equations as H. We call C the flow set, F the flow map, D the jump

set, and G the jump map.

3.2 Hybrid Automaton

There is a growing literature, mainly in computer science, that deals with hybrid sys-

tems as an outgrowth of automata theory. The main idea is to successively add time
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constraints on events and simple dynamics (such as clocks and timers) to finite au-

tomata in order to build on automata results. A simple example is a room-thermostat-

heater system where the temperature of the room evolves according to laws of thermo-

dynamics and the state of the heater (on/off); the thermostat senses the temperature,

performs certain computations and turns the heater on and off. In general, hybrid au-

tomata have been used to model and analyze a variety of embedded systems including

vehicle control systems, air traffic control systems, mobile robots, and processes from

systems biology.

Informally, a hybrid automaton is a (possibly infinite) state machine augmented with

differential equations. It is a standard model for describing a hybrid system. Several

different but equivalent formal definitions exist.

Hybrid automata come in several flavors: The Alur-Henzinger hybrid automaton is a

popular model; it was developed primarily for algorithmic analysis of hybrid systems

model checking. The HyTech model checking tool is based on this model. The Hy-

brid Input/Output Automaton model has been developed more recently. This model

enables compositional modeling and analysis of hybrid systems. Another formalism

which is useful to model implementations of hybrid automaton is the lazy linear hy-

brid automaton.

Hybrid automaton is a collection,

H = (Q, X, f, D, E,G, R) (3.2)

where,

• q ∈ Q is discrete state,

• X ∈ Rn is continuous state,

• Init ⊆ Q× Rn is initial state,

• f : Q×X → TX is a vector field,

• D : Q → P (X) is domain,
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• E ⊆ Q×Q is a set of edges,

• G : E → P (X) is a guard condition,

• R : E ×X → P (X) is a reset map.

3.3 Modeling of fractional-order Hybrid System

Differential equations with fractional-order have recently proved to be strong tools in

the modeling of many physical phenomena. Many fractional-order controllers such as

fractional-order PID [65, 98, 101, 118], fractional-order state feedback control [119],

fractional-order sliding mode control [107, 108], are proposed to control dynamical

system. In addition, many fractional-order system are studied and controlled [109,

120, 121]. Regarding to this application and the importance of the hybrid system,

there is lack of research in fractional-order hybrid system. Although there exist some

works reported in fractional-order differential inclusions, there still is lack of research

in modeling, control and analysis of fractional-order differential inclusions. As men-

tioned in previous sections, many system around us are hybrid and many system needs

hybrid controllers regarding to the applications. Therefore, applying fractional-order

controller or analyzing the control of fractional-order hybrid system is necessary. Mod-

eling, control, simulation and stability analysis of fractional-order hybrid system needs

it own tools which have to be developed. The first step in the analysis of the hybrid

fractional-order system is to model the system. In the next section a generalization of

fractional-order differential inclusions will be studied.

3.3.1 fractional-order Differential Inclusions

The integer-order differential inclusions is described in (3.2) at section 3.1. As a gen-

eralization of differential inclusions in the fractional-order system we can have,

Dαx ∈ F (x, u), x ∈ C, u ∈ Cu, (3.3)

x+ ∈ G(x, u), x ∈ D,u ∈ Du.

where, Dα is the fractional-order differentiator. As it mentioned before, there are

many system which can be represent as fractional-order hybrid differential inclusions.
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Following some example will show the application of the integer and fractional-order

hybrid differential inclusions.

3.4 Some Examples

In this section first we study the well-known bouncing ball system to introduce the

modeling of HS using DI. Then, some class of Hybrid system such as switching systems,

multi-controller system and reset control system will modeled using DI/FDI.

3.4.1 Bouncing ball

A canonical example of a hybrid system is the bouncing ball, a physical system with

impact. Here, the ball (thought of as a point-mass) is dropped from an initial height

and bounces off the ground, dissipating its energy with each bounce. The ball exhibits

continuous dynamics between each bounce; however, as the ball impacts the ground,

its velocity undergoes a discrete change modeled after an inelastic collision. A mathe-

matical description of the bouncing ball follows. Let x1 be the height of the ball and

x2 be the velocity of the ball. A hybrid system describing the ball is as follows [122]:

The flow map for this system follows from the forces acting on the ball. For x1 > 0,

gravity acts on the ball generating the flow map,

f(x) :=



 x2

−γ



 if, x1 > 0, (3.4)

where γ denotes the gravitational constant, according to Newtons laws of motion.

Since flowing below the level of the floor will not be possible, the flow map does not

need to be defined for x1 < 0. Alternatively, one can view the flow map as a set-valued

mapping with empty values for x1 < 0. One may also consider defining the flow map

for x1 = 0. The jump map can be taken to be

g(x) :=



 x1

−cx2,



 (3.5)
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where 0 < c < 1 is a coefficient of restitution. This is saying that when the height of

the ball is zero (it has impacted the ground), its velocity is reversed and decreased by

a factor of c. Effectively, this describes the nature of the inelastic collision.

Following the discussion above, the balls velocity is allowed to jump when x1 = 0 and

x2 < 0. Thus, the jump set may be taken to be

C :=
�
x ∈ R2|x1 = 0, x2 < 0

�
. (3.6)

One may also consider choosing the jump set to be the closure of the set D given above.

This would add the point (x1, x2) = (0, 0) to the jump set, resulting in a closed set.

The effect on solutions of closed jump sets will be discussed in the next chapter.

The state of the bouncing ball system changes continuously when the ball is above the

floor. Thus, one may consider taking the flow set as

D :=
�
x ∈ R2|x1 > 0

�
. (3.7)

The bouncing ball is an especially interesting hybrid system, as it exhibits Zeno behav-

ior. Zeno behavior has a strict mathematical definition, but can be described informally

as the system making an infinite number of jumps in a finite amount of time. In this

example, each time the ball bounces it loses energy, making the subsequent jumps (im-

pacts with the ground) closer and closer together in time. To show the flow and jump,

this hybrid system is solved using the hybrid toolbox released by Sanfelice in [20] and

it is shown in Fig. 3.1. The restitution time is set as c = 0.8 and the simulation is run

for 20 jumps.

In addition, the bouncing ball can be formulate as following hybrid automaton format,

• Q = {q0}

• X = (x1, x2) ∈ R2

• Init = {q0}× {x ∈ R2 : x1 ≥ 0}

• .
x = f(q0, x) = [x2,−g]T

• R(q0, {x : x1 = 0, x2 ≤ 0}) = (q0, (x1,−cx2)) , where q0 is the discrete state.
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Figure 3.1: Solution of the bouncing ball hybrid system.

3.4.2 Systems with Switches and Relays

Physical systems with switches and relays can be naturally modeled as hybrid systems.

Sometimes, the dynamics may be considered merely discontinuous, such as in a blown

fuse. In many cases of interest, however, the switching mechanism has some hysteresis,

yielding a discrete state on which the dynamics depends. This situation is depicted

by the multi-valued function H shown in Fig. 3.2. Suppose the function H models

H

!
-!

1

-1

x

Figure 3.2: Hysteresis Function.

the hysteretic behavior of a thermostat. We may model a thermostatically controlled

room as follows

ẋ = f(x,H(x− x0)), (3.8)
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where x and x0 denote room and desired temperature, respectively. The function

f denotes dynamics of temperature, which depends on the current temperature and

whether the furnace is switched On or Off. Note that this system is not just a differ-

ential equation whose right-hand side is piecewise continuous. There is memory in the

system, which affects the value of the vector field. Indeed, such a system naturally has

a finite automaton associated with the hysteresis function H, as pictured in Fig. 3.3.

Notice that, for example, the discrete state changes from +1 to -1 when the continuous

state enters the set {x ≥ ∆}. That is, the event of x attaining a value greater than or

equal to ∆ triggers the discrete or phase transition of the underlying automaton.

H=-1H=+1

[x!"]

[x#-"]

[x<"] [x>-"]

Figure 3.3: Finite Automaton Associated with Hysteresis Function.

3.4.2.1 Temperature Control of a Solid

In [99, 123], a fractional-order model for temperature is identified and controlled. For

the mathematical description of the controlled object was chosen two-term differential

equation of the fractional-order. This mathematical description can be approximated

by differential equation of first order. The mathematical model of the controlled object

described by two-term differential equation as follows:

DαT (t) = −a0
a1

T (t) + u(t), (3.9)

where T is temperature, u(t) is control input and a0 = 0.598, a1 = 39.69,α = 1.26.

Fig. 3.4 can show the bang-bang control of the temperature model. Regarding to this

controller system can be represent as a hybrid model. The flow map can be described

as follows: 

D
αT (t)

Dαu(t)



 =



−
a0
a1

1

0 0







T (t)

u(t)



 (3.10)
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hybrid model. The flow map can be described as follows:

(26)
�

DαT (t)
Dαu(t)

�
=

�
− a0

a1
1

0 0

��
T (t)
u(t)

�

The control input i.e. u(t) belongs to {−Tm,Tm} where Tm is the desired temperature. Concern-
ing to the hysteresis switch, the control input will be Tm when {T ∈ R|T < Tm + ε} and the control
input will be −Tm when {T ∈ R|T > Tm − ε}. Then the flow map is taken to be:

(27) C := {(T,u) ∈ R×{−Tm,Tm}|u = Tm&T < Tm + ε or u =−Tm&T > Tm − ε} .

The jump set is taken to be:

(28) D := {(T,u) ∈ R×{−Tm,Tm}|u = Tm&T = Tm + ε or u =−Tm&T = Tm − ε} .

Regarding the jump map, since the role of jump changes is to toggle the logic mode and since
the state component T does not change during jumps, the jump map will be

(29)
�

T (t)
u(t)

�+
=

�
T (t)
−u(t)

�
.

7. STABILITY OF HYBRID SYSTEMS

Stability: When a system becomes unstable, the output of the system approaches infinity (or
negative infinity), which often poses a security problem for people in the immediate vicinity. Also,
systems which become unstable often incur a certain amount of physical damage, which can be-
come costly. This chapter will talk about system stability, what it is, and why it matters.

7.1. Some Definitions for continuous-time systems. Consider an autonomous nonlinear dynam-
ical system

(30) ẋ(t) = f (x(t)), x(0) = x0,

where x(t) ∈ D ⊆ Rn denotes the system state vector, D an open set containing the origin, and
f : D → Rn continuous on D . Suppose f has an equilibrium; without loss of generality, we may
assume that it is at origin. The Lyapunov stability for continiuos system are sumerized in the
following theorems.

Theorem 1. Let x = 0 be an equilibrium point of (30). Assume that there exists an open set D with
0 ∈ D and a continuously differentiable function V : D → R such that:

(1) V (0) = 0,
(2) V (x)> 0 for all x ∈ D\{0},and
(3) ∂V

∂x (x) f (x)≤ 0 for all x ∈ D.
then x = 0 is a stable equilibrium point of (30).

Theorem 2. If in addition, ∂V
∂x (x) f (x)≤ 0 for all x ∈ D\{0},then x = 0 is an asymptotically stable

equilibrium point.
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(30) ẋ(t) = f (x(t)), x(0) = x0,

where x(t) ∈ D ⊆ Rn denotes the system state vector, D an open set containing the origin, and
f : D → Rn continuous on D . Suppose f has an equilibrium; without loss of generality, we may
assume that it is at origin. The Lyapunov stability for continiuos system are sumerized in the
following theorems.

Theorem 1. Let x = 0 be an equilibrium point of (30). Assume that there exists an open set D with
0 ∈ D and a continuously differentiable function V : D → R such that:

(1) V (0) = 0,
(2) V (x)> 0 for all x ∈ D\{0},and
(3) ∂V

∂x (x) f (x)≤ 0 for all x ∈ D.
then x = 0 is a stable equilibrium point of (30).

Theorem 2. If in addition, ∂V
∂x (x) f (x)≤ 0 for all x ∈ D\{0},then x = 0 is an asymptotically stable

equilibrium point.

Figure 3.4: Temperature control.

The control input i.e. u(t) belongs to {−Tm, Tm} where Tm is the desired tem-

perature. Concerning to the hysteresis switch, the control input will be Tm when

{T ∈ R|T < Tm + ε} and the control input will be −Tm when {T ∈ R|T > Tm − ε}.

Then the flow map is taken to be:

C := {(T, u) ∈ R× {−Tm, Tm} |u = Tm&T < Tm + ε or u = −Tm&T > Tm − ε} .

(3.11)

The jump set is taken to be:

D := {(T, u) ∈ R× {−Tm, Tm} |u = Tm&T = Tm + ε or u = −Tm&T = Tm − ε} .

(3.12)

Regarding the jump map, since the role of jump changes is to toggle the logic mode

and since the state component T does not change during jumps, the jump map will be



T

u




+

=



 T

−u



 . (3.13)

3.4.3 Switching system

The past decades have witnessed an enormous interest in switching systems whose be-

haviour can be described mathematically using a mixture of logic based switching and

difference/differential equations. By a switching system we mean a hybrid dynamical

system consisting of a family of continuous-time subsystems and a rule that orchestrates

the switching among them [34, 124, 125]. A primary motivation for studying such sys-

tems came partly from the fact that switching systems and switching multi-controller
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systems have numerous applications in control of mechanical systems, process control,

automotive industry, power systems, traffic control, and so on. In addition, there ex-

ists a large class of nonlinear systems which can be stabilized by switching control

schemes, but cannot be stabilized by any continuous static state feedback control law

[30]. Another motivation arises from the application of switching systems theory to

the field of network-based control systems. These new types of control systems can be

handled as switching systems (e.g. refer to [126–130] and references therein).

3.4.3.1 DC-DC buck converter

DC-DC buck converter can be an example of switching system. The formulation in

the form of a bilinear system defined on Rn is,



 v̇c

v̈c



 =



 0 1

− 1
LC

− 1
RC







 vc

v̇c



+



 0

1
LC



uVg. (3.14)

where u ∈ {0, 1}. Suppose,

u =
1

2
(1− sgn(S)), (3.15)

where S is desired surface and SṠ < 0 is satisfied regarding to the sliding mode

condition(see [107]). Then, defining

ξ =



vc
v̇c



 (3.16)

the hybrid state of the closed-loop system is given by

x :=





vc

v̇c

q




∈ R3. (3.17)

The flow map for the closed-loop system is given by

f(x) :=





0 1 0

− 1
LC

− 1
RC

Vg

LC

0 0 0




x (3.18)
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Considering the controller as u = q, q = 0, 1, the jump will happen q = 0 and e when

q = 0, the jump will happen if S < 0 and the jump will happen when q = 1, if S > 0.

Defining,

C0 := {S|S > 0}

C1 := {S|S < 0}

Dq := {S|S = 0} ,

the flow set is taken to be

C :=
�
(ξ, q) ∈ R2 × {0, 1} |q ∈ {0, 1} , ξ ∈ Cq

�
. (3.19)

The jump set is taken to be

D :=
�
(ξ, q) ∈ R2 × {0, 1} |q ∈ {0, 1} , ξ ∈ Dq

�
. (3.20)

The jump map for the closed-loop system will be

g(x) :=





vc

v̇c

1− q




. (3.21)

3.4.4 Sample-and-Hold Control Systems

In a typical sample-and-hold control scenario, a continuous-time plant is controlled

by a digital controller. The controller samples the plants state, computes a control

signal, and sets the plants control input to the computed value. The controllers output

remains constant between updates. Sample-and-hold devices perform analog-to-digital

and digital-to-analog conversions.

The closed-loop system resulting from this control scheme can be modeled as a hybrid

system. Sampling, computation, and control updates in sample-and-hold control are

associated with jumps that occur when one or more timers reach thresholds defining

the update rates. When these operations are performed synchronously, a single timer
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state and threshold can be used to trigger their execution. In this case, a sample-and-

hold implementation of a control law samples the state of the plant and up- dates its

input when a timer reaches the threshold T > 0, which defines the sampling period.

During this up- date, the timer is reset to zero. For the static, state-feedback law

u = κ(ξ) for the plant ξ̇ = f(ξ, u), a hybrid model uses a memory state z to store

the samples of u, as well as a timer state t to determine when each sample is stored.

The state of the resulting closed-loop system, which is depicted in Fig. 3.5, is taken

to be x(ξ, z, τ). During flow, which occurs until τ reaches the threshold T , the state

of the plant evolves according to, ξ̇ = f(ξ, z), the value of z is kept constant, and τ

grows at the constatnt rate of one. In other words, ż = 0 and τ̇ = 1. This behavior

corresponds to the flow set C = Rn × Rm × [0, T ], while the flow map is given by

F (x) = (f(ξ, z), 0, 1) for all x ∈ C.

When the timer reaches the threshold T , the timer state τ is reset to zero, the memory

state z is updated to κ(ξ), but the plant ξ does not change. This behavior corresponds

to the jump set D := Rn × Rm × {T} and the jump map G(x) := (ξ,κ(ξ), 0) for all

x ∈ D [3].

u=z
Nonlinear System

Algorithm

D/A A/D
T

ZOH T

Symbols 21

implementation of a control law samples the state of the plant and up- dates its input

when a timer reaches the threshold T > 0, which defines the sampling period. During

this up- date, the timer is reset to zero. For the static, state-feedback law u = κ(ξ)

for the plant ξ̇ = f(ξ, u), a hybrid model uses a memory state z to store the samples

of u, as well as a timer state t to determine when each sample is stored. The state of

the resulting closed-loop system, which is depicted in Fig. 3.4, is taken to be x(ξ, z, τ).

During flow, which occurs until τ reaches the threshold T , the state of the plant evolves

according to, ξ̇ = f(ξ, z), the value of z is kept constant, and τ grows at the constatnt

rate of one. In other words, ż = 0andτ̇ = 1. This behavior corresponds to the flow set

C = Rn×Rm× [0, T ], while the flow map is given by F (x) = (f(ξ, z), 0, 1) for all x ∈ C.

When the timer reaches the threshold T , the timer state τ is reset to zero, the memory

state z is updated to κ(ξ), but the plant ξ does not change. This behavior corresponds

to the jump set D := Rn × Rm × {T} and the jump map G(x) := (ξ,κ(ξ), 0) for all

x ∈ D.
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sample-and-hold control are associ-
ated with jumps that occur when one 
or more timers reach thresholds 
defining the update rates. When 
these operations are performed syn-
chronously, a single timer state and 
threshold can be used to trigger their 
execution. In this case, a sample-and-
hold implementation of a control law 
samples the state of the plant and up-
dates its input when a timer reaches 
the threshold T . 0, which defines 
the sampling period. During this up-
date, the timer is reset to zero. 

For the static, state-feedback law 
u5k 1j 2  for the plant j

#
5 f 1j, u 2 ,  a hy-

brid model uses a memory state z to 
store the samples of u, as well as a timer 
state t to determine when each sample 
is stored. The state of the resulting 
closed-loop system, which is depicted in Figure 5, is taken 
to be x5 1j, z, t 2 . 

During flow, which occurs until t reaches the thresh-
old T, the state of the plant evolves according to j

#
5 f 1j, z 2 , 

the value of z is kept constant, and t grows at the constant 
rate of one. In other words, z# 5 0 and t# 5 1. This behavior 
corresponds to the flow set C5Rn 3 Rm 3 30, T 4, while the 
flow map is given by F 1x 2 5 1  f 1j, z 2 , 0, 1 2  for all x [ C. 

When the timer reaches the threshold T, the timer state 
t is reset to zero, the memory state z is updated to k 1j 2 , 
but the plant state j does not change. This behavior corre-
sponds to the jump set D J Rn 3 Rm 3 5T6  and the jump 
map G 1x 2 J 1j, k 1j 2 , 0 2  for all x [ D. 

Hybrid Controllers for Nonlinear Systems
Hybrid dynamical systems can model a variety of closed-
loop feedback control systems. In some hybrid control appli-
cations the plant itself is hybrid. Examples include juggling 
[70], [73] and robot walking control [63]. In other applica-
tions, the plant is a continuous-time system that is con-
trolled by an algorithm employing discrete-valued states. 
This type of control appears in a broad class of industrial 
applications, where programmable logic controllers and 
microcontrollers are employed for automation. In these ap-
plications, discrete states, as well as other variables in soft-
ware, are used to implement control logic that incorporates 
decision-making capabilities into the control system. 

Consider a plant described by the differential equation 

 x# p5 fp 1xp, u 2 ,  (5)

where xp [ Rn , u [ Rr, and fp is continuous. A hybrid 
controller for this plant has state xc [ Rm , which can 
contain logic states, timers, counters, observer states, 
and other continuous-valued and discrete-valued states. 

A hybrid controller is defined by a flow set Cc ( Rn1m, 
flow map fc  : Cc S Rn , jump set Dc ( Rn1m, and a possi-
bly set-valued jump map Gc  : Rn1m SS Rm , together with 
a feedback law kc  : Cc S Rr  that specifies the control 
signal u. Figure 6  illustrates this setup. 

During continuous-time evolution, which can occur 
when the composite closed-loop state x5 1xp, xc 2  belongs 
to the set Cc, the controller state satisfies x# c5 fc 1x 2  and the 
control signal is generated as u5kc 1x 2 . At jumps, which 
are allowed when the closed-loop state belongs to Dc, the 
state of the controller is reset using the rule xc

1 [ Gc 1x 2 .  
The closed-loop system is a hybrid system with state 
x5 1xp, xc 2 ,  flow set C5Cc, jump set D5Dc, flow map 

 F 1x 2 5 c fp 1xp, kc 1x 2 2
fc 1x 2 d    for all  x [ C, (6) 

and jump map 
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FIGURE 4 Flow and jump sets for each q [ Q  and trajectory to the hybrid system in 
“Explicit Zero-Crossing Detection.” The trajectory starts from the initial condition at 
( t, j ) 5 (0, 0 )  given by j1 (0, 0 ) 5 1, j2 (0, 0 ) 5 0, q (0, 0 ) 5 1 . The jumps occur 
on the j2  axis and toggle q . Flows are permitted in the left-half plane for q521  and in 
the right-half plane for q5 1 .
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FIGURE 5 Digital control of a continuous-time nonlinear system 
with sample-and-hold devices performing the analog-to-digital 
(A/D) and digital-to-analog (D/A) conversions. Samples of the 
state j  of the plant and updates of the control law k(j )  com-
puted by the algorithm are taken after each amount of time T . The 
controller state z  stores the values of k(j ) .
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Figure 3.4: Digital control of a continuous-time nonlinear system with sample-and-
hold devices performing the analog-to-digital (A/D) and digital-to-analog (D/A) con-
versions. Samples of the state ξ of the plant and updates of the control law κ(ξ)
computed by the algorithm are taken after each amount of time T . The controller

state z stores the values of κ(ξ) .

3.3.4 Multi Controllers system

In several control applications, the design of a continuous-time feedback controller that

performs a particular control task is not possible. For example, in the problem of

Figure 3.5: Digital control of a continuous-time nonlinear system with sample-
and-hold devices performing the analog-to-digital (A/D) and digital-to-analog (D/A)
conversions. Samples of the state ξ of the plant and updates of the control law κ(ξ)
computed by the algorithm are taken after each amount of time T . The controller

state z stores the values of κ(ξ) .
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3.4.5 Multi Controllers system

In several control applications, the design of a continuous-time feedback controller

that performs a particular control task is not possible. For example, in the problem

of globally stabilizing a multi-link pendulum to the upright position with actuation on

the first link only, topological constraints rule out the existence of a continuous-time

feedback controller that accomplishes this task globally and robustly. However, it is

often possible to overcome such topological obstructions using hybrid feedback control

to combine continuous-time feedback laws that achieve certain subtasks [20].

Plant

Controller 1

Controller 2

Controller n

Supervisor

Reference

+
-

Figure 3.6: Multi controller schematic

For instance, suppose that two state feedback control laws κ1 : Rp → Rm,κ2 : Rp → Rm

have been designed to stabilize the origin of a nonlinear control system ξ̇ = f̃(ξ, u).

The feedback law κ1 produces efficient transient responses, but only works near the

origin. The feedback law κ2 produces less efficient transients but works globally. The

goal is to build a hybrid feedback law that globally asymptotically stabilizes the origin

while using κ1 near the origin and uses κ1 far from the origin.

The controller will use a logic variable q, which here we assume to take values in the

set {1, 2}, to keep track of which controller is currently being applied. Then, the state

of the closed-loop system is given by

x :=



ξ

q



 ∈ Rp+1. (3.22)
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Since the logic variable does not change during flows, the flow map for the closed-loop

system is given by

f(x) :=



f̃(ξ,κq(ξ))

0



 . (3.23)

Hysteresis is used as follows to determine when it is appropriate to switch between

controllers. A jump should occur when q = 2 and the state ξ is close to the origin,

say in a set D2, and a subsequent jump should not occur unless q = 1 and the state ξ

attempts to leave a larger set C1. This behavior is generated by allowing flows when

q = 1 and ξ ∈ C1 or when q = 2 and ξ ∈ Rp D2 =: C2, while allowing jumps when

q = 2 and ξ ∈ D2 or when q = 1 and ξ ∈ Rp C1 =: D1. Thus,the flow set is taken to

be

C := {(ξ, q) ∈ Rp × {1, 2} |q ∈ {1, 2} , ξ ∈ Cq} . (3.24)

The jump set is taken to be

D := {(ξ, q) ∈ Rp × {1, 2} |q ∈ {1, 2} , ξ ∈ Dq} . (3.25)

Regarding the jump map, since the role of jump changes is to toggle the logic mode

and since the state component ξ does not change during jumps, the jump map for the

closed-loop system will be

g(x) :=



 ξ

3− q



 (3.26)

Finally, in order for the hybrid feedback law to work as intended, there should be a

relationship between D2 and C1. In particular, if trajectories of

f̃(ξ,κ1(ξ)) (3.27)

start in D2 they should remain in a closed set that is a strict subset of C1; moreover

any trajectory of this system that starts in C1 and remains in C1 should converge to

the origin. Since the local controller is locally asymptotically stabilizing, both of these

properties can be induced by first picking C1 to be a sufficiently small neighborhood

of the origin and then picking D2 to be another sufficiently small neighborhood of the

origin [20].
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3.4.5.1 A fractional-order multi controllers

As mentioned before many system has recently been controlled with fractional-order

PI. For instance, let us consider a first order system with two different dynamics as

follows (see Fig. 3.7):

Gi(s) =
Ki

s+ τi
, i = 1, 2, (3.28)

G1(s)C1(s)

C2(s)

r(t)
+

-

e(t)

y(t)

G2(s)

Figure 3.7: Closed loop system with two controllers.

Now consider following fractional-order PI to control this system,

Ci(s) = kpi +
kii
sαi

, i = 1, 2. (3.29)

Closed loop transfer function of the system can be represent as,

Y (s)

R(s)
=

aisαi + bi
sαi+1 + (τi + ai)sαi + bi

, i = 1, 2. (3.30)
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where ai = Kikpi and bi = Kikii . Assuming αi =
qi
pi

and replacing 3.30 to the state

space form yields,





D
1
qi x1

D
1
qi x2
...

D
1
qi xpi+1

...

D
1
qi xpi+qi−1

D
1
qi xpi+qi





=





0 1 0 · · · 0 · · · 0

0 0 1 · · · 0 · · · 0
...

...
...

. . .
...

. . .
...

0 0 0 · · · 1 · · · 0
...

...
...

. . .
...

. . .
...

0 0 0 · · · 0 · · · 1

−bi 0 0 · · · −(τi + ai) · · · 0









x1

x2
...

xpi+1

...

xpi+qi−1

xpi+qi−1





+





0

0

0
...

0
...

1





U(r(t)), i = 1, 2

(3.31)

where U(r(t)) = aiDαir(t)+ bir(t). Thus, it is obvious that the closed loop system has

fractional-order in following general form:

Dαix = Aix+BiUi. (3.32)

Now assume that the controller one i.e. c1(e) will be activated if e = r(t)− y(t) > −ε

and the other controller i.e. c2(e) will be activated if e = r(t) − y(t) < ε. Thus, the

flow set and the flow map are taken to be,



D
αix

Dαii



 =



Aix+BiUi

0



 , (3.33)

C :=
�
(x, i) ∈ Rαi+1 × {1, 2} |i = 1&y(t) < r(t) + ε or i = 2&y(t) > r(t)− ε

�
.

(3.34)

The jump set is taken to be:

D :=
�
(x, i) ∈ Rαi+1 × {1, 2} |i = 1&y(t) = r(t) + ε or i = 2&y(t) = r(t)− ε

�
.

(3.35)
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Regarding the jump map, since the role of jump changes is to toggle the logic mode

and since the state component x does not change during jumps, the jump map will be



x

i




+

=



 x

3− i



 . (3.36)

Gain scheduling and gain and order scheduling control can be another example of the

multi controller system [97, 106].

3.4.6 Reset Control Systems

Reset controllers were introduced to overcome the limitations of linear controllers. For

instance, in the time domain it is not possible to fulfil all characteristic and specification

like rise time, overshoot, settling time, or in the frequency domain water-bed effect will

not let the system satisfies all the specifications [28, 42–45]. So, the main reason for

using reset controllers is that, just by including the mechanism of resetting, they are

able to overcome fundamental limitations in linear systems.

The reset controller was first introduced by studying Clegg integrator (CI) to reduce

phase lag while retaining the integrator’s desirable magnitude slope in the frequency

response [42]. The CI was introduced as a solution for improving feedback performance,

due to its ability to provide the magnitude slope of a linear integrator (−20 dB/dec)

but with a phase (about −38◦) much more favourable in terms of phase margins and

robustness. The other reset controllers, such as first order reset element (FORE)

controller [43, 44] and improved reset controller [48], PI+CI [50, 51, 131] were proposed

later to improve the CI.

C(s)
+

-
P(s)

r y(t)

Reset 
Controller

R(s)

Linear 
Controller Plant

e(t) ur(t) uc(t)

Figure 3.8: Block diagram of the reset control system
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The block diagram of a general reset control system is shown in Fig. 3.8. It can be

observed that the dynamics of the reset controller can be described by the fractional-

order differential inclusion (FDI) equation as:

Dαxr(t) = Arxr(t) +Bre(t), e(t) �= 0,

xr(t+) = ARrxr(t), e(t) = 0,

ur(t) = Crxr(t) +Dre(t),

(3.37)

where 0 < α ≤ 1 is the order of differentiation, xr(t) ∈ Rnr is the reset controller state

and ur(t) ∈ R is its output. The matrix ARr ∈ Rnr×nr identifies that subset of states

xr that are reset (the last R states) and use the structure ARr =



InR̄ 0

0 0nR



 and

nR̄ = nr − nR.

The linear controller C(s) and plant P (s) have, respectively, state-space representations

as follows:

Dαxc(t) = Acxc(t) +Bcur(t),

uc(t) = Ccxc(t),
(3.38)

and

Dαxp(t) = Apxp(t) +Bpuc(t),

y(t) = Cpxp(t),
(3.39)

where Ap ∈ Rnp×np , Bp ∈ Rnp×1, Cp ∈ R1×np , Ac ∈ Rnc×nc , Bc ∈ Rnc×1 and Cc ∈

R1×nc .

The closed-loop reset control system can then be described by the following FDI:

Dαx(t) = Aclx(t) +Bclr, x(t) /∈ M

x(t+) = ARx(t), x(t) ∈ M

y(t) = Cclx(t)

(3.40)
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where x =





xp

xc

xr




, Acl =





Ap BpCc 0

−BcDrCp Ac BcCr

−BrCp 0 Ar




, AR =





Inp 0 0

0 Inc 0

0 0 ARr




, Bcl =

�
0 BcDr Br

�T
and Ccl =

�
Cp 0 0

�
. The reset surface M is defined by:

M = {x ∈ Rn : Cclx = r, (I −AR)x �= 0} . (3.41)

where n = nr + nc + np. In absence of the linear controller C(s) the state space real-

ization of the closed loop system can also be stated as (3.40) where, x =



xp
xr



, Acl =



Ap −BpDrCp BpCr

−BrCp Ar



, AR =



Inp 0

0 ARr



, Bcl =
�
BpDr Br

�T
, Ccl =

�
Cp 0

�
.
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Chapter 4

Fractional-order Hybrid Control

Design

This part is divided into two section. First section is studying the design of the robust

integer- and fractional-order controller for the switching system. In the next section, a

comparative study between some reset strategies is given in order to show their benefits

in terms of prevention of Zeno solutions and reduction of overshoot.

4.1 Robust Fractional-Order Control Design for Switch-

ing Systems

In this section, we investigate control of switching systems. A frequency-domain de-

sign method is developed for switching systems for both integer or fractional-order

controllers, taking into account specifications regarding performance and robustness

and ensuring the stability of the controlled system. Some examples are given to show

the applicability and effectiveness of the proposed tuning method.

4.1.1 Quadratic stability in frequency domain

In [41], authors propose an equivalent to common Lyapunov stability conditions in

frequency domain. The relation between SPRness and the quadratic stability can be

37
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stated in the following theorem. For further information about the specification of

state space system, refer to Section 5.2.

Theorem 4.1 ([41]). Consider c1(s) and c2(s), two stable polynomials of order n,

corresponding to the systems ẋ = A1x and ẋ = A2x, respectively, then the following

statements are equivalent:

1. c1(s)
c2(s)

and c2(s)
c1(s)

are SPR.

2. |arg(c1(jω))− arg(c2(jω))| < π

2 ∀ ω.

3. A1 and A2 are quadratically stable, which means that ∃P = P T > 0 ∈ Rn×n such

that AT
1 P + PA1 < 0 , AT

2 P + PA2 < 0.

4.1.2 Problem statement

It is well known that a switching system can be potentially destabilized by an ap-

propriate choice of switching signal, even if the switching is between a number of

Hurwitz-stable closed-loops systems. Even in the case where the switching is between

systems with identical closed loop characteristic polynomials, it is sometimes possible

to destabilize the switching system by means of switching ([27]). Likewise, the concept

of robustness with respect to parameter variations is well defined for LTI systems.

However, this issue is somewhat more difficult to quantify for switched linear systems.

In particular, robustness may be defined with respect to a number of design parame-

ters, including, not only the parameters of the closed-loop system matrices, but also

with respect to switching signal.

Let us illustrate the importance of designing a robust controller for switching systems

by means of a particular example. Consider a switching system given by the following

second order transfer function:

Gi(s) =
2

(τis+ 1)2
, i = 1, 2, (4.1)

with τ1 = 1 and τ2 = 0.1. One can state than only the time constant τ of the system

changes. As can be observed in Fig. 4.1(a), both subsystems has the same phase
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margin of 90 deg. Applying quadratic stability conditions in frequency domain to the

closed-loop system, we have:

��arg((3− ω2) + 2jω)− arg((3− 0.01ω2) + 0.2jω)
�� ≮ π

2
, ∀ω. (4.2)

Figure 4.1(b) depicts condition (4.2) graphically. It can be seen that the quadratic

stability is not guarantied. As a result, a method to design the robust and stable

controllers for such a class of switching systems is required.
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4.1.3 Design method

As commented in the introduction, the objective is to design controllers for switching

systems so that the system fulfills different specifications regarding performance and

robustness, and ensuring its stability. A scheme of the control approach is shown in

Fig. 4.2 for a general system Gi(s), i = 1, 2, ..., L.

Specifications related to phase margin, gain crossover frequency and output disturbance

rejection are going to be considered in this design method. Indeed, other kinds of

specifications can be met, depending on the particular requirements of the application.

It should be noticed that, apart from these design specifications, which can change

with the application, the stability conditions have to be also fulfilled. Actually, if the

number of subsystems which constitutes the system to be controlled is L, there are L−1

stability conditions to be fulfilled. Therefore, denoting the number of specifications as

N , a controller with L + N − 1 parameters is required in order to fulfil all given

specifications and the stability conditions.

Subsystem 1

Subsystem L

+

-

Robust 
Controller

Reference Output

Figure 4.2: Scheme of the controlled system

Define Gn is the subsystem with the worse conditions regarding to each specification.

Let assume that the phase margin and gain crossover frequency of a subsystem Gn

are denoted as φmn and ωcpn , respectively, ci, i = 1, 2, ..., L, are the characteristic

polynomials of each closed-loop subsystem and K(jω) is the controller to be tuned.

Thus, the design problem is formulated as follows:

1. Frequency domain specifications:
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• Phase margin:

arg(K(jωcpn)Gn(jωcpn)) + π > φmn . (4.3)

• Gain crossover frequency:

|K(jωcpn)Gn(jωcpn)|dB = 0dB. (4.4)

• Output disturbance rejection:

����S(jω) =
1

1 +Gn(jω)K(jω)

����
dB

≤ M, ∀ω ≤ ωs, (4.5)

where M is the desired value of the sensitivity function S for frequencies

less than ωs.

2. Stability conditions:

|arg(c1(jω))− arg(c2(jω))| <
π

2
, ∀ω ≥ 0,

...

|arg(cL−1(jω))− arg(cL(jω))| <
π

2
, ∀ω ≥ 0. (4.6)

It is important to remark that (4.3)-(4.5) refer to the worse conditions concerning

phase margin, crossover frequency and sensitivity for a subsystem Gn among all

subsystems. The same can be done for any other specification, such as, high

frequency noise rejection, steady-state error cancellation, etc. (see e.g. [65] for

more tuning specifications). The set of conditions (4.6) ensure the stability of

the switching system. In the case of the fractional-order systems or time delayed

systems, an approximation of fractional-order derivative or delay can be used to

apply these specifications.

As an example, in the case of N = 2, a list for types of switching systems and their

possible controllers is given in Table 4.1 –any other type of controller can be tuned

using the same idea. As can be stated, the use of fractional-order controllers may have

the advantage of allowing more specifications or subsystems to be fulfilled or controlled,

respectively, and, consequently, more robust performances to be attained.
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Table 4.1: Type of switching system and possible controllers when N = 2

L Type of controller Transfer function
2 PID Kp +

Ki
s
+Kds

2 Fractional PI (FPI) Kp +
Ki
sλ

2 Fractional PD (FPD) Kp +Kdsµ

3 PID with noise filter (NPID) Kp +
Ki
s
+ Kds

1+s/N

4 Fractional PID (FPID) Kp +
Ki
sλ

+Kdsµ

To determine the controller parameters, the set of nonlinear equations (4.3)-(4.6) has

to be solved. To do so, the optimization toolbox of Matlab can be used to reach out

the better solution with the minimum error. More precisely, the function FMINCON

is able to find the constrained minimum of a function of several variables. It solves

problems of the form minx f(x) subject to: C(x) ≤ 0, Ceq(x) = 0, xm ≤ x ≤ xM , where

f(s) is the function to minimize; C(x) and Ceq(x) represent the nonlinear inequalities

and equalities, respectively (non-linear constraints); x is the minimum we are looking

for; and xm and xM define a set of lower and upper bounds on the design variables, x.

In this particular case, the specification (4.3) will be taken as the main function to

minimize, and the rest of specifications, i.e., (4.4)-(4.6), will be taken as constrains for

the minimization, all of them subjected to the optimization parameters defined within

the function FMINCON. The success of this optimization process depends mainly on

the initial conditions considered for the parameters of the controller.

Now we give some examples of application of the proposed method for designing robust

and stable controllers for switching systems. Specifically, three cases will be considered

next for different numbers of design specifications and systems with different numbers

of subsystems: the velocity control of a car and the control of a switching system with

L = 4 given two design specifications, and the velocity control of a servomotor given

three design specifications.

Example 4.1. Velocity control of a vehicle with first order dynamics given two design

specifications.
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In [110, 113], we proposed a hybrid model of a vehicle taking into account its different

dynamics when accelerating and braking as follows

G1(s) �
4.39

s+ 0.1746
, (4.7)

G2(s) �
4.45

s+ 0.445
, (4.8)

where G1 and G2 refer to the throttle and brake dynamics, respectively.

For the viewpoint of the comfort of car’s occupants, phase margin and crossover fre-

quency has to be chosen around 80 deg and 0.8 rad/sec, respectively, in order to obtain

a smooth closed-loop response with an overshoot close to 0. Therefore, given two spec-

ifications, N = 2, and two subsystems, L = 2, controllers with three parameters are

required to this application. In particular, two different three-parameter controllers are

designed: a fractional PI (FPI) and a traditional PID controllers of the forms given in

Table 4.1. Solving the set of equations (4.3)-(4.6) for the previous specifications, the

parameters of both controllers are:

• FPI: Kp1 = 0.15, Ki1 = 0.07, α = 0.71;

• PID: Kp2 = 0.1, Ki2 = 0.11 and Kd = 0.223.

Figure 4.3 shows the frequency response of the controlled car when applying the FPI

and PID controllers. As can be seen, the design specifications are fulfilled for both

subsystems for both designed controllers –the phase margin obtained with the FPI is

even higher than 80 deg. An important issue that should be noticed is that the system

controlled with PID has constant magnitude for high frequency, which may cause the

system sensitive to high frequency noises and, consequently, instability. The phase

difference between the two characteristic polynomials of the closed-loop controlled

subsystems for both cases is shown in Fig. 4.4. It is observed that the maximum phase

differences are 27.35 and 10.57 deg when using the FPI and PID, respectively, so the

controlled system is stable in both cases.

To show the system performance in time domain, a manoeuvre which simulates the car

acceleration to 20 km/h and, after that, the braking to 0 km/h –stop completely– for

different switching, including a comparison of its velocity for the FPI and PID cases is

depicted in Fig. 4.5. As observed in this figure, the car has an adequate performance for
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Figure 4.3: Bode plots of the controlled system in Example 4.1 when applying: (a)
FPI (b) PID

both the throttle and the brake actions when applying the FPI controller (dash-dotted

black line), achieving the reference velocity in a suitable time and without overshoot

in both cases. Although both controllers fulfilled the specifications, the response when

using the PID (dashed red line) has a considerable high value of overshoot. As a result,

it can be said that the occupants’ comfort is guaranteed when applying the proposed

FPI controller.
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Figure 4.4: Phase difference between the two characteristic polynomials of the
closed-loop system in Example 4.1 when applying: (a) FPI (b) PID

Example 4.2. Control of a switching system with L = 4 given two design specifica-

tions.

Now consider a switching system given by:

G1(s) =
1.5

5s+ 1
, (4.9)

G2(s) =
1.2

3s+ 1
, (4.10)

G3(s) =
1.1

2s+ 1
, (4.11)

G4(s) =
1

s+ 1
. (4.12)
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Figure 4.5: Time response of the controlled system with both FPI and PID during
random switching

The aim is to design a robust controller so that the controlled system is stable during

a defined switching – from subsystem 1 to subsystem 2, subsystem 2 to subsystem 3,

subsystem 3 to subsystem 4 and vice versa– and has zero steady state error and fast

response with settling time less than 2 sec. Equivalently, the design specifications are

chosen as a phase margin of 80 deg at 5 rad/sec. Therefore, a five-parameter controller

is required, i.e., a fractional-order PID (FPID) of the form given in Table 4.1 will be

tuned next. In addition, the three stability conditions to be fulfilled are:

|arg(c1(jω))− arg(c2(jω))| <
π

2
, ∀ω ≥ 0, (4.13)

|arg(c2(jω))− arg(c3(jω))| <
π

2
, ∀ω ≥ 0, (4.14)

|arg(c3(jω))− arg(c4(jω))| <
π

2
, ∀ω ≥ 0. (4.15)

Then, solving the set of equations (4.3), (4.4) and (4.13)-(4.15), the FPID parameters

are: Kp = 10.20, Ki = 30.18, Kd = 2.80, λ = 0.83 and µ = 0.47.

Figure 4.6(a) and 4.6(b) show the Bode plot and the phase difference between each

pair of subsystems, respectively. It is obvious that the controlled system fulfilled the

design specifications –ωcp > 5 rad/sec and φm > 80 deg– and is stable. As can be seen,

the worst case corresponds to the first subsystem, but is still within the margin of the
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specifications.
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Figure 4.6: Simulation result applying FPID in Example 4.2: (a) Bode plot of
the controlled system (b) Phase difference between the each pair of characteristic
polynomials of the closed-loop system in Example 4.2: (4.13) –solid line–, (4.14)

–dashed line– and (4.15) –dash-dotted line–

In order to show the performance of the system by applying the designed controller,

the closed-loop response is simulated for constant and variable references, as shown in

Fig. 4.7. It can be observed that all the subsystems fulfill the settling time less than 2

sec.
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Example 4.3. Velocity control of a servomotor given three design specifications.

Let us now consider the velocity of a servomotor described by:

G1(s) =
0.55

62s+ 1
, (4.16)

G2(s) =
0.55

100s+ 1
, (4.17)

where dynamics (4.16) corresponds to the normal servomotor dynamics and dynamics

(4.17) may be caused when the brake is activated ([95]). In this example, we will design

a controller using specifications of phase margin, gain crossover frequency and output

disturbance rejection as follows: φm = 80 deg at ωcp = 0.6 rad/sec and a desired value

of the sensitivity function of M = −20dB for frequencies less than 0.1rad/sec. Among

all four-parameter controllers, a PID with noise filter (NPID) of the form in Table 4.1

is chosen. Then, solving the set of four equations, the parameters of the controller are:

Kp = 81.35, Ki = 35.195, Kd = 95.71, N = 19.86.

The fulfillment of the design specifications and stability is proved by Fig. 4.8(a), 4.8(b)

and 4.9, which represent the Bode plot, phase difference of closed-loop polynomials

and sensitivity function, respectively. Finally, Fig. 4.10 shows the time response of the

controlled system for variable reference. It can be observed that its performance is

adequate, even during switching.
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Figure 4.7: Step response of system in Example 4.2 (a) constant reference (b)
variable reference. Each colour is related to the subsystem which is activated which

shows the controller maintain its stability during the switching
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Figure 4.8: Simulation result applying NPID in Example 4.3: (a) Bode plot of the
controlled system (b) Phase difference of characteristic polynomials of the closed-loop

system
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Figure 4.9: Sensitivity function S in Example 4.3
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4.2 Advanced Reset Control: A Comparative Study

Currently, reset control focuses on using structures which allow new resetting rules in

order to avoid Zeno solutions to be caused and improve the performance of the system.

This section investigates the properties of some modified reset strategies which reset

controller states to fixed or variable nonzero values and are able to eliminate or reduce

the overshoot in first and higher order systems, respectively. Based on them, a general

advanced reset control is proposed with both fixed and variable resetting to nonzero

values. A comparative study between advanced and modified reset strategies is given

in order to show their benefits in terms of prevention of Zeno solutions and reduction of

overshoot. As a result, some guidelines is considered for the design of such controllers

depending on the application are offered.

Given this context, in this section we study the particular features of different reset

control strategies, of integer and fractional order, to improve the performance of a

system, especially in terms of prevention of Zeno solutions and traditional time domain

specifications. The main objective is to continue the investigation on different resetting

rules and provide the reader a comparative study which may help to make a decision of

using a reset structure. The contribution of this section is twofold: (1) propose a more

general reset structure which combines the features of the modified reset controllers,

which will be referred to as advanced reset control, and (2) provide some guidelines for

designing such controllers depending on the application.

4.2.1 Properties of the Reset Controllers

In this section, fundamentals of the reset CI and FORE controllers are given and, then,

compared with FCI.

4.2.1.1 FORE and Clegg Integrator

FORE is a simple reset compensator with a first order base compensator given by

FORE(s) =
K

s+ b
. (4.18)
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For a given system its describing function (DF) is calculated as the ratio between the

fundamental component of its sinusoidal response and the sinusoidal input. Suppose

y(t) is the response of the reset compensator to the sinusoidal input e(t) = A sin(ωt)

the DF of the system can be defined as:

N(A,ω) =
2jω

πA

�
π

0
y(t)e−jωtdt. (4.19)

Applying (4.19) the DF of the FORE system is obtained as follows [28, 44]:

N(A,ω)FORE =
K

b+ jω



1 + j
2ω2

�
1 + e−b

π
ω

�

π (b2 + ω2)



 , (4.20)

and substituting b = 0 and K = 1 in (4.20) yields the DF for the CI:

N(A,ω)CI =
4

πω

�
1− j

π

4

�
, (4.21)

Therefore, it is clear that CI gives a phase lead of almost 52◦ with respect to an

integrator (it also increases the gain with a factor of about 1.62). Figure 4.11 shows

this fundamental property of the CI and FORE through the Nichols diagram, that is,

the achievement of a phase lead up to 52◦ with respect their base linear compensator.

4.2.1.2 Fractional-Order Clegg integrator (FCI)

FCI was firstly proposed in [132]. It has been shown that it can have a tunable phase

lag and its DF can be represented as:

N(A,ω)FCI =
4

πωα

�
sin

�
α
π

2

�
+

π

4
e−jα

π
2

�
, (4.22)

Figure 4.12 compares the phase difference between both the FCI (solid line) and the FI

(dotted line) with respect to the integer-order linear integrator (II) for different values

of the order α. As observe, the phase lag depends on the value of α for both cases,

but is always higher when using the FCI for α < 1. In particular, when α = 1, the

phase difference between the FCI and the II is about 52◦ (actually, the FCI is the CI)

and 0 for the other case. Note that this phase difference can be viewed as the phase

margin to be added to the system. Taking into account the better performance of the

FCI against the FI, we will focus on the FCI in this section.
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Example 4.4. Comparing different rest controllers to reduce the overshoot

One of the motivation of using reset control is to reduce the overshoot in a step re-

sponse. For example, consider the same feedback system as in [45] where the loop

transfer function and controller are

P (s) =
1

s2 + 0.2s
, (4.23)

and

C(s) = s+ 1, (4.24)

respectively. The system shows the 70% of overshoot and the aim is to design the

different reset controller to reduce the overshoot. In [45] used a FORE with b = 1 and

reduced the overshoot to about 40%. In this example, this method is compared with

CI, FI and FCI. Fractional-order parameter in FCI and FI is set as α = 0.5.

The simulation results is shown in Fig. 4.13. As it can be seen, the CI has the 41% of

overshoot a bit more than FORE but faster response. The FI as it is was expected has

the worse response– almost no improvement in reducing the overshoot but the FCI has

the best response which reduce the overshoot to around 19%. It should be commented

that there are other ways to reduce the overshoot but as it is mentioned before, it

may cause the limitation in the response and the aim in this particular example was

obtaining faster response lower overshoot at the same time.

4.2.2 Modified Reset Controllers

This section recalls the formulations and main properties of different modified reset

controllers reported in the literature to avoid the occurrence of Zeno solutions. In

particular, the following reset strategies will be summarized:

1. Improved reset control: an optimized reset controller which resets to a nonzero

value periodically.

2. PI+CI reset control: a combination of linear and reset PI which leads the system

to reset to a nonzero value.
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Figure 4.13: Comparing the response of the system with different reset controller
(a) time response, (b) control input

3. Reset control with feedforward: combines classic reset with feedforward control

and is capable of resetting to DC gain of the system.

It is important to mention that all these controllers can be useful to avoid such prob-

lems but, depending on the application, one of them may show better performance in

comparison with the other. That discussion will be addressed in Section 4.2.6 through

several examples. Firstly, let us to formulate the dynamics of reset control systems.
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4.2.2.1 Improved reset controller

In [48, 49], the authors studied a reset controller, called improved reset controller,

where its states are reset to certain nonzero values, which makes the system response

be even faster in comparison with the linear solution. It can be represented as follows:

ẋr = Arxr +Bre, t �= tk

xr(t
+
k
) = Ekxp + Fkxr +Gkr, t = tk

ur = Crxr +Dre

(4.25)

The main idea of this controller is to let free its after-reset state xr(t+) (not necessarily

equal to zero) and compute it and its parameters Ek, Fk, Gk, Cr and Dr in order to

minimize a quadratic performance function of the form:

Jk = eT (tk+1)P0e(tk+1) + ėT (tk+1)Q0ė(tk+1) +

�
tk+1

tk

eT (s)P1e(s)ds

where P0, Q0 and P1 are weighting vectors.

4.2.2.2 PI+CI controller

In [50, 51, 131], a PI+CI controller was used to reduce considerably both the percentage

of overshoot and the settling time by resetting only a percentage of the integral term

of a PI controller, namely Preset. Its transfer function is given by

R(s) = kp

�
1 +

1− Preset

τis
+

PresetCI

τi

�
, (4.26)

where kp is the proportional gain and τi is the integral time constant. It can be written

in state space of the form of (3.37) with α = 1, Ar = 0, Br =



1

1



, ARr =



1 0

0 0



,

Cr =
�
0 kp

τi

�
, Dr = kp.

4.2.2.3 Reset controller with feedforward

A feedforward controller is combined together with a traditional reset controller in

[52, 53], as shown in Fig. 4.14. In order to avoid Zeno solutions, K should be chosen
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Figure 4.14: Block diagram of modified reset control

as DC gain of the system, i.e.,

K =





− 1

CpA
−1
p Bp

, if Ap is invertible

0, otherwise
(4.27)

In classic reset control, controller resets to zero when error is zero. Therefore, the

feedforward controller adds u = Kr = 1
P (0)r to classic reset controller. As mentioned

above, resetting to zero may cause Zeno solutions, but it can be eliminated by resetting

to Kr –a nonzero value. Actually, this feature is also common to improved reset and

PC+CI controllers; all these three controllers will force the system to reset to Kr.

More precisely, in improved reset control, the controller parameters should be tuned

to minimize xr, which is not possible unless

lim
t→∞

ur = Kr. (4.28)

This condition was not proven in [48, 49] but can be stated from the experiment. This

condition is satisfied in PC+CI by a linear integrator and, in the reset controller with

feedforward, by the feedforward gain K.

4.2.3 Fractional-Order Proportional-Clegg Integrator

As another solution to eliminate Zeno solution, we consider a FPCI , where an FCI

was used instead of classic CI. A fractional order reset controller in general can be
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represented in state space by (3.37), where α is the (non-integer) order of the system.

The state space representation of FPCI can be obtained by substituting Ar = 0,

Br = 1, ARr=0, Cr =
kp

τi
and Dr = kp in (3.37).

Assume the transfer function and DF of FPCI given, respectively, by:

R(s) = Kp +
Ki

FCIα
, (4.29)

N(A,ω)FPCI = Kp +
4Ki

πωα

�
sin

�
α
π

2

�
+

π

4
e−jα

π
2

�
. (4.30)

As commented, the key feature of this FPCI is to tune α to achieve an optimized

system performance, as will be shown.

Let us consider the transient response output waveform of a FCI for a sinusoidal

input for different values of its order α (see Fig. 4.15). For the integer-order case (CI,

α = 1), a symmetrical waveform can be observed. On the contrary, the fractional-order

cases results in asymmetrical responses. On the other hand, the integer-order response

shows that reset occurs when the output is in almost its maximum value, whereas reset

for the fractional-order ones takes places at another point different to the maximum

value. Accordingly, when applying the integer-order CI, Zeno solution happens but,

the asymmetrical response of FCI control signal may help to be avoid Zeno solution.

For a better illustration of this fact, let us consider a system P (s) controlled by R(s)

with the following transfer functions:

P (s) = 1
2s+1 ,

R(s) = 1 + 20
FCIα .

Figure 4.16 shows the output, control signal and phase portrait of the controlled system

for different values of α, 0.5 ≤ α ≤ 1. It can be observed that the oscillation only occurs

when α = {0.9, 1}. In the rest of the cases, the system response reaches the reference

value. As shown in Fig. 4.16(a), the controller resets at about the maximum of the

control signal and continues resetting with the same shape and amplitude for the case

of α = {0.9, 1}. However, when α = {0.5, 0.7}, the controller resets at a point of the

control signal lower than the maximum value and no oscillation occurs. Therefore, it is



Fractional-order Hybrid Control Design 60

0 2 4 6 8 10 12 14 16 18 20

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

Time (s)

Am
pl

itu
de

 

 

!=1
!=0.9
!=0.8
!=0.7
!=0.6
!=0.5

Figure 4.15: Output waveform corresponding to a FCI for different values of α

possible to avoid limit cycles, and consequently, to remove the permanent oscillation,

tuning α accordingly.

It is worth mentioning that different specifications can be met to design the controller,

depending on the particular requirements of the application. As an example, specifica-

tions related to phase margin and gain crossover frequency are going to be considered

to obtain the values of Kp and Ki in Section 6.2.1. To this respect, DF (4.30) will be

used. Likewise, the fractional-order α will be searched to have no oscillation.

4.2.4 Fractional-Order PI+CI

So far we have seen, FCI integrator can increase the phase lag of the system and on

the other hand PI+CI can be used to avoid the Zeno solution. Therefore, we study a

fractional-order PI+CI (PIα+CIα) which can be represented as:

R(s) = kp

�
1 +

1− Preset

τisα
+

PresetFCI

τi

�
, (4.31)

where kp is the proportional gain and τi is the integral time constant. It can be

written in state space of the form of (3.37) with Ar = 0, Br =



1

1



, ARr =



1 0

0 0



,
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Cr =
�
0 kp

τi

�
, Dr = kp. Describing function of F(PI+CI) is simply given by,

F (PI + CI)(jω) = kp



1 +
1− Preset

τi(jω)α
+

Preset

4τi
πωα

�
sin

�
απ

2

�
+ π

4 e
−jα

π
2

�



 , (4.32)

In Fig. 4.17(a) and 4.17(b) are showing the describing functions of a PI+CI for several

values of the reset ratio preset and PIα+CIα compensator for several fractional-order

when Preset = 0.5, respectively. Figure 4.17(a) shows that PI+CI in comparison with

its base PI compensator, allows achieving both a bigger phase margin and a crossover

gain frequency. On the other hand, comparing F(PI+CI) when Preset = 0.5 with PI

compensator also shows the bigger phase margin and a crossover gain frequency (see

Fig. Fig. 4.17(b)). Therefore, at the same time using the lower value of α and the

lower value of Preset, will result on the system with the bigger phase margin and and a

crossover gain frequency. This means that a better performance both in terms of speed

of response and relative stability can be obtained by means of PIα+CIα compensation,

overcoming Zeno problem and obtaining better performance than PI+CI.

4.2.5 Advanced Reset Control

This section presents the main results: the introduction of a general advanced SISO

reset control with both fixed and variable resetting to nonzero values.

Taking into account the features of the modified reset control, we can conclude to the

following general fractional order reset controller –henceforth referred to as advanced

reset controller– where its state is reset to Kr when error crosses zero, which can be

represented as

Dαxr(t) = Arxr(t) +Bre(t), e(t) �= 0,

xr(t+) = ARrxr(t) +
K

nRcr
BRrr, e(t) = 0,

ur(t) = Crxr(t) +Dre(t),

(4.33)

where matrix ARr ∈ Rnr×nr identifies that subset of states xr(t) that are reset (the

last R states) and has the form ARr =



InR̄ 0

0 0nR



, BRr =



0

1



, Cr = cr
�
0 1

�
with

nR̄ = nr − nR, cr ∈ R. And I and 0 denote identity and zero matrices with proper

dimension, respectively.
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Meticulously, controller (4.33) is a reset control with feedforward where its feedforward

part becomes active when the first time error crosses zero. Actually, it activates the

feedforward gain when it is necessary which is the first reset time in order to avoid

Zeno solution. Therefore, the advanced reset controller unlike the reset controller with

feedforward maintaines the same rise time as the classic controller.

Let us denote the transfer function of the base controller of the reset as Rbase(s).

According to Fig. 4.14, in presence of the error the closed-loop transfer function of the

system controlled by the reset controller with feedforward and advanced reset controller

are,

(K +Rbase(s))P (s)

1 +Rbase(s)P (s)
. (4.34)

and

Rbase(s)P (s)

1 +Rbase(s)P (s)
. (4.35)

respectively. Comparing (4.35) and (4.35) with the transfer function of a classic con-

troller (controller with no reset), it is obvious that the advanced reset controller (but

not the reset controller with feedforward) preserves some specification of the classic

controller like rise time.

Likewise, this controller can be reshaped to reset periodically when t = tk, similarly

to the improved reset controller, which will lead us to a more general advanced reset

controller as follows:

Dαxr(t) = Arxr(t) +Bre(t), t �= tk,

xr(t
+
k
) = ARrxr(t) +BRr

�
Kr−Dre(tk)

nRcr

�
, t = tk,

ur(t) = Crxr(t) +Dre(t).

(4.36)

Due to the fact that reset happens periodically, and not necessarily when error is zero,

it should take place to a variable nonzero value, which is function of both DC gain of

the system and error.
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4.2.6 Examples and Discussion

This section gives some examples of application of the aforementioned advanced and

modified reset controllers for first and second order systems. It also provides a com-

parative simulated study and some guidelines to be considered for designing reset

controllers depending on the application.

4.2.6.1 First order systems

In this first example, PI+CI, advanced reset and FPCI strategies are going to be

compared for a first order system. Let us consider the system [28]

ẋp = −0.5xp + 1.5u

y = xp
, (4.37)

whose transfer function is P (s) = 1.5
s+0.5 , controlled by a PI+CI of the form of (4.26)

with kp = 2, τi = 0.15, and Preset = 0.21. Now, consider controller (4.33) in which the

reset controller is a proportional-CI (PCI) with resetting to K = 1
P (0) . Thus, it can be

rewritten as

ẋr(t) = e(t), e(t) �= 0,

xr(t+) =
τi

kpP (0)r, e(t) = 0,

ur(t) =
kp

τi
xr(t) + kpe(t).

(4.38)

With respect to FPCI, parameters of PI are chosen equal to the PI+CI case. On one

hand the lower fractional-order the higher ability to avoid the Zeno solution and on

the other hand the lower fractional-order causes larger settling time so that, setting

the fractional-order parameter α to 0.9 would be a trade off to overcome Zeno solution

and settling time problem at the same time.

Simulation results are shown in Fig. 4.18 when applying the PI and PCI controller in

(a) and using PI+CI, advanced reset controller and FPCI in (b). As observe in Fig.

4.18(a), PI and PCI cause a undesirable overshoot and Zeno solutions, respectively.

In Fig. 4.18(b), it can be seen that the three controllers avoid the occurrence of Zeno

solution.
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Moreover, PI+CI and FPCI controllers reduce the overshoot considerably, whereas

advanced reset control eliminate completely it. Taking into account the control signals,

on the one hand, the system output tends to K = 0.33 when t → ∞ when applying

PI controller. On the other, the PCI always resets to zero (when error is zero) which

causes the Zeno solution. This problem is solved in PI+CI by adding a linear integrator

to the PCI and in the FPCI and the advanced reset controller, by using a FCI which

will allow to reset to nonzero values. It can be observed that the control signal with

the advanced reset controller reaches 0.33 after the first reset and, consequently, the

overshoot is removed. For the PI+CI, the overshoot is reduced a bit. The FPCI cause

an undershoot in the system response, which is significantly lower than the overshoot

of PI+CI and PI controllers.

Fig. 4.19 compares the output response and control signal of PIα+CIα for several value

of α. As it can be observed the lower fractional-order lead us to the better performance,

i.e. less overshoot and faster response.

4.2.6.2 Second order systems

This example firstly compares advanced reset controller with two of the modified re-

set controllers –controller with feedforward and improved reset controller– and, then,

advanced and reset controllers with variable resetting for second order systems. There-

after, different fractional-order advanced reset controller is compared to show the per-

formance of the fractional-order controller to reduce the overshoot.

Let us now consider the dynamics of a micro-actuator plant described by [48, 49]:

ẋp1 = xp2 ,

ẋp2 = −a1xp1 − a2xp2 + bu

y = xp1

, (4.39)

where xp1 , xp2 are position and velocity of the moving stage with a1 = 106, a2 = 1810,

and b = 3×106. This system can be also given by its transfer function P (s) = b

s2+a2s+a1
.

Consider a reset controller with a PI as base linear controller and a periodic reset action,
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so:

ẋr = e, t �= tk

xr(t
+
k
) = E1xp1 + E2xp2 +Gr, t = tk

u = kp

τi
xr + kpe

, (4.40)

with kp = 0.08 and τi =
8
3 × 10−4. The optimization function Jk was minimized with

the following parameters: P0 = 2.1, Q0 = 10−6, and P1 = 0. The reset time interval

�tk = tk− tk−1 was fixed to 1 ms. Then, the optimal solution is given by the constant

matrices E1 = −2.8 × 10−4, E2 = −6.8 × 10−7, and G = 0.0014. For the advanced

controller (4.38), similar values were used with α = 1.

Comparing advanced reset controller, reset controller with feedforward with improved

reset controller (4.40), all these three controllers reset to nonzero values. In particular,

improved reset controller will reset to kp

τi
(E1xp1 + E2xp2 +Gr)+kpe. As time tends to

infinity, the states xp1 and xp2 and error tend to r, 0 and 0, respectively. Therefore, the

control signal ur tends to
kp

τi
(E1 +G) r = 0.336, which is very close to the feedforward

gain for the unit step input, i.e., K = 1
P (0) = 0.333. Likewise, improved reset controller

resets when t = tk at each 1 ms, whereas advanced reset controller and reset controller

with feedforward reset when e = 0.

The step responses and control signals when applying reset controller with feedforward,

improved and advanced reset controller are shown in Fig. 4.20. The performance of

the system using a PI and a PCI were also obtained. As expected, improved reset,

reset controller with feedforward and advanced reset controller are able to eliminate

the Zeno solution caused by PCI, and this is because of the control signals reach the

steady state value K. Fig. 4.21 compares advanced factional order control for different

values of α. It can be seen that the higher the value of α, the lower the overshoot but

the slower the response, so that a trade of between an integer and a fractional order

advanced reset controller (in this case α = 1.1) may be a good way to overcome both

Zeno solutions and overshoot at the same time.

The feedforward gain in reset controller with feedforward, the fractional order CI in

FPCI cause different rise time in comparison with the classic PI controller. Unlike

the improved reset controller and feedforward reset controller, the other introduced

controller i.e. PCI, PI+CI and advanced reset controller have similar base controller

as classic PI controller which make the system similar rise time. In addition, the
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overshoot is reduced when applying advanced reset, and it is completely eliminated

with improved reset since it resets periodically before error reaches zero.

Now, let us combine the advanced reset controller and improved reset controller (4.33)

in the simplest way to have an advanced reset control with periodic resetting with the

following parameters: α = 1, nR = 1, Ar = 0, Br = 1, cr = Cr = kp

τi
and Dr = kp.

Simulation results using this advanced and improved controllers are illustrated in Fig.

4.22 for tk = 1 ms. It can be seen that advanced reset controller with periodic resetting

can even reduce the overshoot obtained with the same controller but resetting when

error is zero.

4.2.6.3 Discussion

Taking into account the examples, the following remarks can be stated:

1. Improved reset controller, PC+CI, FPCI, reset controller with feedforward and

advanced reset controller are useful strategies to avoid the occurrence of Zeno

solutions.

2. A reset controller can avoid the occurrence of Zeno solutions when its control

signal reaches a value equal to the inverse of the DC gain of the system multiplied

by input.

3. Advanced reset controller and reset controller with feedforward show the best

performance for first order systems and are capable of eliminating the overshoot

completely.

4. It is recommended the use of advanced reset controller with periodic reset and

improved reset control to reduce the overshoot for higher order systems, due to

the ability to switch when error is not necessarily zero. Advanced reset control of

fractional order can be another choice to reduce the overshoot in such systems.

5. Despite the high ability of the improved reset controller in reducing the overshoot,

its design is complicated due to the required optimization process. However,

applying the idea of periodic resets of improved reset control to advanced reset

control will lead us to a simpler and more useful controller –controller (4.36).
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6. In advanced reset control, the feedforward controller is active when the first

reset happens. This feature makes this controller different from the one with

feedforward, in which the feedforward controller is always on the loop. This fact

causes the base controller to be different from classic controllers: the rising time

of the reset controller is different from the obtained by the classic one. Improved

reset control due to its periodic reset also does not preserve the rise time of the

classic controller.

7. In order to design a controller to have a response of a first order system with no

overshoot and in a certain rising time, two steps are required: (i) tune the base

controller to obtain a certain rise time, and (ii) apply advanced reset control.
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Figure 4.17: Describing function when (kp = τi = 1) (a) for different value of Preset

and α = 1 (b) for different value of α and Preset = 0.5
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Chapter 5

Stability of Fractional-Order

Hybrid Systems

This part is studying the stability of FHS in particular fractional-order switching sys-

tem and fractional-order reset control system. Section 5.1 provides a collection of

definitions and auxiliary theorems, concerning both switching and fractional-order

systems, needed for the proof of the main results. In Section 5.2, the main results

are presented, referred to the stability of fractional-order SwS based on common Lya-

punov functions, its equivalence in the frequency domain and the stability analysis of

the fractional-order reset control system. Finally, section 5.4 gives some examples to

illustrate the effectiveness of the proposed theory.

5.1 Preliminaries

When a system becomes unstable, the output of the system goes to infinity (or negative

infinity), which often poses a security problem in the immediate vicinity. Also, systems

which become unstable often incur a certain amount of physical damage, which can

become costly. For the sake of clarity, a collection of important issues concerning

stability of switched systems is given in this section, mainly using Lyapunov theory.

73
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5.1.1 Stability theorems and basic definitions

The idea behind Lyapunov’s stability theory is as follows: assume there exists a positive

definite function with a unique minimum at the equilibrium. One can think of such

a function as a generalized description of the energy of the system. If we perturb the

state from its equilibrium, the energy will initially rise. If the energy of the system

constantly decreases along the solution of the autonomous system, it will eventually

bring the state back to the equilibrium. Such functions are called Lyapunov functions.

While Lyapunov theorems generalize to nonlinear systems and locally stable equilibria

we shall only state them in the form applicable to our system class. Consider an

autonomous nonlinear dynamical system

ẋ (t) = f(x (t)), x (0) = x0, (5.1)

where x(t) ∈ D ⊆ Rn denotes the system state vector, D an open set containing the

origin, and f : D → Rn continuous on D. Suppose f has an equilibrium; without

loss of generality, we may assume that it is at origin. Then, Lyapunov stability for

continuos systems can be summarized in the following theorems.

Theorem 5.1. Let x = 0 be an equilibrium point of (5.1). Assume that there exists

an open set D with 0 ∈ D and a continuously differentiable function V : D → R such

that:

1. V (0) = 0,

2. V (x) > 0 for all x ∈ D\{0}, and

3. ∂V

∂x
(x)f(x) ≤ 0 for all x ∈ D.

then x = 0 is a stable equilibrium point of (5.1).

Theorem 5.2. If, in addition, ∂V

∂x
(x)f(x) ≤ 0 for all x ∈ D\{0}, then x = 0 is an

asymptotically stable equilibrium point.

Definition 5.3 (Campact set). A set S of real numbers is compact if and only if it is

closed and bounded.
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Definition 5.4 (pre-attractive). A compact set A is pre-attractive if there exists a

neighborhood of A from which each solution is bounded and the complete solutions

converge to A, that is, |x (t, j)|A → 0 as t+ j → ∞ where (t, j) ∈ dom x.

Definition 5.5 (pre-asymptotically stable). A compact set A is pre-asymptotically

stable if it is stable and pre-attractive.

Consider a hybrid automaton H (C,F,D,G), where C and D are domain of continuos

and discrete equations and F and G are continuos and discrete equations, respectively.

Definition 5.6. x = 0 ∈ Rn is an equilibrium point of H if:

1. f(q, 0) = 0 for all q ∈ Q, and

2. ((q, q
�
) ∈ E)ˆ(0 ∈ G(q, , q

�
)) ⇒ R(q, q

�
, 0) = {0}.

Definition 5.7. Let x = 0 ∈ Rn be an equilibrium point of H. x = 0 is stable if for all

� > 0 there exists δ > 0 such that for all (τ, q, x) ∈ H(q0,x0) with �x0� < δ, �x(t)� < �

for all t ∈ τ.

Definition 5.8. Let x = 0 ∈ Rn be an equilibrium point of H. x = 0 is asymptotically

stable if it is stable and there exists δ > 0 such that for all (τ, q, x) ∈ H∞
(q0,x0)

with

�x0� < δ , lim
t→τ∞

x(t) = 0.

Definition 5.9 (Quadratic Stability). A linear system

ẋ = Ax, (5.2)

is said to be quadratically stable in R if there exists a positive definite matrix P ∈ Rn×n

such that,

ATP + PA < 0.

In particular, t−a stability will thus be used to refer to the asymptotic stability of

fractional systems. The fact that the components of the state x(t) decay slowly towards

0 following t−a leads to fractional systems sometimes being treated as long memory

systems.



Stability of Fractional-Order Hybrid Systems 76

Definition 5.10 (t−a Stability). The trajectory x(t) = 0 of the system dαx(t)
dtα

=

f(t, x(t)) is t−a asymptotically stable if the uniform asymptotic stability condition is

met and if there is a positive real a such that :

∀ �x (t)� , t ≤ t0 ∃ N (x (t) , t ≤ t0) , t1 (x (t) , t ≤ t0) such that ∀t ≤ t0, �x (t)� ≤

N (t− t1)
−a .

Let us consider a fractional-order linear time invariant (FO-LTI) system as:

Dαx = Ax, x ∈ Rn (5.3)

where α is the fractional-order.

Theorem 5.11 ([74]). A fractional system given by (5.3) with order α, 1 ≤ α < 2, is

t−a asymptotically stable if and only if there exists a matrix P = P T > 0, P ∈ Rn×n,

such that 


�
ATP + PA

�
sin (φ)

�
ATP − PA

�
cos (φ)

�
−ATP + PA

�
cos (φ)

�
ATP + PA

�
sin (φ)



 < 0, (5.4)

where φ = απ

2 .

Theorem 5.12 ([74]). A fractional-order system given by (5.3) with order α, 0 <

α ≤ 1, is t−a asymptotically stable if and only if there exists a positive definite matrix

P ∈ Rn×n such that

�
− (−A)

1
2−α

�T

P + P
�
− (−A)

1
2−α

�
< 0. (5.5)

5.1.2 Common Lyapunov theory

Consider a switched system as follows:

ẋ = Ax,A ∈ co {A1, ..., AL} , (5.6)
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where ”co” denotes the convex combination and Ai, i = 1, ..., L is the switching sub-

system. According to [133], (5.6) can be alternatively written as:

ẋ = Ax,A =
L�

i=1

λiAi, ∀λi ≥ 0,
L�

i=1

λi = 1. (5.7)

Theorem 5.13 ([134]). A system given by (5.7) is quadratically stable if and only if

there exists a matrix P = P T > 0, P ∈ Rn×n, such that

AT
i P + PAi < 0, ∀i = 1, ..., L.

5.1.3 Multiple Lyapunov Functions

In this section, we discuss Lyapunov stability of hybrid systems via “multiple Lyapunov

functions.” The idea here is that even if we have Lyapunov functions for each system

individually, we need to impose restrictions on switching to guarantee stability. Indeed,

it is easy to construct examples of two globally exponentially stable systems and a

switching scheme that sends all trajectories to infinity as we saw earlier.

Theorem 5.14 (Multiple Lyapunov Method [3]). Given N dynamical systems, Σ1,

...,ΣN , each with equilibrium point at the origin, and N candidate Lyapunov functions,

V1, ..., VN . If Vi decreases when Si is active and

Vi (time when Σi switched in) ≤ Vi (last time Σi switched in) (5.8)

then the hybrid system is Lyapunov stable.

Below, we say that V is a candidate Lyapunov function if V is a continuous, positive

definite function (about the origin, 0) with continuous partial derivatives.

Now, consider the system with following differential inclusion,

H(C,F,D,G) :





ẋ = F (x), x ∈ C

x+ = G (x) , x ∈ D
. (5.9)

Given the hybrid system H with data (C,F,D,G) and the compact set A ⊂ Rn,

the function V : dom V → R is a Lyapunov-function candidate for (H, A) if i) V is
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continuous and nonnegative on (C∪D)\A ⊂ dom V , ii ) V is continuously differentiable

on an open setO satisfying C\A ⊂ O ⊂dom V , and iii) lim
{x→A, x∈dom V ∩(C∪D)}

V (x) = 0.

Conditions i) and iii) hold when dom V contains A ∪ C ∪ D, V is continuous and

nonnegative on its domain, and V (z) = 0 for all x ∈ A. These conditions are typical

of Lyapunov-function candidates for discrete-time systems. Condition ii) holds when

V is continuously differentiable on an open set containing C\A, which is typical of

Lyapunov-function candidates for continuous-time systems. We impose continuous

differentiability for simplicity, but it is possible to work with less regular Lyapunov

functions and their generalized derivatives. When x = (ξ, q) ∈ Rn × Q, where Q is

a discrete set, it is natural to define V only on Rn × Q. To satisfy condition ii), the

definition of V can be extended to a neighborhood of Rn ×Q, with V (ξ, q) = V (ξ, q0)

for all q near q0 ∈ Q. We now state a hybrid Lyapunov theorem.

Theorem 5.15 (Hybrid Lyapunov Stability [3] ). Consider hybrid system H (C,F,D,G).

If there exists a Lyapunov-function candidate V (x) such that

�∇V (x) , f� < 0, for all x ∈ C\A, f ∈ F (x) ,

V (g)− V (x) < 0, for all x ∈ D\A, g ∈ G (x) \A, (5.10)

then there exists a left-continuous function x(t) satisfying (5.9) for all t ≥ 0, and the

equilibrium point x = 0 is globally uniformly asymptotically stable.

5.2 Stability of fractional-order switching systems

Our objective hereafter is to establish stability conditions for fractional-order switching

systems. In this section, we firstly present the asymptotic stability of such systems by

common Lyapunov functions, which have been previously generalized to fractional-

order switching systems, and further its equivalence in frequency domain.

5.2.1 Common Lyapunov theory

Consider a fractional-order switching system of the form (5.6) as

Dαx = Ax,A ∈ co {A1, ..., AL} . (5.11)
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Theorem 5.16. A fractional system described by (5.11) with order α, 1 ≤ α < 2, is

stable if and only if there exists a matrix P = P T > 0, P ∈ Rn×n, such that




�
AT

i
P + PAi

�
sinφ

�
AT

i
P − PAi

�
cosφ

�
−AT

i
P + PAi

�
cosφ

�
AT

i
P + PAi

�
sinφ



 < 0, ∀i = 1, ..., L, (5.12)

where φ = απ

2 .

Proof. System (5.11) can be rewritten as:

Dαx = Ax,A =
L�

i=1

λiAi, ∀λi ≥ 0,
L�

i=1

λi = 1. (5.13)

Then, from Theorem 5.11, and (5.11), we have




�
ATP + PA

�
sinφ

�
ATP − PA

�
cosφ

�
−ATP + PA

�
cosφ)

�
ATP + PA

�
sinφ



 , ∀λi ≥ 0,
L�

i=1

λi = 1 ⇔

L�

i=1

λi








�
AT

i
P + PAi

�
sinφ

�
AT

i
P − PAi

�
cosφ

�
−AT

i
P + PAi

�
cosφ

�
AT

i
P + PAi

�
sinφ







 , ∀λi ≥ 0,
L�

i=1

λi = 1.

Therefore, it is obvious that (5.11) is stable if and only if




�
AT

i
P + PAi

�
sinφ

�
AT

i
P − PAi

�
cosφ

�
−AT

i
P + PAi

�
cosφ

�
AT

i
P + PAi

�
sinφ



 < 0, ∀i = 1, ..., L.

Theorem 5.17. A fractional system given by (5.11) with order α, 0 < α ≤ 1, is stable

if and only if there exists a matrix P = P T > 0, P ∈ Rn×n, such that

�
− (−Ai)

1
2−α

�T

P + P
�
− (−Ai)

1
2−α

�
< 0, ∀i = 1, ..., L. (5.14)
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Proof. Assuming zero initial condition, the fractional-order system (5.11) with order

α, 0 < α ≤ 1, can be replaced by the following integer-order system [74]:

ż = Afz,Af ∈ co {Af1 , ..., AfL} (5.15)

z = Cfx, (5.16)

where Afi =





0 · · · 0 A1/α
i

A1/α
i

· · · 0 0
. . .

...

· · · 0 A1/α
i

0




and Cf =

�
0 · · · 0 1

�
. Writing (5.15) in

an alternative way yields:

ż = Afz,Af =
L�

i=1

λiAfi , ∀λi ≥ 0,
L�

i=1

λi = 1. (5.17)

Therefore, assuming a positive definite matrix P =



P 0

0 P



, with proper dimensions

and, based on LMI method, the system (5.11) with order α, 0 < α ≤ 1, is stable if:

AT

f P + PAf < 0 ⇒ (5.18)

L�

i=1

λi(A
T

fi
P + PAfi) < 0 ⇒ (5.19)

AT

fi
P + PAfi < 0, ∀i = 1, ..., L. (5.20)

Then, it is obvious that expression (5.20) is satisfied if and only if [74]

(A1/α
i

)TP + PA1/α
i

< 0, ∀i = 1, ..., L. (5.21)

In [74] it is shown that condition (5.21) is sufficient but not necessary to guarantee the

stability. The necessary and sufficient condition for fractional-order systems is given

by Theorem 5.12, i.e.,

�
− (−Ai)

1
2−α

�T

P + P
�
− (−Ai)

1
2−α

�
< 0, ∀i = 1, ..., L. (5.22)



Stability of Fractional-Order Hybrid Systems 81

5.2.2 Frequency domain approach

Next, frequency domain stability conditions will be given for fractional-order switching

systems based on results in [41].

Consider a stable pseudo-polynomial of order nα of system (5.3) as

d(s) = snα + dn−1s
(n−1)α + · · ·+ d1s

α + d0, (5.23)

and a polynomial of order n of system ˙̃x = Ãx̃ as

c(s) = sn + cn−1s
(n−1) + · · ·+ c1s+ c0, (5.24)

where matrices A and Ã are given by

A =





−dn−1 −dn−2 · · · −d1 −d0

1 0 · · · 0 0

0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0





, Ã =





−cn−1 −cn−2 · · · −c1 −c0

1 0 · · · 0 0

0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0





.

(5.25)

In the following, the necessary and sufficient condition for the the stability of fractional-

order switching system (5.13) when L = 2 will be given.

Theorem 5.18. Consider d1(s) and d2(s), two stable pseudo-polynomials of order n

corresponding to the switching systems with subsystems Dαx = A1x and Dαx = A2x

and order α, 1 ≤ α < 2, respectively, then the following statements are equivalent:

1.
��arg

�
det((A2

1 − ω2I)− 2jωA1 sinφ)
�
− arg

�
det((A2

2 − ω2I)− 2jωA2 sinφ)
��� < π

2 , ∀ω,

being I the identity matrix with proper dimensions.

2. Ã1 and Ã2 are stable and therefore A1 and A2 are ta asymptotically stable, which

means that ∃P = P T > 0 ∈ Rn×n such that




�
AT

i
P + PAi

�
sinφ

�
AT

i
P − PAi

�
cosφ

�
−AT

i
P + PAi

�
cosφ

�
AT

i
P + PAi

�
sinφ



 < 0, ∀i = 1, 2.
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Proof. Consider c1(s) and c2(s) are the characteristic polynomials corresponding to

˙̃x = Ã1x̃ and ˙̃x = Ã2x̃, respectively, with Ãi =



 Ai sinφ Ai cosφ

−Ai cosφ Ai sinφ



, i = 1, 2.

According to Theorem 4.1, the following statements are equivalent:

a) c1(s)
c2(s)

and c2(s)
c1(s)

are SPR, where ci(s) = det(sI − Ãi), i = 1, 2.

b) |arg(c1(jω))− arg(c2(jω))| < π

2 , ∀ ω.

c) Ã1 and Ã2 are stable, which means that ∃P = PT > 0 ∈ R2n×2n such that

ÃT
1 P + PÃ1 < 0 , ÃT

2 P + PÃ2 < 0.

Now, consider d1(s) and d2(s) are the characteristic pseudo-polynomials corresponding

to the fractional-order systems Dαx = A1x and Dαx = A2x with order α, 1 ≤ α < 2,

respectively. From (b), we have

|arg(c1(jω))− arg(c2(jω))| =
���arg(jωI − Ã1)− arg(jωI − Ã2)

��� <
π

2
,⇔

��arg
�
det((A2

1 − ω2I)− 2jωA1 sinφ
�
− arg

�
det((A2

2 − ω2I)− 2jωA2 sinφ
��� < π

2
, ∀ω.

And from (c) choosing P =



P 0

0 P



,

ÃT
i P + PÃi =



A
T
i
sinφ −AT

i
cosφ

AT
i
cosφ AT

i
sinφ







P 0

0 P



+



P 0

0 P







 Ai sinφ Ai cosφ

−Ai cosφ Ai sinφ



 < 0,

⇔




�
AT

i
P + PAi

�
sinφ

�
AT

i
P − PAi

�
cosφ

�
−AT

i
P + PAi

�
cosφ

�
AT

i
P + PAi

�
sinφ



 < 0, ∀i = 1, 2.

Therefore, the theorem is proved.

Theorem 5.19. Consider two stable fractional-order subsystems Dαx = A1x and

Dαx = A2x with order α, 0 < α ≤ 1, then the following statements are equivalent:

1. |arg(det(A1 − jωI))− arg(det(A2 − jωI))| < π

2 , ∀ ω.
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2. A1 and A2 are stable and therefore A1 and A2 are ta asymptotically stable, which

means that ∃P = P T > 0 ∈ Rn×n such that

AT
i P + PAi < 0, ∀i = 1, 2,

where Ai = − (−Ai)
1

2−α , ∀i = 1, 2.

Proof. Let us define ci(s) = det(Ai − sI), i = 1, 2. According to Theorem 4.1 and

Theorem 5.17, proof is straightforward.

Although the theory developed in the frequency domain doesn’t necessarily prove the

SPRness, a relation equivalent to the asymptotic stability was obtained.

5.2.2.1 Stability of switching system with infinite subsystems

As reported in [135, 136], SPRness of the ratio of each pair of polynomials is not

sufficient to guarantee their stability. If the three systems are pairwise stable then the

region in the space of the coefficients of the polynomials that is stable is presented in

the following theorem.

Theorem 5.20 ([136]). Consider c1(s), c2(s) and c3(s), three stable polynomials of

order n and A1, A2 and A3, their associated matrix. If the ratio of each pair of

polynomials, c1(s)
c2(s)

, c1(s)
c3(s)

and c2(s)
c3(s)

is SPR, then the three matrices A4, A5 and A6

associated with the stable polynomials c4(s), c5(s) and c6(s) are stable, where c4(s) =

c1(s)+c2(s)
2 , c5(s) =

c1(s)+c3(s)
2 and c6(s) =

c2(s)+c3(s)
2 .

An interesting result in [135, 136] should be noted: Nm stable second order LTI systems

are stable if every three-tuple of systems is stable. As we can constrain three systems

to be stable, we can constrain Nm second-order systems to be stable.

Reset control systems are a class of HS [28] includes a linear controller which resets

some of their states to zero when their input is zero or certain non-zero values. In

the next section, the fractional reset control system will be classified as a FDI and the

stability of the system will be analyzed using Lyapunov like method studied in this

section.
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5.3 Stability of Reset Control Systems

Stability of reset controllers has received many attention in the field. Necessary and

sufficient conditions for internal stability for a restricted class of systems characterized

by a CI and second-order plant were studied in [137]. Stability of a reset control system

under constant inputs was analysed in [138, 139] and its experimental application

was demonstrated in [140]. BIBO stability and asymptotic tracking of FORE were

established on [139, 141]. Likewise, more general reset structures were reported in

[46], allowing higher-order controllers and partial-state resetting. In this work, not

only a testable necessary and sufficient condition to analyze the stability was given,

but also links to both uniform bounded-input bounded-state stability and steady-state

performance.

In what concerns the use of fractional calculus in control, the fractional-order inte-

grator has been considered as an alternative reference system for control purposes in

order to obtain closed-loop controlled systems robust to gain changes [142, 143]. From

another point of view, the fractional-order integrator can be used in feedback control in

order to introduce both a constant phase lag and magnitude slope proportional to the

integration order. Thus, fractional-order integrators can be used with the same pur-

poses that the reset integrator. Likewise, the fractional-order Clegg integrator (FCI)

has been studied in some papers. Thus, its fundamentals can be found in [71, 132],

whereas the numerical values for the describing functions with fractional reset con-

trol were presented in [144]. In addition, an optimized fractional-order conditional

integrator (OFOCI) was also proposed in [145].

Given this context, the purpose of this section is to present the stability conditions of

the fractional-order reset control systems by generalizing some of the aforementioned

methods.

5.3.1 Stability of Fractional-Order Reset Control

This section concerns stability of fractional-order reset control systems. Firstly, some

definitions needed to our main results are given. It should be mentioned that in this

section by calling the reset control system (3.40) we refer to the this when Dr = 0. It
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should be noted that, in the case of having an integer-order controller or an integer-

order system, the state space should be realized as an augmented system as follows

[108, 146]. Consider the following integer-order system

ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t)
, (5.26)

where x ∈ Rn and y(t) are the state vector and the output of the system. The integer-

order state space model can be rewritten in the following augmented fractional-order

system:

DαX (t) = AX (t) +Bu(t)

y(t) = CX (t)
, (5.27)

A =





0 I 0 · · · 0 0

0 0 I · · · 0 0
...

...
...

...
...

...

0 0 0 · · · 0 I

A 0 0 · · · 0 0





, B =





0

0
...

0

B





,C =
�
C 0 0 · · · 0 0

�
, (5.28)

where X = [x xa,1 ... xa,p−1]
T is the vector of augmented states, p = 1

α
, and I is the

identity matrix.

Theorem 5.21 (Lyapunov-like theorem [3]). Consider a closed-loop reset system given

by (3.40). If there exists a Lyapunov-function candidate V (x) such that

V̇ (x(t)) < 0, x(t) /∈ M, (5.29)

� V (x(t)) = V (x(t+))− V (x(t)) ≤ 0, x(t) ∈ M, (5.30)

then there exists a left-continuous function x(t) satisfying (3.40) for all t ≥ 0, and the

equilibrium point xe is globally uniformly asymptotically stable.
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Definition 5.22. Reset control system (3.40) is said to satisfy the Hβ-condition if

there exists a β ∈ RnR and a positive-definite matrix PR ∈ RnR×nR such that

Hβ(s) =
�
βCp 0nR̄ PR

�
(sI −A)−1





0

0TR̄

IR




, (5.31)

where A =
�
− (−Acl)

1
2−α

�
.

According to [46, 138, 147], an integer-order reset control system of the form of (3.40)

–with α = 1– is asymptotically stable if and only if it satisfies the Hβ-condition. The

same idea can be used to prove the stability of fractional-order reset systems.

Now, consider V (z(t)) = z(t)TPz(t), P ∈ RN×N as a Lyapunov candidate for the

unforced reset system (3.40) (r = 0), where x = [0, · · · , 0, 1]z(t), z(t) ∈ RN×N , ż =

Afz(t), and Af =





0 · · · 0 A1/α

A1/α · · · 0 0
. . .

...

0 A1/α 0




(see [74] more details for this transfor-

mation, assuming zero initial condition). Then, in accordance with [74], the necessary

and sufficient condition to satisfy V̇ (z(t)) < 0 when 2
3 < α ≤ 1 is:

�
A

1
α

�T

P + P
�
A

1
α

�
< 0, x(t) /∈ M.

where P (⊂ P) ∈ Rn×n > 0. Likewise, based on results stated in Theorem 5.12, the

necessary and sufficient condition for 0 < α ≤ 1 is

ATP + PA < 0, x(t) /∈ M.

Transforming the second equation of reset system (3.40), we have

z(t+) =



IN−n 0

0 AR



 z(t), (5.32)

where IN−n is identity matrix with dimension of N − n. Thus, �V (z(t)) < 0 if

V (z(t+))− V (z(t)) =
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zT (t)







IN−n 0

0 AT
R



P + P



IN−n 0

0 AR







 z(t) ≤ 0. (5.33)

Then, (5.33) is satisfied if V (x(t+))− V (x(t)) ≤ 0,

xT (t)(AT
RPAR − P ≤ 0)x(t) ≤ 0, x(t) ∈ M.

Therefore, Theorem 5.21 can be reshaped in the following remark.

Remark 5.23. Choosing V (z) = z(t)TPz(t), P ∈ RN×N as a Lyapunov candidate, and

applying Theorem 5.12, fractional-order reset system (3.40) is asymptotically stable if

and only if:

ATP + PA < 0, x(t) /∈ M, (5.34)

AT
RPAR − P ≤ 0, x(t) ∈ M. (5.35)

Consider a reset system with constant input and let us define x(t) = x(t) − xe =

x(t) +A−1
cl

Bclr. Thus, reset system (3.40) can be rewritten as:

Dαx(t) = Aclx(t), x(t) /∈ M, x(0) = x0

x(t+) = AR(x(t) + xe), x(t) ∈ M

y(t) = Cclx(t).

(5.36)

Choosing a similar Lyapunov function, i.e, V (z(t)) = z(t)TPz(t), x(t) = [0, · · · , 0, 1]z(t),

system (5.36) is stable if conditions (5.29) and (5.30) are satisfied. Comparing (3.40)

and (5.36), condition (5.29) is fulfilled if (5.34) is satisfied, and similarly to the unforced

system �V (z(t)) ≤ 0 if �V (x(t)) ≤ 0 (see (5.32) and (5.33)). Thus,

�V (x(t)) = V (x(t+))− V (x(t)) =

(x(t) + xe)
TAT

RPAR(x(t) + xe)− x(t)TPx(t) < 0 →

xT (t)(AT
RPAR − P )x(t) < −(M = xTe A

T
RPARxe) →

x(t)T
��
AT

RPAR − P
�
< 0

�
x(t) < 0.
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Therefore, Remark 5.23 will be also applicable to this special case. Define M̃ =

{x ∈ Rn : Cclx(t) = r}, and let Φ be a matrix whose columns span M̃. Since M̃ ⊂ M,

(5.35) is implied by

Φ
�
AT

RPAR − P < 0
�
Φ ≤ 0. (5.37)

A straightforward computation shows that inequality (5.37) holds for some positive-

definite symmetric matrix P if there exists a β ∈ RnR and a positive-definite PR ∈

RnR×nR such that

�
0 0R̄ IR

�
P =

�
βCp 0nR̄ PR

�
. (5.38)

To analyze stability, it suffices to find a positive-definite symmetric matrix P such that

(5.34) and (5.38) hold. Taking into account Kalman-Yakubovich-Popov (KYP) lemma

[148], such P exists if Hβ(s) in (5.31) is strictly positive real (SPR) for some β. In

addition, in accordance with [149], it is obvious that the Hβ(s) is SPR if

|arg(Hβ(jω))| <
π

2
, ∀ω. (5.39)

Therefore, these results can be stated in the following theorem.

Theorem 5.24. The closed-loop fractional-order reset control system (3.40) is asymp-

totically stable if and only if it satisfies the Hβ-condition (5.31) or its phase equivalence

(5.39).

5.4 Examples

In this section, some examples are given in order to show the applicability and effec-

tiveness of the stability theories developed for fractional-order hybrid systems. Phase

portraits and time responses of the systems will be shown in order to demonstrate their

stability.

Example 5.1. Consider the switching system (5.11) with L = 2 with the following

parameters: A1 =



−0.1 0.1

−2.0 −0.1



, A2 =



−0.01 2.0

−0.1 −0.01



 and order α, 0 < α ≤ 1.
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Applying Theorem 5.19, the phase difference condition should be satisfied for all α,

0 < α ≤ 1, to guarantee the stability –this condition is depicted in Fig. 5.1 for 0 <

α ≤ 1 with increments of 0.1. As can be seen, the fractional-order system is stable

for α ∈ (0, 0.6]. The phase differences when α ∈ [0.7, 1] are bigger than π/2 which

indicates unknown stability status, i.e., the system may be stable or unstable. For

better understanding of this initial notice on the system stability, its phase portrait

is shown in Fig. 5.2 for three values of α –α = 0.6, α = 0.8 and α = 0.9. The green

trajectory is an example to show the stability or instability of the switching system.

The following conclusions can be stated from these results:

• When α = 0.6, it can be observed that the system is stable for arbitrary switching.

This can be also confirmed by the fact that a matrix P ,

P =



 1 0.2

0.2 1



 ,

satisfies the stability conditions as follows:

�
− (−A1)

1
1.4

�T

P + P
�
− (−A1)

1
1.4

�
=



−1.4716 −0.6547

−0.8863 −0.5411



 < 0,

�
− (−A2)

1
1.4

�T

P + P
�
− (−A2)

1
1.4

�
=



−1.4488 0.5894

0.5894 −0.4719



 < 0.

Fig. 5.3 shows the time responses of the system under arbitrary switching around

each quadrant and also verifies its stability: the states of the system reach the

equilibrium points. The switching region is shown in Fig. 5.6, in which C1 refers

to the zone where only subsystem 1 is active, whereas C2 is the zone which

corresponds to subsystem 2. D is a common region with a random layer where

both system can be active. The red lines indicate the switching from subsystem

1 to subsystem 2, whereas the blue lines show the switching in contrary.

• When α = 0.8, its phase portrait shows almost the same behaviour as with

order α = 0.6. Fig. 5.4 also shows that the system is stable under arbitrary

switching around each quadrant. However, one can not find a trajectory which

leads to unstable switching system, and, consequently, stability of the system

under arbitrary switching is in doubt.
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• Finally, in the case of α = 0.9, the system will be unstable if it switches like the

green trajectory shown in Fig. 5.2(c). This fact can be also deduced from the

time response plotted in Fig. 5.5.
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Figure 5.1: Phase differences of characteristic polynomials of system in Example 5.1
for different values of its order α, 0 < α ≤ 1

Example 5.2. Now, consider the switching system given by (5.11) with L = 2 with

the following parameters: A1 =



−0.2 −1.0

0.01 −0.1



, A2 =



−0.3 0.01

−1.0 −0.1



 and order α,

1 < α < 2.

It is easy to find that the subsystem 1 is stable for α ∈ (1, 1.67), whereas the subsystem

2 is stable for all values of α ∈ (1, 2). Therefore, applying Theorem 5.18 when α ∈

(1, 1.67), the following condition

������
arg



det







0.03− ω2 + j0.4ω sinφ 0.3 + j2ω sinφ

−0.003− j0.02ω sinφ −ω2 + j0.2ω sinφ)











−

arg



det







0.08− ω2 + j0.6ω sinφ −0.004− j0.02ω sinφ

0.4 + j2ω sinφ −ω2 + j0.2ω sinφ)













������
<

π

2
, ∀ω (5.40)

should be satisfied, ∀ α, 1 < α < 1.67. The phase difference (5.40) is depicted in

Fig. 5.7(a). In order to make the results clearer, the maximum values of (5.40) are

also are plotted in Fig. 5.7(b) versus the order of the system. It can be seen that the
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system is stable if α ∈ (1, 1.65). The stability of the system when α ∈ [1.65, 1.67) is

unknown.

Next, we will see the application developed stability theorems in of the reset control

systems.

Example 5.3. Stability analysis of a fractional-order system controlled by FCI

Let us consider a plant, P (s) = 1/s, controlled by an FCI0.5 in negative feedback

without exogenous inputs. Therefore, the closed-loop system can be represented by in

augmented state space form as follows (see [108])

D0.5xp(t) =



0 1

0 0



xp(t).

If the state vector is x(t) = (xp(t), xr(t))T with xp(t) = (xp1(t), xp2(t))
T being the

plant state and xr(t), the (reset) controller state, then it results in a reset system like

that in (3.40) with

Acl =





0 1 0

0 0 1

−1 0 0




, AR =





1 0 0

0 1 0

0 0 0




, Ccl =

�
1 0 0

�
.

In addition, from (5.31), Hβ is simply given by (for this case nR = 1 and then PR = 1

without loss of generality):

Hβ(s) =
�
β 0 1

�





s+ 0.45 −0.84 −0.29

0.29 s+ 0.45 −0.84

0.84 0.29 s+ 0.45





−1 



0

0

1





=
(s2 + 0.9s+ 0.45) + β(0.29s+ 0.84)

s3 + 1.35s2 + 1.35s+ 1
.

Finally, Re (Hβ(jω)) > 0, ∀ω > 0 for −0.53 ≤ β ≤ 0.79, which means that the system is

SPR. The phase equivalence of (5.4) is shown in Fig. 5.8. As observe, |arg(Hβ(jω))| <
π

2 for all finite ω > 0 and β = 0.3, which proves the stability of fractional-order reset

system studied in this example.

Example 5.4. Stability analysis of Example 4.4
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Let us go back to Example 4.4 and analyze the stability of the system when applying

FORE, CI and FCI. For FORE controller, the integer-order closed-loop system can be

given by:






ẋ = Aclx =





0 1 0

0 −0.2 1

−1 −1 −b




x(t)

x(t+) = ARx =





1 0 0

0 1 0

0 0 0




x(t)

y = Cclx =
�
1 1 0

�
x(t)

where x(t) = [xp1(t), xp2(t), xr(t)]
T . And, the closed-loop system using FCI can be

stated as






D0.5X (t) = AclX (t) =





0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 −0.2 0 1

−1 0 −1 0 0





X (t)

X (t+) = ARX (t) =



 I4 04,1

01,4 0



X (t)

y = CclX (t) =
�
1 0 1 0 0

�
X (t)

where X (t) = [Xp1(t), · · · ,Xp4(t), xr(t)]
T , Xp1(t) = xp1(t), Xp3(t) = xp2(t). According

to condition (5.31), Hβ corresponding to FORE and FCI are simply given by (for both

case FORE and FCI nR = 1 and then PR = 1):

HFORE

β (s) =
�
β 0 1

�
(sI −Acl)

−1





0

0

1




=

s2 + 0.2s+ 0.8β

s3 + (b+ 0.2)s2 + (1 + 0.2b)s+ 1
, (5.41)
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and

HFCI

β (s) =
�
β 0 β 0 1

� �
sI −

�
− (−Acl)

2
3

��−1





0

0

0

0

1





. (5.42)

Therefore, using Theorem 5.24, the closed-loop systems controlled by FORE and FCI

are asymptotically stable if HFORE

β
(s) and HFCI

β
(s) are SPR. Substituting b = 1 in

(5.41), the FORE reset system is asymptotically stable for all 0.42 < β ≤ 1.46. With

respect to CI (similarly to FORE with b = 0), stability cannot be guaranteed with this

theorem. And applying FCI, it can be easily stated that the system is asymptotically

stable for β ≤ 0.62. In addition, the phase equivalences corresponding to (5.41) and

(5.42) are shown in Fig. 5.9 for β = 0.5 and b = 1. It can be seen that both phases

verifies condition (5.39), which has concordance with the theoretical results.
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(a)

(b)

(c)

Figure 5.2: ”Phase portrait of system in Example 5.1 when: (a) α = 0.6 (b) α = 0.8
(c) α = 0.9. The blue trajectory is related to subsystem 1, whereas the red one refers

to subsystem 2
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Figure 5.3: Response of system in Example 5.1 when α = 0.6: (a) Time response
of subsystem 1 (b) Time response of subsystem 2 (c) Switching (1 means subsystem

1 is active and −1 means subsystem 2 is active) (d) Phase plane
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Figure 5.4: Response of system in Example 5.1 when α = 0.8: (a) Time response
of subsystem 1 (b) Time response of subsystem 2 (c) Switching (1 means subsystem

1 is active and −1 means subsystem 2 is active) (d) Phase plane
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Figure 5.5: Response of system in Example 5.1 when α = 0.9: (a) Time response
of subsystem 1 (b) Time response of subsystem 2 (c) Switching (1 means subsystem

1 is active and −1 means subsystem 2 is active) (d) Phase plane

Figure 5.6: Switching region for random switching of system in Example 5.1
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Figure 5.7: Stability of the system in Example 5.2 for different values of its order
α, 1 < α ≤ 2: (a) Phase difference of condition (5.40) (b) Maximum value of (5.40)

versus α
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Figure 5.8: Phase equivalence of Hβ (5.4) in Example 5.3
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Figure 5.9: Phase equivalence of Hβ in Example 5.4: (a) Applying FCI (b) Applying
FORE



Chapter 6

Experimental Application of

Hybrid Fractional-Order System

6.1 Adaptive Cruise Control at Low Speed

Road transport has virtually absorbed all the growth mobility in recent decades. The

considerable increase in the number of vehicles for transportation of people or goods

have caused an increase in the number of road fatalities. So governments and automo-

tive manufactures have joined their efforts to try to reduce these figures. Since more

than 80% of road accidents are due to the human factor [150], it turns road transport

into a suitable candidate to the application of autonomous or semi-autonomous con-

trol systems to avoid –or reduce– driver errors. In this context, the development of

aid system to advice the driver in advance or even to autonomously manage vehicle’s

actuators for accident reduction or mitigation is an open field of research.

During last years, significant advances have been carried out in this field. Most of

commercial vehicles have included cameras or radars to detect pedestrians [151] or

a leading vehicle [152] respectively or even ultrasound sensors for parking assistance

[153]. Although these vehicles have included warning devices as head-up displays or

audible signals, the last decision remains on the driver. So next step is to turn from

warning to automatic devices. Concerning vehicle’s automation, one can distinguish

between lateral –associated to the steering wheel– or longitudinal –associated to the

99
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brake and throttle pedals– actions. The work presented in this section is focused in

the latter.

Automatic speed control –well-known as cruise control (CC) in the literature– was one

of the first autonomous system implemented on a vehicle. It involves in regulating

the action over the throttle pedal to try to follow a desired speed. A review about

first implemented systems with mean errors of 15 km/h with respect to the reference

speed can be found in [154]. Subsequent step was the inclusion of the brake pedal

in the speed control system. Based on this inclusion and the use of radar system

for detecting the leading vehicle, adaptive CC (ACC) systems were implemented for

freeways driving [155]. Current research line in speed control is based on vehicle-to-

vehicle (V2V) communications in order to reduce the distance between vehicles. These

control systems, called cooperative ACC (CACC) [156–158], have been experimentally

tested with prototype vehicles (see e.g. [159]).

Controlling the speed of a vehicle is a classic application of control system theory and,

as a matter of fact, most of the commercial systems are based on PID controllers be-

cause of the proper vehicle’s behaviour versus their easy implementation. A review of

automated vehicle control techniques can be found in [160]. Although PID can achieve

adequate results, advanced control techniques capable of improving their benefits are

required in the automotive field. Given this context, in the past few years fractional-

order PID controllers, i.e., the generalization of traditional PID to non-integer orders,

are recognized to guarantee better closed-loop performance and robustness with re-

spect to the latter controllers –refer to e.g. [71, 161] for fundamentals and benefits of

fractional-order control (FOC).

One of the key issues in the longitudinal control is the cooperation and commutation

between throttle and brake pedals due to the significant differences between acceler-

ating and braking dynamics of the vehicle. In this context, hybrid control, which is

based on the switching between different controllers, can be an accurate approach to

achieve stability and provide an effective mechanism to deal with these highly complex

systems by combining the advantages of different controllers [10, 14, 162]. Examples of

hybrid controllers in the automotive field include applications for automated highway

systems [163], motion planning (see e.g. [164–166]), collision avoidance [167], trajectory

tracking [15, 168], etc. Even though research in hybrid control has been the object of
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an intense and productive research effort in the recent years in the automotive field,

from our best knowledge, this is the first time that benefits of fractional hybrid control

are used for ACC manœuvres.

Synthesizing hybrid controllers which satisfy multiple control objectives plays an im-

portant role in real-time applications, mainly since the switching mechanism has a

large influence of the properties of the closed-loop. This problem is discussed in

e.g. [34, 169, 170]. Our approach introduces practical restrictions to prevent fast

switching between both accelerating and braking modes, as will be explained. Obvi-

ously, experimental implementation of fractional-order controllers is also an important

consideration (for a current survey on implementation techniques, e.g. refer to [71]).

Among them, fractional order controllers will be implemented as digital IIR filters in

the experiments.

With these premises, the purpose of this part is threefold. Firstly, to design two

fractional-order PI controllers capable of the proper and independent control of the

throttle and brake pedals; secondly, to design and implement a hybrid control law for

commutation between both pedals in a safe and robust way, including some remarks

about hybrid fractional controllers and their application to CC; and finally, to show

its experimental feasibility for ACC applications considering two different rules for

generating the safe inter-distance between vehicles.

6.1.1 Automatic Vehicle

As commented previously, a production vehicle –a convertible Citroën C3 Pluriel of

the AUTOPIA Program at the Center for Automation and Robotics (CAR)– was used

to check the CC and ACC manœuvres in practice. This section briefly summarizes the

modifications performed in the vehicle to act autonomously on the throttle and brake

pedals, as well as its dynamic longitudinal model when accelerating and braking at

very low speeds.

6.1.1.1 Description

The vehicle control system for automatic driving follows the classical perception-

reasoning-action paradigm [2, 171]. The first stage is in charge of localizing as precisely
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and robustly as possible the vehicle. To that end, the following subsystems are em-

bedded in the vehicle:

• A double-frequency global positioning system (GPS) receiver running in real-time

kinematic (RTK) carrier phase differential mode that supplies 2 cm of resolution

positioning at a refresh rate of 5 Hz.

• A wireless local area network (IEEE 802.11) support, which allows the GPS to

receive both positioning error corrections from the GPS base station and vehicle

and positioning information from the preceding vehicle.

• An inertial measurement unit (IMU) Crossbow IMU 300CC placed close to the

centre of the vehicle to provide positioning information during GPS outages.

• Car odometry supplied by a set of built-in sensors in the wheels, whose measure-

ments can be read by accessing the controller area network (CAN) bus of the

vehicle. This is implemented by means of a CAN Card 2.6.

Thereafter, an on-board computer is in charge of requesting values from each of the

on-board sensors with which to compute the controller’s input values.

Finally, the devices that make possible to act on the throttle and brake of the car are an

electrohydraulic system capable of injecting pressure into the car’s anti-block braking

system (ABS), and an analogue card which can send a signal to the car’s internal

engine computer to demand acceleration or deceleration. The electro-hydraulic braking

system is mounted in parallel with the original one. Two shuttle valves are installed

connected to the input of the anti-lock braking system (ABS) in order to keep the two

circuits independent. A pressure limiter tube set at 120 bars is installed in the system

to avoid damage to the circuits. Two more valves are installed to control the system:

a voltage-controlled electro-proportional pilot to regulate the applied pressure, and a

spool directional valve to control the activation of the electrohydraulic system by means

of a digital signal. These two valves are controlled via an I/O digital-analogue CAN

card. The voltage for the applied pressure is limited to 4 V (greater values correspond

to hard braking and are not considered). More details can be found in [172].
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6.1.1.2 Dynamic longitudinal model

To design the controllers for CC and ACC manœuvres at very low speeds, a model

of the automatic vehicle was obtained experimentally when accelerating and braking.

However, although obtaining its exact dynamics is impossible, because of the kind of

manœuvres planned in this work, there was no need to use a complex model of the

vehicle for the circuit in which the experimental manœuvres will be performed. As a

result, simple linear models were considered –similar models have been also used in

[96, 173]. On the one hand, the vehicle speed when accelerating was simplified as

G1(s) �
4.39

s+ 0.1746
. (6.1)

On the other, the vehicle dynamics when braking can be given by an uncertain first

order transfer function that depends on the voltage applied to the brake pedal [172]:

G2(s) �
1

τs+ 1
, (6.2)

where the time constant τ varies with the action over the brake in the interval τ ∈

[1.6, 3.1] s. The validation of these models can be found in [110, 112, 116] (for more

details see Appendix).

6.1.2 Cruise Control

This section presents the hybrid CC of the vehicle at low speeds based on the different

vehicle’s dynamics when accelerating and braking. The design of the fractional-order

controllers for the throttle and the brake is firstly given and then, the hybrid modelling,

control and stability analysis of the system.

6.1.2.1 Design of the fractional-order-Controllers

The most important mechanical and practical requirement of the vehicle to take into

account during the design process is to obtain a smooth vehicle’s response so as to

guarantee its acceleration to be less than the well-known comfort acceleration, i.e., less

than 2 m/s2.
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In our previous works [112, 116, 174], some classical and fractional-order PI controllers

were designed for CC manœuvres. In this work, the fractional-order PI controller

designed in [112] will be used for the throttle action –it was designed to control the

throttle and brake pedals, but neglecting the dynamics during braking–, whereas the

brake will be controlled by a robust fractional-order PI due to the system uncertainty

described previously. The motivation of improving that design by considering a hybrid

model of the vehicle mainly arises from its application to ACC manœuvres, in which

commutation between pedals plays a key role for the success of the whole –longitudinal

and lateral– control.

Consider a fractional-order PI controller of the form

C(s) = kp +
ki
sα

. (6.3)

Specifications related to phase margin, gain crossover frequency and output disturbance

rejection are going to be considered. Let assume that the gain and phase crossover

frequency of the open-loop system are given by ωcp and ωcg, the phase and the gain

margins are denoted by φm and Mg and the output disturbance rejection is defined by

a desired value of a sensitivity function S(s) for a desired frequencies range. The three

specifications to be fulfilled to achieve stability and robustness are the following:

1. Phase margin specification:

arg (C(jωcp)G(jωcp))] = −π + φm (6.4)

arg (C(jωcg)G(jωcg)) = −π (6.5)

2. Gain crossover frequency specification:

|C(jωcp)G(jωcp)| = 1 (6.6)

|C(jωcg)G(jωcg)|dB = 1/Mg (6.7)

3. Output disturbance rejection:

����
1

1 + C(jω)G(jω)

����
dB

≤ −20 dB, ω ≤ ωs. (6.8)
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To tune the fractional-order PI controller (6.3) for the throttle, the set of equations

(6.4)-(6.6)-(6.8) were solved with the Matlab function fsolve for the following specifi-

cations: φm = 90◦, ωcp = 0.45 rad/s and ωs = 0.035 rad/s. The controller parameters

were: kp = 0.09, ki = 0.025 and α = 0.8 –the full design of this controller can be found

in [112].

With respect to the control of the brake, a fractional-order PI controller robust to

variations in the system time constant was required. In accordance with [101], the

set of equations (6.4) to (6.7) turned into the following set of four nonlinear equations

with four unknown variables –kp, ki, α and ωcg–:

tan−1

�
kpωα

cp sin
απ
2

ki + kpωα
cp cos

απ
2

�
− tan−1 (τωcp) +

(2− α)π

2
− φm = 0, (6.9)

tan−1

�
kpωα

cg sin
απ
2

ki + kpωα
cg cos

απ
2

�
− tan−1 (τωcg) +

(2− α)π

2
= 0, (6.10)

20 log





�
(ki + kpωα

cp cos
απ
2 )2 + (kpωα

cp sin
απ
2 )2

ωα
cp

�
(τωcp)2 + 1



 = 0, (6.11)

20 log





�
(ki + kpωα

cg cos
απ
2 )2 + (kpωα

cg sin
απ
2 )2

ωα
cg

�
(τωcg)2 + 1



− 1

Mg
= 0. (6.12)

In this case, the Matlab function fmincon was used to reach out its solution, which

finds the constrained minimum of a function of several variables. Actually, (6.11)

was considered as the main function to optimize with (6.9), (6.10) and (6.12) as its

constraints. Considering φm = 90◦, ωcp = 0.7 rad/s and Mg = 4 dB as specifications,

the obtained controller parameters for the brake control were: kp = 0.07, ki = 0.11 and

α = 0.45. Figure 6.1 shows the Bode diagrams of the vehicle when braking with the

designed PIα controller. It can be observed that ωcp = 0.7 rad/s and φm = 93◦, which

fulfil the design specifications with robustness to variations of system time constant τ .

6.1.2.2 Hybrid Control

In a hybrid dynamic system, state sometimes flows (continuously) while at other times

it makes jumps. Whether a flow or a jump occurs, the state of the system depends on

its location in the state space. Thus, a hybrid dynamic system is usually described by

two functions, f and g, and two sets, C and D. The function f generates a differential



Experimental Application of Hybrid Fractional-Order System 106

10−3 10−2 10−1 100 101
−40

−30

−20

−10

0

10

20

30

M
ag

n
it
u
te

(d
B
)

 

 

10−3 10−2 10−1 100 101
−120

−100

−80

−60

−40

−20

P
h
a
se

(◦
)

Frequency (rad/s)

 

 

!=1.6
!=3.1
!=2.25

Φm = 93◦

ω c p= 0.7rad/s

Figure 6.1: Bode diagrams of the vehicle controlled by applying the designed PIα

brake controller with different values of the time constant τ for the brake

equation that governs the flow, and the function g generates a reset equation that

governs jumps. The function f is often only specified for variables that can flow,

whereas the function g is often only specified for variables that can jump. The set C

indicates where flow may occur in the state space, whereas the set D refers to the same

for jumps. Where these sets overlap, both flowing and jumping may be possible.

To model the control of the vehicle as a hybrid system, let describe both the system

and the controllers by their transfer functions as follows:

Gq(s) =
Kq

s+ Tq

, (6.13)

Cq(s) = kpq +
kiq
sαq

, (6.14)

where q, q = 1, 2, refers to the throttle and the brake actions, respectively, and with the

parameters given in Table 6.1. Thus, the closed-loop transfer function of the system

can be written as:

Y (s)

R(s)
=

γqsαq + βq
sαq+1 + (Tq + γq)sαq + βq

, q = 1, 2, (6.15)
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where γq = Kqkpq and βq = Kqkiq . Using an approximation of order n for the term

sαq as sαq =
a
q
ns

n+···+a
q
1s+a

q
0

b
q
ns

n+···+b
q
1s+b

q
0
, transfer function (6.15) can be rewritten as:

Y (s)

R(s)
=

aqnsn + · · ·+ aq1s+ aq0
sn+1 + bq

nsn + · · ·+ bq

1s+ bq

0

, q = 1, 2, (6.16)

where aqn = γq + βq
b
q
n

a
q
n
and bq

n =
a
q
n−1

a
q
n

+ (Tq + γq) + βq
b
q
n

a
q
n
.

Table 6.1: Parameters of the transfer functions of the system –throttle and brake–
and the controllers

Kq Tq kpq kiq αq

Throttle (q = 1) 4.39 0.175 0.09 0.025 0.8
Brake (q = 2) 1/τ 1/τ 0.07 0.11 0.45

Table 6.2: Coefficients of the characteristic polynomials cq(s)

b7 ×103 b6 × 105 b5 × 105 b4 × 105 b3 × 105 b2 × 104 b1 b0
Throttle 1.206 1.064 6.292 5.293 1.715 1.366 132.5 0.088
(q = 1)
Brake 1.266 1.737 15.77 13.43 3.48 1.463 56.41 0.015
(q = 2)

Therefore, (6.16) can be represented in state space formulation as follows:

ẋ = Aqx+Bqr(t),

y = Cqx, (6.17)

beingAq =





−bn −bn−1 · · · −b1 −b0

1 0 · · · 0 0

0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0





,Bq =





1

0

0
...

0





,Cq =
�
aq
N

aq
N−1 · · · aq0

�

and x =
�
x1 x2 · · · xn

�T
.

Let denote Vref (t) and V (t) as the reference and actual velocities of the vehicle –will be

referred to as r(t) and y(t), respectively– and e as the velocity error, i.e., e = r(t)−y(t).

Now assume that the controller C1 will be activated if e > −ε and the other controller
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C2, when e =< ε. Thus, the flow set and the flow map are taken to be, respectively,



ẋ

q̇



 =



Aqx+Bqrq(t)

0



, (6.18)

C :=
�
(x, q) ∈ Rαq+1 × {1, 2} |q = 1& y(t) < r(t) + ε or q = 2 & y(t) > r(t)− ε

�
.

Likewise, the jump set is

D :=
�
(x, q) ∈ Rαq+1 × {1, 2} |q = 1 & y(t) = r(t) + ε or q = 2 & y(t) = r(t)− ε

�
.

In what concerns the jump map, since the role of jump changes is to toggle the logic

mode and the state component x does not change during jumps, it will be



x

q




+

=



 x

3− q



 . (6.19)

Figure 6.2 shows the switching between throttle and brake actions corresponding to

ε = 0, in which S1 and S2 represent the region when the throttle and the brake is

active, respectively. It can be seen that the system is stable during switching between

throttle and brake actions.
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Figure 6.2: Switching phases for the throttle and brake actions

In order to analyse the stability of the hybrid system, the frequency domain method
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proposed in [41] is going to be used. To this respect, the system has to be described as

a switching system. So, let us represent hybrid system (6.17) as switching as follows:

ẋ = Ax, A ∈ co {A1,A2} , (6.20)

where co denotes a convex combination, Aq are the switching subsystems, and its

characteristic polynomials of order n+ 1 as:

cq(s) = sn+1 + bq
ns

n + · · ·+ bq

1s+ bq

0. (6.21)

A system described by (6.20) is quadratically stable if and only if there exists a matrix

P = P T > 0, P ∈ Rn × n, such that AT
q P + PAq < 0, ∀q = 1, ..., L [134]. And,

equivalently in the frequency domain, system (6.20) is quadratically stable if and only

if

|arg(c1(jω))− arg(c2(jω))| <
π

2
, ∀ω, (6.22)

where c1(s) and c2(s) are two stable polynomials of order n + 1 corresponding to the

subsystems ẋ = A1x and ẋ = A2x, respectively [41].

For the vehicle, the coefficients of the characteristic polynomials for the closed-loop

system (6.16) are given in Table 6.2. Figure 6.3 shows the phase difference of the

previous polynomials when applying condition (6.22) for different values of the time

constant τ in the brake dynamics. As observed, the phase difference is less than 90◦

independently of τ , which prove the quadratic stability of the controlled system taking

into account the uncertainty in the brake dynamics. Note that s(αq), q = 1, 2, were

approximated by 8th integer-order polynomials using the modified Oustaloup’s method

in the frequency range [0.001, 1000] rad/s (see e.g. [71]).

6.1.3 Adaptive Cruise Control

This section addresses ACC manœuvres with two different distance policies considering

two cooperating vehicles –one manual, the leader, and another automatic– at very low

speeds (see a scheme in Figure 6.4). The objective is to act the throttle and the

brake of the automatic vehicle to track as precisely as possible both a desired distance

between the two vehicles (inter-distance) and a target relative velocity. Actually, a
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Figure 6.3: Phase differences between the characteristic polynomials of the closed-
loop system

classical PD controller will be designed to perform the inter-distance control, whereas

the previously designed hybrid fractional-order control will be used for the longitudinal

control of the automatic vehicle. Thus, at least two control law regimes are needed:

one for the desired velocity tracking (problem studied in Section 6.1.2) and the other

which tracks a desired following distance between the leader vehicle and a detected

lead vehicle.

6.1.3.1 Inter-distance Policies

In ACC, it is necessary to set the inter-distance in a safe distance, which is called

safe inter-distance, dr, and will be the reference distance for the control. Although

different strategies have been proposed in the literature to obtain dr, we will focus on

the distance policies reported in [175] and [1] mainly due to their success.

In accordance with [175], dr has been calculated as the minimal distance to avoid a

collision if the preceding vehicle were to act unpredictably:

dr = hV + dc + lv, (6.23)

which is known as constant-time headway policy, where lv is the vehicle length, dc is

the minimal inter-distance to avoid collision, V is vehicle velocity and h is the constant-

time headway, which is specified by the driver. No collision can occur if the following
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Fig. 1: Experimental vehicle

• A wireless local area network (IEEE 802.11) support,

which allows the GPS to receive both positioning error

corrections from the GPS base station and vehicle and

positioning information from the preceding vehicle.

• An inertial measurement unit (IMU) Crossbow IMU

300CC placed close to the centre of the vehicle to

provide positioning information during GPS outages.

• Car odometry supplied by a set of built-in sensors in the

wheels, whose measurements can be read by accessing

the controller area network (CAN) bus of the vehicle.

This is implemented by means of a CAN Card 2.6.

Thereafter, an on-board computer is in charge of request-

ing values from each of the on-board sensors with which

to compute the controller’s input values. Finally, the devices

that make possible to act on the throttle and brake of the car

are an electrohydraulic system capable of injecting pressure

into the car’s anti-block braking system (ABS), and an

analogue card which can send a signal to the car’s internal

engine computer to demand acceleration or deceleration. The

electro-hydraulic braking system is mounted in parallel with

the original one. Two shuttle valves are installed connected

to the input of the anti-lock braking system (ABS) in order

to keep the two circuits independent. A pressure limiter tube

set at 120bars is installed in the system to avoid damage

to the circuits. Two more valves are installed to control

the system: a voltage-controlled electro-proportional pilot to

regulate the applied pressure, and a spool directional valve

to control the activation of the electrohydraulic system by

means of a digital signal. These two valves are controlled

via an I/O digital-analogue CAN card. The voltage for the

applied pressure is limited to 4V (greater values correspond

to hard braking and are not considered).

B. Dynamic longitudinal model

Due to the impossibility of obtaining the exact dynamics

that describes the vehicle, in this work the idea is to obtain

a simple linear model of the vehicle for the circuit wherein

the experimental manœuvres will be performed.

The vehicle longitudinal dynamics can be simplified by a

first order transfer function [9] that relies the vehicle velocity

and a proportional voltage to the throttle angle:

G(s)� K
s+ p

=
4.39

s+0.1746
, (1)

Simple linear longitudinal models have been also used in

[10] and [11]. The reason why there is no need to use a

more complex model arises from the kind of manœuvres we

perform in this work, as will be stated from the experimental

results.

Besides, vehicle dynamics in braking maneuvers can be

given by an uncertain first order transfer function that de-

pends on the voltage applied to the brake pedal [12].

G(s)� 1

τs+1
, (2)

where the time constant τ varies with the action over the

brake in the interval τ ∈ [1.6,3.1]s.

III. CRUISE CONTROL

This section presents a hybrid CC of the vehicle at

low speeds based on the different vehicle’s dynamics when

accelerating and braking. In particular, the fractional order

PI
α

controller designed in [9] will be used for the throttle

action –it was designed to control the throttle and brake

pedals, but neglecting the dynamics during braking–, whereas

the brake will be controlled by a robust fractional order

PI due to the system uncertainty described previously. The

motivation of improving that design by considering a hybrid

model of the vehicle mainly arises from its application to

ACC manœuvres, in which the adequate control of the brake

pedal plays a key role for the success of the whole test. Some

considerations on the switching of the controllers are also

included.

The most important mechanical and practical requirement

of the vehicle to take into account during the design process

is to obtain a smooth vehicle’s response so as to guarantee

its acceleration to be less than the well-known comfort

acceleration, i.e. less than 2m/s
2
. It must be also mentioned

that both velocity and brake control inputs are normalized

to the interval [−1,1], where positive values mean throttle

actions and the negative, brake ones.

A. Throttle Control

In previous works, some traditional PI controllers have

been designed (refer e.g. to [14]), and in [9] a fractional order

PI controller was proposed. A fractional order PI controller

can be represented as follows:

C(s) = kp1
+

ki

sα = kp1

�
1+

zc

sα

�
, with zc = ki/kp1

. (3)

Let assume that the gain crossover frequency is given by

ωc, the phase margin is specified by ϕm and the output

disturbance rejection is defined by a desired value of a

sensitivity function S(s) for a desired frequencies range.

For meeting the system stability and robustness, the three

specifications to fulfill are the following:

1. Phase margin specification:

Arg[Gol( jωcp)] =Arg[C( jωcp)G( jωcp)] =−π+ϕm.
(4)

!!"

Figure 6.4: Scheme of ACC manœuvres with the two Citroën vehicles

condition is satisfied [176]:

h ≥ 2γmax

Jmax

, (6.24)

where γmax and Jmax are the maximum attainable vehicle’s acceleration and the max-

imum driver desired jerk, respectively.

On the other hand, a safe inter-distance policy is proposed in [1] in such a way con-

trol could be designed independently of the vehicle’s model, permitting the additional

control loop only be responsible of the model-matching between the actual system and

the desired reference dynamics. As shown in Fig. 6.5, the dynamic reference model will

provide a reference inter-distance less than the 2-s headway rule if the allowed max-

imum acceleration is high enough. In particular, the inter-distance reference model

describes the virtual dynamics of a vehicle which is positioned at a reference distance

dr from the leading vehicle as follows:

ḋr = c(d0 − dr)
2 + xq(t)− β, (6.25)

β = ẋf (0) + c(d0 − dr(0))
2,
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where d0 is the nominal safe inter-distance, c plays the role of a damping constant –

from a nonlinear model–, xl is the position of the leading vehicle and ẋf is the velocity

of the follower. Note that all l and f subscripts refer to leading and following vehicles,

respectively.

It should be remarked that both inter-distance policies (6.23) and (6.25) satisfy the

following comfort and safety constraints: (i) dr � dc, (ii) |Vf | � γmax and (iii)
���V̈f

��� � Jmax. They are taken to represent the worst case scenario in an emergency

and limitations on the response of the traction and braking systems in the vehicle, as

well as what is physiologically tolerable for the occupants. 2

d

dc

11TimeGap = 2s

d0

xtr

dr

xlr

Figure 1. Stop & Go scheme.

models by local input/output differential equations, valid over
short lapses of time. The main advantage of this new approach
is that these phenomenological models are merged into a PI
transparently, so that an “intelligent” (hence the name i-PI)
term compensates the effects of poorly-known dynamics.

In brief, the following issues will be tackled in the present
communication:

• Design and development of two valid solutions for an as
yet unresolved issue in the automotive sector: ACC in
urban environments at very low speeds.

• A comparative study of these intelligent control tech-
niques, examining their robustness via a Monte Carlo
analysis.

• Comparison with previously presented solutions [5] to
this problem to illustrate the improvements contributed
by the present work.

• Implementation in a commercial car – a convertible
Citroën C3 Pluriel with automated brake and throttle –
to validate the controllers in a real environment.

The rest of the paper is organized as follows. The second
section will be devoted to briefly presenting the dynamic inter-
distance and relative velocity model. In Sec. III, the design
and tuning of the controllers will be presented using a vehicle
model. Then the fuzzy and the i-PI controllers will be detailed.
Finally, a test of the controllers in a simulation environment
will be described, using a Monte Carlo analysis to assess the
system’s robustness. In Sec. IV, the two control techniques
will be evaluated and compared to a classical PI controller
on a real experimental platform, with a focus on comfort and
safety aspects. Finally, Sec. V will present some concluding
remarks and a description of future work in this line.

II. GENERATION OF THE REFERENCE INTER-DISTANCE
AND RELATIVE VELOCITY

As mentioned above, the goal of the control strategies will
be to use the throttle and brake (control variables ue and
ub, respectively) to track as precisely as possible a reference
distance between vehicles dr and a target relative velocity vr.
A reference model proposed by [5] will provide these two
variables, and the ideal acceleration ẍtr the trailing car should
have to follow the trajectories of those two reference variables.

Note in Fig. 1 that dr is related to the safe nominal inter-
distance d0 – the maximum distance at which the control
algorithm will be activated – and the critical distance dc –
the minimum distance between cars which is only attained
when they are stopped. Note also that the dynamic reference
model used in the present work will provide a reference inter-
distance less than the 2-second headway rule if the allowed

maximum acceleration is high enough (for more details, see
Fig. 2).

The inter-distance reference model describes the virtual
dynamics of a vehicle which is positioned at a distance dr
(the reference distance) from the leading vehicle

d̈r = ẍl − ẍtr (1)

where ẍl is the leading vehicle’s acceleration and

ẍtr = ur(dr, ḋr) (2)

is the trailing acceleration, which is a nonlinear function of
the inter-distance and its temporal derivative.

Considering d̃ = d0 − dr in (2), where d0 is the safe
nominal inter-distance, the control problem is then to find a
suitable trailing car acceleration ur, when d̃ � 0, such that all
the solutions of (1) satisdy the following comfort and safety
constraints:

• dr � dc, with dc the minimal inter-distance.
• |ẍr| � γmax, where γmax is the maximum attainable

longitudinal acceleration.
• |...xr| � Jmax, with Jmax a driver desired bound on the

jerk.
The authors of [5] propose the use of a nonlinear damping

model ur = −c|d̃| ˙̃d,1 which can be introduced into Eq. (1) to
give:

¨̃d = −c|d̃| ˙̃d− ẍl

This equation can be integrated analytically and expressed
in terms of dr as follows

ḋr =
c

2
(d0 − dr)

2 + ẋl(t)− β, β = ẋtr (0)+
c

2
(d0 − dr(0))

2

(3)
Note that this reference speed depends upon the leading

vehicle’s speed, the distance d0, and the parameter c, which
is in turn an algebraic function of the safety and comfort
parameters dc, Vmax, γmax, and Jmax [5]. Figure 2 shows
how γmax influences the reference inter-vehicle distance.
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Figure 2. Comparison of different distance policies: constant headway
rule (2 seconds) and the inter-distance model [5] with different maximum
accelerations.

Finally, from Eq. (2) the trailing acceleration is

1Parameter c plays the role of a damping constant.

Figure 6.5: Stop & go scheme (reproduced from [1])

6.1.3.2 Design of the Inter-distance Controller

In this section, a classical PD controller is going to be designed in order to obtain the

reference speed for the following vehicle and guarantee the tracking of dr, which will

be generated with the aforementioned policies.

A block diagram of the closed-loop control to be performed in the vehicle is illustrated

in Figure 6.6. The inner loop system can be expressed as:

F (s) = Cd(s)Gc(s)Gd(s),
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where Cd, Gc and Gd denote the transfer functions of PD controller, the closed-loop

longitudinal control and a traditional integrator, respectively, i.e.,

Cd(s) = kp + kds, (6.26)

Gc(s) =
Cq(s)Gq(s)

1 + Cq(s)Gq(s)
, (6.27)

Gd(s) =
1

s
. (6.28)

s

+

_

+
+

PD Controller

Vl

Plant

xl

Vfref
Gc(s) Gd(s)

4.2. Design and Tuning the Inter-distance Controller

In this section, a PD controller will be designed in order to perform reference speed for the following car and

guarantee the tracking of the reference inter-distance. In order to design and tune the controller a range R is defined:

Ṙ =Vl −Vf , (33)

where R can represent the real inter-distance when initial value of (33) is initial value of inter-distance d. Figure 5

shows the closed-loop block diagram of the system, so the inner loop system can be simplified as:

F(s) =Cd(s)Gc(s)Gd(s),

where Cd(s) = kp +kds is a classical PD controller and

Gc(s) =
C(s)G(s)

1+C(s)G(s)

Gd(s) =
1
s
.

Fig. 5

As commented, taking into account the brake and throttle control, there are two inner-loop systems. In order to

design a unique PD which will be applicable for both systems, it will be tuned based on the system with lower phase

margin (the system when throttle is active). The aim is to tune the PD to obtain φm > 80 deg. Considering throttle

system and following specifications:

Arg(F( jωcp)) =−π +φm, (34)
��F( jωcp)

��= 0 dB, (35)

Thereupon, the controller parameters i.e., kp and kd are obtained as 0.7 and 1.2, respectively.

5. Simulation and Experimental Results

Next, the goodness of the proposed fractional hybrid strategies will be shown by means simulation and experimen-

tal results. Concerning real experiments, they were carried out on the real vehicle in the CAR’s private driving circuit,

which was designed with scientific purposes so only experimental vehicles are driven in this area. Two vehicles were

used for the experimental phase: a fully- automated vehicle and a manually driven one. The former is a convertible
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TABLE II: Coefficients of the characteristic polynomials c j(s)
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j = 2 (brake) 1.266 1.737 15.77 13.43 3.48 1.463 56.41 0.015

where γmax and Jmax are the maximum attainable vehicle’s

acceleration and the maximum driver desired jerk, respectively.

On the other hand, a safe inter-distance policy is proposed in

[39] in such a way control could be designed independently of

the vehicle’s model, permitting the additional control loop only

be responsible of the model-matching between the actual sys-

tem and the desired reference dynamics. As shown in Fig. 5,

the dynamic reference model will provide a reference inter-

distance less than the 2-second headway rule if the allowed

maximum acceleration is high enough. In particular, the inter-

distance reference model describes the virtual dynamics of a

vehicle which is positioned at a reference distance dr from the

leading vehicle as follows:

ḋr = c(d0 −dr)
2 + xq(t)−β , (25)

β = ẋ f (0)+ c(d0 −dr(0))
2, (26)

where d0 is the nominal safe inter-distance, c plays the role of

a damping constant –a nonlinear damping model in this case–,

xl is the position of the leading vehicle and ẋ f is the velocity

of the follower. Note that l and f subscripts refer to leading

and following vehicles, respectively.

It should be remarked that both inter-distance policies (24)

and (25) satisfy the following comfort and safety constraints:

(i) dr � dc, (ii)
��Vf

�� � γmax and (iii)
��V̈f

�� � Jmax. They are

taken to represent the worst case scenario in an emergency and

limitations on the response of the traction and braking systems

in the vehicle, as well as what is physiologically tolerable for

the occupants. 2

d
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dr
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Figure 1. Stop & Go scheme.

models by local input/output differential equations, valid over
short lapses of time. The main advantage of this new approach
is that these phenomenological models are merged into a PI
transparently, so that an “intelligent” (hence the name i-PI)
term compensates the effects of poorly-known dynamics.

In brief, the following issues will be tackled in the present
communication:

• Design and development of two valid solutions for an as
yet unresolved issue in the automotive sector: ACC in
urban environments at very low speeds.

• A comparative study of these intelligent control tech-
niques, examining their robustness via a Monte Carlo
analysis.

• Comparison with previously presented solutions [5] to
this problem to illustrate the improvements contributed
by the present work.

• Implementation in a commercial car – a convertible
Citroën C3 Pluriel with automated brake and throttle –
to validate the controllers in a real environment.

The rest of the paper is organized as follows. The second
section will be devoted to briefly presenting the dynamic inter-
distance and relative velocity model. In Sec. III, the design
and tuning of the controllers will be presented using a vehicle
model. Then the fuzzy and the i-PI controllers will be detailed.
Finally, a test of the controllers in a simulation environment
will be described, using a Monte Carlo analysis to assess the
system’s robustness. In Sec. IV, the two control techniques
will be evaluated and compared to a classical PI controller
on a real experimental platform, with a focus on comfort and
safety aspects. Finally, Sec. V will present some concluding
remarks and a description of future work in this line.

II. GENERATION OF THE REFERENCE INTER-DISTANCE
AND RELATIVE VELOCITY

As mentioned above, the goal of the control strategies will
be to use the throttle and brake (control variables ue and
ub, respectively) to track as precisely as possible a reference
distance between vehicles dr and a target relative velocity vr.
A reference model proposed by [5] will provide these two
variables, and the ideal acceleration ẍtr the trailing car should
have to follow the trajectories of those two reference variables.

Note in Fig. 1 that dr is related to the safe nominal inter-
distance d0 – the maximum distance at which the control
algorithm will be activated – and the critical distance dc –
the minimum distance between cars which is only attained
when they are stopped. Note also that the dynamic reference
model used in the present work will provide a reference inter-
distance less than the 2-second headway rule if the allowed

maximum acceleration is high enough (for more details, see
Fig. 2).

The inter-distance reference model describes the virtual
dynamics of a vehicle which is positioned at a distance dr
(the reference distance) from the leading vehicle

d̈r = ẍl − ẍtr (1)

where ẍl is the leading vehicle’s acceleration and

ẍtr = ur(dr, ḋr) (2)

is the trailing acceleration, which is a nonlinear function of
the inter-distance and its temporal derivative.

Considering d̃ = d0 − dr in (2), where d0 is the safe
nominal inter-distance, the control problem is then to find a
suitable trailing car acceleration ur, when d̃ � 0, such that all
the solutions of (1) satisdy the following comfort and safety
constraints:

• dr � dc, with dc the minimal inter-distance.
• |ẍr| � γmax, where γmax is the maximum attainable

longitudinal acceleration.
• |...xr| � Jmax, with Jmax a driver desired bound on the

jerk.
The authors of [5] propose the use of a nonlinear damping

model ur = −c|d̃| ˙̃d,1 which can be introduced into Eq. (1) to
give:

¨̃d = −c|d̃| ˙̃d− ẍl

This equation can be integrated analytically and expressed
in terms of dr as follows

ḋr =
c

2
(d0 − dr)

2 + ẋl(t)− β, β = ẋtr (0)+
c

2
(d0 − dr(0))

2

(3)
Note that this reference speed depends upon the leading

vehicle’s speed, the distance d0, and the parameter c, which
is in turn an algebraic function of the safety and comfort
parameters dc, Vmax, γmax, and Jmax [5]. Figure 2 shows
how γmax influences the reference inter-vehicle distance.
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Finally, from Eq. (2) the trailing acceleration is

1Parameter c plays the role of a damping constant.

Fig. 5: Stop & go scheme (reproduced from [39])

In this section, a classical PD controller is going to be

designed in order to obtain the reference speed for the follow-

ing vehicle and guarantee the tracking of the reference inter-

distance dr, which will be generated with the aforementioned

policies.

Firstly, let us to define a range R:

Ṙ =Vl −Vf , (27)

which R represent the real inter-distance when the initial value

of (27) is initial value of inter-distance d. A block diagram

of the closed-loop control to be performed in the following

vehicle is illustrated in Figure 6. Thus, the inner loop system

can be expressed as:

F(s) =Cd(s)Gc(s)Gd(s),

where Cd , Gc and Gd denote the transfer functions of PD con-

troller, the closed-loop longitudinal control and a traditional

integrator, respectively, i.e.,

Cd(s) = kp + kds,

Gc(s) =
C(s)G(s)

1+C(s)G(s)
,

Gd(s) =
1

s
.
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4.2. Design and Tuning the Inter-distance Controller

In this section, a PD controller will be designed in order to perform reference speed for the following car and

guarantee the tracking of the reference inter-distance. In order to design and tune the controller a range R is defined:

Ṙ =Vl −Vf , (33)

where R can represent the real inter-distance when initial value of (33) is initial value of inter-distance d. Figure 5

shows the closed-loop block diagram of the system, so the inner loop system can be simplified as:

F(s) =Cd(s)Gc(s)Gd(s),

where Cd(s) = kp +kds is a classical PD controller and

Gc(s) =
C(s)G(s)

1+C(s)G(s)

Gd(s) =
1
s
.

Fig. 5

As commented, taking into account the brake and throttle control, there are two inner-loop systems. In order to

design a unique PD which will be applicable for both systems, it will be tuned based on the system with lower phase

margin (the system when throttle is active). The aim is to tune the PD to obtain φm > 80 deg. Considering throttle

system and following specifications:

Arg(F( jωcp)) =−π +φm, (34)
��F( jωcp)

��= 0 dB, (35)

Thereupon, the controller parameters i.e., kp and kd are obtained as 0.7 and 1.2, respectively.

5. Simulation and Experimental Results

Next, the goodness of the proposed fractional hybrid strategies will be shown by means simulation and experimen-

tal results. Concerning real experiments, they were carried out on the real vehicle in the CAR’s private driving circuit,

which was designed with scientific purposes so only experimental vehicles are driven in this area. Two vehicles were

used for the experimental phase: a fully- automated vehicle and a manually driven one. The former is a convertible
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Fig. 6: Scheme of the closed-loop control of the automatic

vehicle for ACC manœuvres

In order to design a unique PD for the two inner-loop

systems because of the brake and throttle dynamics, the system

with lower phase margin was considered: the dynamics when

throttle is active. Considering the following design specifica-

tions for the inner loop:

arg(F( jωcp)) =−π +φm, (28)��F( jωcp)
��= 0 dB, (29)

with φm > 80
◦

and 0.6 < ωcp < 1 rad/s, the parameters of

PD controller are: kp = 0.7 and kd = 1.2. Bode plot for both

closed-loop systems, i.e., brake and throttle, are depicted in

Fig. 7. As can be seen, both systems fulfill the specified phase

margin, i.e., φm > 80 deg. The controlled system when the

throttle is activated will obtain the φm = 86 deg where the

brake controlled system will reach to φm = 81 deg.

V. SIMULATION AND EXPERIMENTAL RESULTS

The real experiments were carried out on the real vehicle

in the CAR’s private driving circuit, which was designed with

scientific purposes so only experimental vehicles are driven in

this area. Two vehicles were used for the experimental phase:

a fully-automated vehicle and a manually driven one. The

former is a convertible Citroën C3 Pluriel and is equipped with

automatic driving capabilities with hardware modifications

made to the throttle and the brake pedal actions. The latter
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where γmax and Jmax are the maximum attainable vehicle’s

acceleration and the maximum driver desired jerk, respectively.

On the other hand, a safe inter-distance policy is proposed in

[39] in such a way control could be designed independently of

the vehicle’s model, permitting the additional control loop only

be responsible of the model-matching between the actual sys-

tem and the desired reference dynamics. As shown in Fig. 5,

the dynamic reference model will provide a reference inter-

distance less than the 2-second headway rule if the allowed

maximum acceleration is high enough. In particular, the inter-

distance reference model describes the virtual dynamics of a

vehicle which is positioned at a reference distance dr from the

leading vehicle as follows:

ḋr = c(d0 −dr)
2 + xq(t)−β , (25)

β = ẋ f (0)+ c(d0 −dr(0))
2, (26)

where d0 is the nominal safe inter-distance, c plays the role of

a damping constant –a nonlinear damping model in this case–,

xl is the position of the leading vehicle and ẋ f is the velocity

of the follower. Note that l and f subscripts refer to leading

and following vehicles, respectively.

It should be remarked that both inter-distance policies (24)

and (25) satisfy the following comfort and safety constraints:

(i) dr � dc, (ii)
��Vf

�� � γmax and (iii)
��V̈f

�� � Jmax. They are

taken to represent the worst case scenario in an emergency and

limitations on the response of the traction and braking systems

in the vehicle, as well as what is physiologically tolerable for

the occupants. 2
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Figure 1. Stop & Go scheme.

models by local input/output differential equations, valid over
short lapses of time. The main advantage of this new approach
is that these phenomenological models are merged into a PI
transparently, so that an “intelligent” (hence the name i-PI)
term compensates the effects of poorly-known dynamics.

In brief, the following issues will be tackled in the present
communication:

• Design and development of two valid solutions for an as
yet unresolved issue in the automotive sector: ACC in
urban environments at very low speeds.

• A comparative study of these intelligent control tech-
niques, examining their robustness via a Monte Carlo
analysis.

• Comparison with previously presented solutions [5] to
this problem to illustrate the improvements contributed
by the present work.

• Implementation in a commercial car – a convertible
Citroën C3 Pluriel with automated brake and throttle –
to validate the controllers in a real environment.

The rest of the paper is organized as follows. The second
section will be devoted to briefly presenting the dynamic inter-
distance and relative velocity model. In Sec. III, the design
and tuning of the controllers will be presented using a vehicle
model. Then the fuzzy and the i-PI controllers will be detailed.
Finally, a test of the controllers in a simulation environment
will be described, using a Monte Carlo analysis to assess the
system’s robustness. In Sec. IV, the two control techniques
will be evaluated and compared to a classical PI controller
on a real experimental platform, with a focus on comfort and
safety aspects. Finally, Sec. V will present some concluding
remarks and a description of future work in this line.

II. GENERATION OF THE REFERENCE INTER-DISTANCE
AND RELATIVE VELOCITY

As mentioned above, the goal of the control strategies will
be to use the throttle and brake (control variables ue and
ub, respectively) to track as precisely as possible a reference
distance between vehicles dr and a target relative velocity vr.
A reference model proposed by [5] will provide these two
variables, and the ideal acceleration ẍtr the trailing car should
have to follow the trajectories of those two reference variables.

Note in Fig. 1 that dr is related to the safe nominal inter-
distance d0 – the maximum distance at which the control
algorithm will be activated – and the critical distance dc –
the minimum distance between cars which is only attained
when they are stopped. Note also that the dynamic reference
model used in the present work will provide a reference inter-
distance less than the 2-second headway rule if the allowed

maximum acceleration is high enough (for more details, see
Fig. 2).

The inter-distance reference model describes the virtual
dynamics of a vehicle which is positioned at a distance dr
(the reference distance) from the leading vehicle

d̈r = ẍl − ẍtr (1)

where ẍl is the leading vehicle’s acceleration and

ẍtr = ur(dr, ḋr) (2)

is the trailing acceleration, which is a nonlinear function of
the inter-distance and its temporal derivative.

Considering d̃ = d0 − dr in (2), where d0 is the safe
nominal inter-distance, the control problem is then to find a
suitable trailing car acceleration ur, when d̃ � 0, such that all
the solutions of (1) satisdy the following comfort and safety
constraints:

• dr � dc, with dc the minimal inter-distance.
• |ẍr| � γmax, where γmax is the maximum attainable

longitudinal acceleration.
• |...xr| � Jmax, with Jmax a driver desired bound on the

jerk.
The authors of [5] propose the use of a nonlinear damping

model ur = −c|d̃| ˙̃d,1 which can be introduced into Eq. (1) to
give:

¨̃d = −c|d̃| ˙̃d− ẍl

This equation can be integrated analytically and expressed
in terms of dr as follows

ḋr =
c

2
(d0 − dr)

2 + ẋl(t)− β, β = ẋtr (0)+
c

2
(d0 − dr(0))

2

(3)
Note that this reference speed depends upon the leading

vehicle’s speed, the distance d0, and the parameter c, which
is in turn an algebraic function of the safety and comfort
parameters dc, Vmax, γmax, and Jmax [5]. Figure 2 shows
how γmax influences the reference inter-vehicle distance.
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Finally, from Eq. (2) the trailing acceleration is

1Parameter c plays the role of a damping constant.

Fig. 5: Stop & go scheme (reproduced from [39])

In this section, a classical PD controller is going to be

designed in order to obtain the reference speed for the follow-

ing vehicle and guarantee the tracking of the reference inter-

distance dr, which will be generated with the aforementioned

policies.

Firstly, let us to define a range R:

Ṙ =Vl −Vf , (27)

which R represent the real inter-distance when the initial value

of (27) is initial value of inter-distance d. A block diagram

of the closed-loop control to be performed in the following

vehicle is illustrated in Figure 6. Thus, the inner loop system

can be expressed as:

F(s) =Cd(s)Gc(s)Gd(s),

where Cd , Gc and Gd denote the transfer functions of PD con-

troller, the closed-loop longitudinal control and a traditional

integrator, respectively, i.e.,

Cd(s) = kp + kds,

Gc(s) =
C(s)G(s)

1+C(s)G(s)
,

Gd(s) =
1
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4.2. Design and Tuning the Inter-distance Controller

In this section, a PD controller will be designed in order to perform reference speed for the following car and

guarantee the tracking of the reference inter-distance. In order to design and tune the controller a range R is defined:

Ṙ =Vl −Vf , (33)

where R can represent the real inter-distance when initial value of (33) is initial value of inter-distance d. Figure 5

shows the closed-loop block diagram of the system, so the inner loop system can be simplified as:

F(s) =Cd(s)Gc(s)Gd(s),

where Cd(s) = kp +kds is a classical PD controller and

Gc(s) =
C(s)G(s)

1+C(s)G(s)

Gd(s) =
1
s
.
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As commented, taking into account the brake and throttle control, there are two inner-loop systems. In order to

design a unique PD which will be applicable for both systems, it will be tuned based on the system with lower phase

margin (the system when throttle is active). The aim is to tune the PD to obtain φm > 80 deg. Considering throttle

system and following specifications:

Arg(F( jωcp)) =−π +φm, (34)
��F( jωcp)

��= 0 dB, (35)

Thereupon, the controller parameters i.e., kp and kd are obtained as 0.7 and 1.2, respectively.

5. Simulation and Experimental Results

Next, the goodness of the proposed fractional hybrid strategies will be shown by means simulation and experimen-

tal results. Concerning real experiments, they were carried out on the real vehicle in the CAR’s private driving circuit,

which was designed with scientific purposes so only experimental vehicles are driven in this area. Two vehicles were

used for the experimental phase: a fully- automated vehicle and a manually driven one. The former is a convertible
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vehicle for ACC manœuvres

In order to design a unique PD for the two inner-loop

systems because of the brake and throttle dynamics, the system

with lower phase margin was considered: the dynamics when

throttle is active. Considering the following design specifica-

tions for the inner loop:

arg(F( jωcp)) =−π +φm, (28)��F( jωcp)
��= 0 dB, (29)

with φm > 80
◦

and 0.6 < ωcp < 1 rad/s, the parameters of

PD controller are: kp = 0.7 and kd = 1.2. Bode plot for both

closed-loop systems, i.e., brake and throttle, are depicted in

Fig. 7. As can be seen, both systems fulfill the specified phase

margin, i.e., φm > 80 deg. The controlled system when the

throttle is activated will obtain the φm = 86 deg where the

brake controlled system will reach to φm = 81 deg.

V. SIMULATION AND EXPERIMENTAL RESULTS

The real experiments were carried out on the real vehicle

in the CAR’s private driving circuit, which was designed with

scientific purposes so only experimental vehicles are driven in

this area. Two vehicles were used for the experimental phase:

a fully-automated vehicle and a manually driven one. The

former is a convertible Citroën C3 Pluriel and is equipped with

automatic driving capabilities with hardware modifications

made to the throttle and the brake pedal actions. The latter

Figure 6.6: Scheme of the closed-loop control of the automatic vehicle for ACC
manœuvres

In order to design a unique PD for the two inner-loop systems because of the brake and

throttle dynamics, the system with lower phase margin was considered: the dynamics

when throttle is active. Considering the following design specifications for the inner

loop:

arg (F (jωcp)) = −π + φm, (6.29)

|F (jωcp)| = 0 dB, (6.30)

with φm > 80◦ and 0.6 < ωcp < 1 rad/s, the obtained parameters of PD controller

were: kp = 0.7 and kd = 1.2. Bode diagrams depicted in Fig. 6.7 correspond to

the closed-loop systems. As seen, both systems fulfil the previous specifications –the

controlled throttle and brake systems have phase margins equal to 86◦ measured at

ωcp = 0.94 rad/s and 81◦ at ωcp = 0.62 rad/s, respectively.
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6.1.4 Simulation and Experimental Results

The real experiments were carried out on the real vehicle in the CAR’s private driv-

ing circuit, which was designed with scientific purposes, so only experimental vehicles

were driven in this area. Two vehicles were used for the experimental phase: a fully-

automated vehicle and a manually driven one. As commented, the former is a con-

vertible Citroën C3 Pluriel and is equipped with automatic driving capabilities with

hardware modifications made to the throttle and the brake pedal actions. The latter

vehicle is an electric Citroën Berlingo van also equipped with automatic driving ca-

pabilities. For the purpose of this work, it was driven by a human driver making the

leading car’s behaviour as close to a real traffic situation as possible. Both vehicles

were equipped with RTK-DGPS working at 5 Hz as the main sensor.

This section shows the goodness of the proposed fractional hybrid strategy through

simulation and experimental results, grouped into CC and ACC manœuvres. Firstly,

the details of how to implement the fractional-order controllers digitally are given.

Digital implementation of the fractional-order controller is stated in Appendix.
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6.1.4.1 Results for CC Manœuvres

The designed hybrid controller for CC manœuvres was tested by Matlab/Simulink

simulations and on the real automatic vehicle for different low velocity references be-

tween 5 and 20 km/h. In simulation, a random noise with mean 0.85 was added to the

nominal value of τ = 2.25 in order to show the efficiency of the robust controller.

Figure 6.8 shows the behaviour of the vehicle when applying the designed fractional-

order hybrid controller; more precisely, velocity tracking, acceleration and normalized

control action are included. In Fig. 6.8(a), the solid and dash-dotted lines refer to

the experimental and simulated responses, whereas the dotted lines is the velocity

reference. Firstly, it is worth mentioning that both the experimental and the simulated

behaviours are quite similar, so the considered longitudinal dynamics of the vehicle

is good enough for the manœuvres at low speeds. Furthermore, the simulated and

experimental vehicle responses are stable and smooth and track the desired reference.

In Fig. 6.8(c), both the velocity and the brake control inputs were normalized to

the interval [−1, 1], where positive values mean throttle actions –solid line– and the

negative, brake ones –dotted line. It can be seen that the acceleration and control

action are met the desired intervals. One can also appreciate the soft action over

vehicle’s actuators obtaining a good comfort for car’s occupants-this is reflected in the

acceleration values.

To sum up, the fractional-order hybrid control may be useful for autonomous vehicles

at low speeds to control both the brake and the throttle actions, specially due to its

possibility of obtaining more adjustable time and frequency responses and allowing the

fulfilment of more robust performances.

6.1.4.2 Results for ACC Manœuvres

To compare the control with the two inter-distance policies in conditions as equal as

possible, a pre-defined route was recorded. This route was first travelled over with the

manually driven vehicle, and all the relevant variables to perform the control-position,

speed and acceleration were stored. In this way, the human influence in two consecutive

trials was removed. The distance between vehicles at the beginning of the test was set
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Figure 6.8: CC results: (a) Velocity (b) Acceleration (c) Normalized control action

to 6 m. Once this distance was achieved with 1-centimetre accuracy using the RTK-

DGPS positioning system, the test was initiated. The inter-distance dynamic models

were parametrized to provide: a maximum speed of Vmax = 50 km/h, a maximum

acceleration of γmax = 2 m/s2, a maximum jerk of Jmax = 5 m/s3 and a constant-time

headway of h = 0.8 s.

Figures 6.9 and 6.10 illustrate the behaviour of the automatic vehicle when using

the reference inter-distance given by (6.23) –with dc + lv = 6 m– and (6.25) for ACC

manœuvres, respectively. Figure 6.9 and 6.10(a) depict the simulated –thinner red

lines– and experimental –thicker blue lines– velocity of the following vehicle with re-

spect to the leading one, which is considered as reference for the former. Only slight dif-

ferences can be observed between the velocity of the leader and the follower, especially

in simulation. In Fig. 6.9 and 6.10(b), the desired and the experimental inter-distances
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are represented. As observe, the actual inter-distance tracks the reference inter-distance

adequately. Automatic vehicle’s acceleration and jerk are shown in Fig. 6.9 and 6.10(c)

and (d), whose values are lower than the aforementioned pre-requisites. And finally,

Fig. 6.9 and 6.10(e) show the normalized control action. As can be seen, the vehicle

behaves efficiently during both acceleration and deceleration, even when the leading

car reduces its speed significantly –at time 64 s, the following car properly follows the

reference inter-distance as well as the time it increases the speed.

In order to compare the results for the different inter-distance policies, an error function

was defined as:

J =
1

T

�
T

0
(|end|+ |ev|+ us)dt, (6.31)

where end = d/dr − 1 is the normalized inter-distance error (in m), ev = Vfref
− Vf is

the velocity error (in km/h) and us =
��du
dt

�� is the control smoothness. Table 6.5 gives

the results obtained by both strategies. As can be seen, the inter-distance policy given

by (6.25) causes smoother inter-distance and, consequently, the vehicle’s behaviour is

smoother. On the contrary, using the rule (6.23), the vehicle’s performance is poor in

comparison with the previous strategy, but may be acceptable for a range of speeds.

For comparison purposes with other strategies reported in the literature, the experi-

mental results in [159] will be taken into account, in which the same route was used

for the tests. In that work, it was shown that the maximum value of end was obtained

at time around 64 s, with a value of 2.56 m. On the contrary, when applying the

hybrid controller proposed in this work, the maximum inter-distance error is 0.93 m,

which proves the improvement which can be obtained with the designed fractional-

order strategy. Moreover, the performance of the automatic vehicle when applying

the fractional hybrid controller is significantly better when the leading car’s speed is

drastically reduced to 0 and then increased, at about time 85 s. Concerning vehicle’s

acceleration, another advantage of using this fractional strategy is to produce smooth

velocity changes and, consequently, small accelerations are attained. To summarize,

the tracking error is smaller when applying the fractional-order hybrid controller in

comparison with the obtained by the strategies in [159], especially when the desired

inter-distance is generated by using the rules suggested in [175]. It is also worth men-

tioning that the control actions may be soften, but they can be neglected from a

perspective of the comfort of the car’s occupants.
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Figure 6.9: ACC results using (6.23) as the reference inter-distance (dc+ lv = 6 m):
(a) Velocity (b) Inter-distance (c) Acceleration (d) Jerk (e) Normalized control action
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Figure 6.10: ACC results using (6.25) as the reference inter-distance: (a) Velocity
(b) Inter-distance (c) Acceleration (d) Jerk (e) Normalized control action
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Table 6.3: ACC results when using the reference inter-distance given by (6.23) and
(6.25)

Controller end ev us J
Inter-distance (6.23) 0.049 1.011 0.216 1.584
Inter-distance (6.25) 0.032 0.331 0.279 0.902

6.2 Fractional-Order Reset Control of the Servomotor

This section concerns applying a reset fractional-order proportional-Clegg integrator

controller for the velocity control of a servomotor and this strategy is compared with

integer-order reset controllers.

6.2.1 Experimental application to control a servomotor

The aim of this section is to design and compare fractional- and integer-order reset

strategies for the velocity control of a servomotor. It contains the description of the ex-

periments performed in the MATLAB/Simulink environment and the stability analysis

of the controlled system. Details of the implementation of the controllers are included

in Appendix.

6.2.1.1 Design of the controllers

In reset control systems, it is a common practice to firstly design the linear controller

which will be used as base linear system in reset control. In this application, three base

controllers, of integer- and fractional-order, i.e., a PI, a PID and a fractional-order PI

(FPI), were tuned considering the following specifications related to phase margin φm

and gain crossover frequency ωcp: φm � 45◦ at ωcp � 5.5 rad/s. The parameters of each

controller which allow to fulfil these specifications are given in the Table 6.4. However,

these base controllers can make the controlled system fast but very underdamped, so

reset controllers are required to reduce overshoot and increase phase margin (e.g. refer

to [28, 49]). Thus, replacing traditional integrators in the base controllers by CI or

FCI, the following reset controllers were also obtained: a proportional CI (PCI), a

proportional Clegg integro-differentiator (PCID) and a FPCI. It should be remarked

that up to three design specifications can be fulfilled with the FPCI –there exists
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one more degree of freedom due to its order α. Since only two specifications have

to be fulfilled, the performance of the system was analyzed for different values of α

were considered for the FPCI –0.5 ≤ α ≤ 1 with steps of 0.05– causing the following

features on the system response: the higher the value of α, the faster response and,

on the contrary, the lower the value of α, the smaller the oscillation in steady state.

Taking into account both issues, an intermediate value of α was chosen for the FPCI

for this application: α = 0.75.

Figure 6.11 shows the Bode diagram of the controlled system by applying the designed

base and reset controllers –solid and dotted lines, respectively. As can be seen, the

specifications are fulfilled in all cases and the speed of the system is similar with all

controllers. It is worth remarking that we are interested on reset controllers which

make the system behaves identically in terms of speed of the response. In addition,

it can be observed that phase margin can be increased not only by using the reset

controllers, but also by fractional-order controllers due to their order α. It should be

remarked that the DF of the CI and the FCI were used to get the frequency responses

for the reset controllers.

Table 6.4: Parameters of the base controllers

Kp Ki Kd α
PI 1.6 18.5 - -
PID 1.528 23.16 0.152 -
FPI 0.067 13.4 - 0.75

6.2.1.2 Stability analysis

In this section, stability of the system controlled when applying the FPCI will be

analyzed using the theory presented in the previous section. Only the system stability

for the proposed controller is of interest for this paper in order to show the applicability

of the developed theory. The analysis when applying the rest of the controllers is

skipped, but the same procedure could be applied.

Consider transfer function of the servomotor as (see the appendix for the model),

Gs(s) =
K

Ts+ 1
=

0.93

0.61s+ 1
, (6.32)
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Figure 6.11: Bode diagram of the controlled system by applying the designed con-
trollers. Solid lines correspond to base linear controllers, whereas dotted lines refer

to reset controllers

controlled by the FPCI. Denote the state vector as x(t) = (xp(t), xr(t))T and the plant

and controller states as xp(t) and xr(t), respectively. Thus, the reset control system

can be expressed of the form of (3.40) as follows:



 ẋp(t)

Dαxr(t)



 = Aclx(t) =



−1.7415 20.4295

−1 0



x(t) +



1.5246

1



 r, (6.33)

x(t+) = ARx(t) =



1 0

0 0



x(t), y(t) = Cclx(t) =
�
1 0

�
x(t). (6.34)

Taking into account that α = 0.75 = 3
4 , let consider Xpi(t) = D

i−1
4 xp(t), i = 1, · · · , 4

and Xri(t) = D
i−1
4 xr(t), i = 1, · · · , 3 and define the state vector of the augmented

system as X (t) = (Xp1(t), · · · ,Xp4(t),Xr1(t),Xr2(t),Xr3(t)), the augmented system can

be represented as:

D
1
4X (t) = AX (t) +Br =
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



O3,1 I3,3 O3,1 O3,2

−1.7415 O1,3 20.4295 O1,2

O2,1 O2,3 O2,1 I2,2

−1 O1,3 0 O1,2




X (t) +





O3,1

1.5246

O2,1

1




r, (6.35)

X (t+) =



 I6,6 O6,1

O1,6 0



X (t), y(t) =
�
1 O(1,6)

�
X (t), (6.36)

where Ol,m denotes a matrix of zeros with dimension of l ×m. In addition, according

to (5.31), Hβ is simply given by (for this case nR = 1, then PR = 1 without loss of

generality and Cp =
�
1 0 0 0

�
):

Hβ(s) =
�
β 01,5 1

� �
sI + (−A)

1
2−α

�−1





0

05,1

1




. (6.37)

Therefore, using Theorem 5.24, the closed-loop controlled system is asymptotically

stable if Hβ(s) is SPR. This is fulfilled for all −0.1 ≤ β ≤ 0.93. The phase equivalence

of condition (6.37) is shown in Fig. 6.12 for β = 0.5. It can be seen that the controlled

system is asymptotically stable since the phase equivalence of Hβ(s) is less than 90◦,

which means that SPRness is verified.

6.2.1.3 Results

Next, the simulated and experimental responses were arranged in two groups: the

obtained by the designed base controllers and the results corresponding to the reset

controllers. All tests were carried out for a velocity reference of 3 rad/s.

The results obtained applying the base controllers are shown in Fig. 6.13, where solid,

dotted and dash-dotted lines refer to PI, PID and FPI, respectively. From this figure,

it can be stated that: (i) the experimental results are identical to the simulated ones;

(ii) all responses are stable but have a undesirable value of overshoot.
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Figure 6.12: Phase equivalence of Hβ-condition for the servomotor

Figure 6.14 shows the simulation and experimental results corresponding to the PCI,

PCID and FPCI –solid, dotted and dash-dotted lines, respectively. As observed, simu-

lated and experimental results are quite similar, as shown with the previous controllers.

Moreover, the overshoot is reduced for all cases. It can be also seen that both the sim-

ulated and the experimental responses using PCI and PCID are stable but have a

permanent oscillation in steady state due to a limit cycle –also in control efforts. On

the contrary, one can see that there is no oscillation applying the FPCI.

In order to preserve the integral effect, the integrators s−α of all reset controllers were

implemented in Simulink as s−α = s−nsn−α, with n− 1 ≤ α ≤ n, where the derivative

part sn−α is an integer-order transfer function of fifth order that fits the frequency

response in the range ω ∈ (10−3, 103) rad/s, obtained by the modified Oustaloup’s

method (e.g. refer to [71] for continuous-time implementations of fractional-order op-

erators). On the other hand, the implementation of FCI in Simulink was carried out

as shown in Fig. 6.15, in which the fractional-order differentiator block was obtained

by the Grünwald–Letnikov definition (e.g. see [58]).
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Figure 6.13: Response of the servomotor when applying the designed base con-
trollers: (a) Simulated step responses (b) Experimental step responses (c) Experi-

mental control efforts. (Solid line: PI, dotted line: PID, dash-dotted: FPI)

6.3 Stability Analysis of Smart Wheel

In the literature, NCS are commonly treated as hybrid and/or switching systems [177],

so the stability problem of such systems can be analyzed on the basis of switching

systems. A smart wheel shown in Fig. 6.16 is controlled with gain and order scheduling

controller in [97, 106]. In this controller gain scheduling and networked control lead

to the consideration of time-varying switching systems, where the system and the

controllers can be represented as follows:

Gj(s) =
0.1484

0.045s+ 1
e−(0.592+τj)s, (6.38)
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Figure 6.14: Response of the servomotor when applying the designed reset con-
trollers: (a) Simulated step responses (b) Experimental step responses (c) Experi-

mental control efforts. (Solid line: PCI, dotted line: PCID, dash-dotted: FPCI)

Figure 6.15: Implementation of FCI in Simulink
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3 addresses the design of the gain scheduled controller, including its corre-

sponding stability analysis. Experimental results are given in Section 4 to

demonstrate the effectiveness of the proposed control strategy. Section 5

draws the main conclusions of this paper.

2. Problem statement

The experimental set-up to be considered is the Internet-based control

of the SW, placed at the Center for Self-Organizing and Intelligent Systems

(CSOIS), Utah State University, USA, from the University of Extremadura,

Spain. The platform (see Fig. 1) consists of a self-contained wheel module,

with separate drive and steering motors, and a linear actuator, which en-

ables the wheel to be moved along the z-axis. The communication with this

platform is performed through a serial server, which converts messages from

RS232 format into TCP/IP format and vice versa. An Internet camera, lo-

cated near the SW assembly, enables one to view the motion of the wheel

axis in real-time during testing. In this paper, only the angular position of

its steering axis will be actuated, whose dynamical model is given by the

following first order plus delay transfer function [17]:

G(s) =
K

Ts+ 1
e−Ls

=
0.1484

0.045s+ 1
e−0.592s. (1)

Figure 1: Photo of the SmartWheel NCS Testbed at CSOIS, Utah State

University (USA)

System dynamics can be conveniently characterized by the normalized

time delay τ , τ =
L

L+T , which is essentially the classical controllability ratio

3

Figure 6.16: Photo of the SmartWheel NCS Testbed at CSOIS, Utah State Univer-
sity (USA)

Cj(s) = βj

�
2.1586 +

5.9853

s1.1

�
, j = 1, 2, ..., 13, (6.39)

where τj refers to the network delay τnetwork and βj is the gain scheduler with the

switching parameters given in Table 6.5. Hence, there are 13 subsystems to be consid-

ered.

Table 6.5: System and controller parameters for each switching

j 1 2 3 4 5 6 7 8 9 10 11 12 13
τ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
β 1.6 1.35 1.3 1.15 1 0.9 0.8 0.7 0.65 0.6 0.55 0.5 0.45

Let assume that switching between the controllers is not arbitrary and happens between

each pair separately –step by step. Thus, regarding to Theorem 4.1 the following 12

conditions should be satisfied to guarantee the quadratic stability of the controlled
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system given by (6.38) and (6.39):

|arg(c1(jω))− arg(c2(jω))| <
π

2
, ∀ω,

|arg(c2(jω))− arg(c3(jω))| <
π

2
, ∀ω,

...

|arg(c12(jω))− arg(c13(jω))| <
π

2
, ∀ω,

where cj , j = 1, 2, ..., 13, denotes the closed-loop polynomial of the system. It is impor-

tant to remark that, due to the fact that the controller parameters and network delay

are time varying, the stability analysis of the closed-loop system is difficult to establish

for all possible cases of process switching. As a matter of fact, it is a common practice

to assume slow variations of the operating conditions and, consequently, suppose that

the scheduled variable, the external gain β in this case, vary slowly [178] or step by

step. Therefore, the stability method used here makes sense.

Figure 6.17 shows the phase difference between each pair of characteristic polynomials

of the closed-loop system for step by step switching. It can be observed that the system

is quadratically stable, with the maximum phase difference equal to 30◦, less than 90◦.

It should be remarked that the delay was approximated by using a third order Padé

approximation in the frequency range of [0.01, 100] rad/s, so the results are valid in

this range of frequencies.

a matter of fact, it is a common practice to assume slow variations of the
operating conditions and, consequently, suppose that the scheduled variable,
the external gain β in this case, vary slowly [33] or step by step. Therefore,
the stability method proposed here makes sense.

Figure 7 shows the phase difference between each pair of characteristic
polynomials of the closed-loop system for step by step switching. It can be
observed that the system is quadratically stable, with the maximum phase
difference equal to 30◦, less than 90◦. It should be remarked that the delay
was approximated by using a third order Padé approximation in the fre-
quency range of [0.01, 100] rad/s, so the results are valid in this range of
frequencies.

Figure 7: Phase difference between each pair of characteristic polynomials
of the closed-loop system, i.e., (c1, c2), (c3, c4), · · · , and (c12, c13) for step by
step switching

4. Experimental results

This section concerns the validation of the previously designed strategy
for the steering speed control of the SW through the Internet. For clarity
purposes, the following tests have in common:

• After initialization at the beginning of the process, the DS will period-
ically estimate the current network condition at every sampling time
–Ts = 0.5 s– based on RTT measurements, in the same way as in [6],
but using the Gamma distribution instead of the exponential. Then the
gain scheduler will update the control signal to be sent to the remote
system.

11

Figure 6.17: Phase difference between each pair of characteristic polynomials of the
closed-loop system, i.e., (c1, c2), (c3, c4), · · · , and (c12, c13) for step by step switching



Chapter 7

Conclusions and Future Works

This thesis is devoted to the fractional-order hybrid systems in particular switching

systems, and reset control systems. An important conclusion which may be drawn

from the laboratory tests is that presented fractional-order hybrid controllers can yield

a substantial improvement in performance compared to integer-order one. This is of

course not to say that fractional-order hybrid controllers are always better, what one

classifies as better depends on the case. Simulation and experimental results obtained

from a Citröen C3 vehicle, a servomotor, and the CSOIS Smart Wheel showed the

effectiveness of the proposed strategies.

Chapter 4 addressed the design of robust controllers for switching systems in frequency

domain considering specifications regarding performance and robustness and ensuring

the quadratic stability of the controlled system. In particular, different integer and

fractional-order controllers were designed to fulfill a set of desired specifications ensur-

ing the stability of the switching systems. Simulation results show the effectiveness of

the proposed tuning method to be fulfilled for serval specifications and for different

kinds of switching systems.

Special attention has been given in this thesis to the fractional-order reset controllers.

On the other section of chapter 4, some traditional reset control strategies were com-

pared with the fractional-order Clegg integrator. It has been demonstrated that the

FCI has better performance in compensating the phase of the system. Likewise, it has

been shown that FCI may be capable of reducing the overshoot in a proper and better

way. Thereafter, the particular features of several modified reset control strategies, of

129
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integer and fractional-order are investigated to improve the performance of a system,

especially in terms of prevention of Zeno solutions and traditional time domain speci-

fications. It was focused on fractional-order reset systems and the possibilities of use

of a new fractional-order proportional-Clegg integrator to avoid Zeno phenomena. A

general advanced reset control has been proposed by combining the particular features

of the previous controllers, allowing not only to avoid the occurrence of Zeno solutions

but also to reduce, or even eliminate, the overshoot. It has been concluded that,

• The FPCI are able to avoid the Zeno solution tuning the parameter α.

• The PIα+CIα as well as the prevention of Zeno solution, are able to improve

time time domain specification (specially reducing the overshoot) comparing the

PI+CI controller.

• Advanced reset controller are able to avoid the Zeno solution and eliminate the

overshoot for the first order system.

• Although advanced reset controller reduces overshoots in the higher order system

but not completely eliminate it, so that using (i) fractional-order advanced reset

controller and (ii) advanced reset controller with periodic resets, can significantly

reduce overshoots or eliminate it.

As a future work, tuning of the PIα+CIα can be good challenged in order to obtain

the less overshoot and better performance.

In chapter 5, the stability of a class of fractional-order switching system and fractional-

order reset control systems has been studied. A theoretical framework was developed

to prove their stability in terms of common Lyapunov functions, which were general-

ized to such fractional-order systems, and equivalent frequency-domain conditions. In

addition, Lyapunov stability has been generalized for fractional-order reset systems,

presenting its phase equivalence in the frequency domain. The results have shown the

applicability of the proposed method to prove the stability of such fractional-order sys-

tems. The theorems developed are applicable for the commensurate fractional-order

system which can be developed for in-commensurate order as future work.

In chapter 6 experimental results were presented to extensively validate the fractional-

order strategies developed in this Thesis. In particular: a fractional-order hybrid
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strategy has been designed to control both the throttle and the brake pedals for cruise

control (CC) and adaptive cruise control (ACC) manœuvres at very low speeds of

Citröen C3 vehicle. Simulated and experimental results, obtained for real vehicles

in a real circuit, were given to demonstrate the effectiveness of the proposed frac-

tional hybrid control law. Since the vehicle has different dynamics during accelerating

and decelerating, two fractional-order PI controllers were designed for controlling the

throttle and the brake for CC manœuvres. A hybrid model of the controlled system

was obtained and its quadratic stability was analyze by means of a frequency domain

method, modeling the system as a switching (hybrid) system. ACC manœuvres were

performed by two different distance policies using two cooperating vehicles –one man-

ual, the leader, and another automatic–, in which the desired inter-distance between

the leader and follower is maintained by an additional PD controller.

As another application, integer- and fractional-order reset strategies were designed and

compared for the velocity control of a servomotor. It was shown that fractional-order

integrators can modify the dynamics of the reset action and improve the performance

of the system, avoiding Zeno solution. Finally, as a multi-controller, the gain and order

scheduling control of smart wheel reported in [97, 106] is recalled and the stability of

this switching system is analyzed.
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Conclusiones y trabajo futuro

Esta tesis está dedicada a los sistemas h́ıbridos de orden fraccionario, en particular a los

sistemas conmutados y a los sistemas de control reset. Una importante conclusión que

puede extraerse de las pruebas de laboratorio es que los controladores h́ıbridos de orden

fraccionario propuestos pueden aportar una mejora sustancial en el rendimiento de los

sistemas en comparación con los de orden entero. Esto, por supuesto, no quiere decir

que los controladores h́ıbridos de orden fraccionario siempre sean mejores, lo que se

clasifica como mejor depende del caso. Los resultados de simulación y experimentales

obtenidos en un veh́ıculo Citröen C3, un servomotor, y la smart wheel del Center

for Self Organizing and Intelligent Systems (Utah State University, USA) muestran la

efectividad de las estrategias propuestas.

El caṕıtulo 4 se ha dedicado al diseño de controladores robustos para sistemas de con-

mutación en el dominio de la frecuencia teniendo en cuenta las especificaciones sobre

el rendimiento y la robustez y asegurando la estabilidad cuadrática del sistema contro-

lado. En particular, varios controladores de orden fraccionario y orden entero fueron

diseados para cumplir un conjunto de especificaciones deseadas para asegurar la es-

tabilidad de los sistemas de conmutación. Los resultados de simulación muestran la

efectividad del método de sintonización propuesto para cumplir diferentes especifica-

ciones y para diferentes tipos de sistemas conmutados.

Especial atención se ha dado en esta tesis a los controladores reset de orden fraccionario.

En otra sección del caṕıtulo 4, algunas de las estrategias tradicionales de control reset

se compararon con el integrador Clegg de orden fraccionario (FCI). Se ha demostrado

que el FCI tiene un mejor rendimiento en la compensación de la fase del sistema.

Asimismo, se ha demostrado que el FCI puede ser capaz de reducir el sobreoscilacion

de una manera adecuada y eficaz. Despus de eso, las caracteŕısticas particulares de
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varias estrategias de control reset modificado, de orden entero y fraccionario, se in-

vestigan para mejorar el rendimiento de un sistema, especialmente en prevención de

las soluciones tipo Zeno y mejora de especificaciones en el dominio de tiempo. Se

centró el trabajo en los sistemas reset de orden fraccionario y las posibilidades de uso

de un nuevo controlador de orden fraccionario proporcional-Clegg integrador para evi-

tar fenómenos tipo Zeno. Un control reset avanzado ha sido propuesto combinando

las caracteŕısticas particulares de los controladores anteriores, lo que permite no sólo

evitar la aparición de soluciones tipo Zeno sino tambin reducir, o incluso eliminar, el

sobreoscilacion. Se ha concluido que,

• El controlador FPCI es capaz de evitar la solución tipo Zeno ajustando el parámetro

α.

• El controlador PIα+CIα, aparte de prevenir las soluciones tipo Zeno, es capaz

de mejorar los especificaciones en el dominio tiempo (especialmente la reducción

del sobreoscilacion) en comparación el controlador PI+CI.

• El controlador reset avanzado es capaz de evitar la solución tipo Zeno y eliminar

la sobreoscilacion para sistemas de primer orden.

• Aunque el controlador reset avanzado reduce la sobreoscilacion en sistemas de

orden más que uno, pero no lo elimina completamente, el uso (i) del controlador

reset avanzado de orden fraccionario y (ii) del controlador reset avanzado con re-

seteo periódico, pueden reducir significativamente la sobreoscilacion o eliminarla.

Como trabajo futuro, la sintonización de los controladores PIα+CIα puede ser un buen

reto para obtener el menos sobreoscilacion y mejor rendimiento.

En el caṕıtulo 5 se ha estudiado la estabilidad de una clase de sistemas conmutados

de orden fraccionario y de sistemas de control reset de orden fraccionarios. Se ha

desarrollado un marco teórico para probar su estabilidad en trminos de las funciones

comunes de Lyapunov, generalizadas para sistemas de orden fraccionario, y condiciones

equivalentes en el dominio de la frecuencia. Además, la estabilidad de Lyapunov se ha

generalizado para los sistemas reset de orden fraccionario, presentando su equivalencia

en fase en el dominio de la frecuencia. Los resultados han mostrado la aplicabilidad del

mtodo propuesto para probar la estabilidad de tales sistemas de orden fraccionario. Los
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teoremas desarrollados son aplicables para sistema de orden conmensurable, aunque se

pueden desarrollar para orden no conmensurable como trabajo futuro.

En el caṕıtulo 6 se han presentado los resultados experimentales para validar amplia-

mente las estrategias de orden fraccionario desarrolladas en esta tesis. En particular:

una estrategia de control h́ıbrido de orden fraccionario ha sido diseada para controlar

los pedales del acelerador y del freno para maniobras del control de crucero (CC) y de

control de crucero adaptativo (ACC) a velocidades muy bajas de un veh́ıculo Citröen

C3. Los resultados simulados y experimentales, obtenidos para los veh́ıculos reales

en un circuito real, se dan para demostrar la efectividad de la propuesta de control

h́ıbrido de orden fraccionario. Por tener diferentes dinámicas durante la aceleración

y deceleración, dos controladores PI de orden fraccionario fueron diseados para con-

trolar el acelerador y el freno para las maniobras de CC. Se ha obtenido un modelo

h́ıbrido del sistema controlado y su estabilidad cuadrática se analiza por medio de un

mtodo en el dominio de la frecuencia, modelando el sistema como una sistema con-

mutado. Las maniobras ACC se realizaron para dos poĺıticas de distancia diferentes

utilizando dos veh́ıculos cooperantes –uno manual, el ĺıder, y otro automático–, uti-

lizando un controlador PD adicional para mantener la distancia deseada entre el ĺıder

y el seguidor.

Como otra aplicación, se disearon y compararon estrategias de control reset de orden

entero y fraccionario para el control de la velocidad de un servomotor. Se demostró

que los integradores de orden fraccionario puede modificar la dinámica de la acción

de reseteo y mejorar el rendimiento del sistema, evitando soluciones tipo Zeno. Final-

mente, como caso de multicontrolador, se ha revisado y analizado la estabilidad del

controlador con planificación de ganancias y ordenes de una smart wheel presentado

en [97, 106].
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Appendix A

Description of the Experiments

This appendix briefly describes the experimental platforms which were used in this The-

sis to validate the proposed controllers, including their physical descriptions, dynamic

models, and experimental set-ups. In particular, the three experimental platforms are:

a servomotor, and a Citroën C3 vehicle.

A.1 Servomotor

With respect to the servomotor description, the information included in this section

can be found in the Feedback’s User Manual [179].

A.1.1 Description

The Servo Fundamentals Trainer (33-001) by Feedback was designed to investigate

the fundamental principles of servo control, i.e., it allows investigation of open- and

closed-loop control for speed and position (see Fig. A.1).

The system comprises three units:

• A Mechanical Unit (33-100), which is the servo strictly speaking. It consists of

an open-board format assembly carrying the mechanics of the system plus its
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Analogue I/O USB cable

NI 6259 BOARDSERVOMOTOR PC

Power supply

Mechanical Unit 
33-100

Analogue Unit
 33-100

34 ways
 cable

Figure A.1: Connection scheme for the velocity control of the servomotor

supporting electronics as shown in Fig. A.2 (a). The electromechanical com-

ponents comprise DC motor, an analogue tachogenerator, analogue input and

output potentiometers, absolute and incremental digital encoders, and magnetic

brake. It includes the following supporting electronics: power amplification; a

low frequency sine, square, and triangle waveform generator for testing purposes;

encoder reading circuitry; and LCD speed display.

• An Analogue Unit (33-110), which connects to the mechanical unit through a

34-way ribbon cable which carries all power supplies and signals, enabling the

normal circuit interconnections to be made on this unit (see its scheme in Fig. A.2

(b)). It carries a four input error amplifier, a controller with independent P, I,

and D channels, and facilities for single amplifier compensation circuits.

• A Power Supply (01-100), which provides all of the necessary DC voltage supplies

required by the system.
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Figure A.2: Appearance of servo units: (a) Mechanical Unit 33-100 (b) Analogue
Unit 33-110
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The mechanical unit has a brake whose position changes the gain and the time constant

of the system, i.e., the break acts as a load to the motor. The analogue unit allows

speed and position control of the servomotor.

A.1.2 Dynamic model

Figure A.3 illustrates the experimental open loop response, represented as a solid line

in red colour, of the servo speed for a step input with a value of 4V . From this response,

the servo dynamic model for its speed can be given by the following first order plus

delay transfer function:

Gs(s) =
K

Ts+ 1
=

0.93

0.61s+ 1
. (A.1)

The simulated open loop response of the servo speed (??) is also included in Fig. A.3

(dashed blue line). As can be observed, only slight differences can be found between the

two responses, experimental and simulated, this validating the dynamic model (??).
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Figure A.3: Open loop response of the servo speed (experimental and simulated)

In the experimental set-up to control the servomotor, as shown in Fig. A.4, a data ac-

quisition board NI DAQPad-6259 by National Instruments is also used (see Fig. A.5).
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This board implements high-performance data acquisition hardware, with some key

features being the following (refer to [180] for detailed information about this board):

a) 32 analogue inputs (AI), 4 analogue outputs (AO), and 48 digital input/outputs

(DI/DO);

b) flexible AI and AO sample and convert timing;

c) many triggering modes;

d) independent AI, AO, DI, and DO FIFOs;

e) seamless interface to signal conditioning accessories;

f) two flexible 32-bit counter/timer modules with hardware gating;

g) easy and friendly software interface.
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Figure A.4: Experimental set-up scheme to control the servomotor

A.2 Citroën C3 vehicle

AUTOPIA group has been working on the development of autonomous vehicles for the

last 15 years at the Center for Automation and Robotics (CAR) (see more information

at http://www.iai.csic.es/users/autopia/). Currently, AUTOPIA is working towards

traffic control of cooperating vehicles. To this end, several commercial vehicles were

modified to permit autonomous guidance.

For longitudinal control applications at low speeds, the experimental vehicle is a com-

mercial convertible Citroën C3 Pluriel (see Fig. A.6). Here, some information about

http://www.iai.csic.es/users/autopia/
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Figure A.5: Picture of NI 6259 Data Acquisition Board

it and its modifications to act autonomously on the throttle and brake pedals –i.e.,

longitudinal control– are provided. For detailed information, refer to [2] (see Fig. A.7).

Figure A.6: Picture of the Citroën C3 vehicle at CAR

A.2.1 Description

The vehicle equipment consists principally of [181]:
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• A double-frequency global positioning system (GPS) receiver running in real-time

kinematic (RTK) carrier phase differential mode that supplies 2cm of resolution

positioning at a refresh rate of 5Hz.

• A wireless local area network (IEEE 802.11) support, which allows the GPS to

receive positioning error corrections from the GPS base station.

• An inertial measurement unit (IMU) Crossbow IMU 300CC placed close to the

centre of the vehicle.

• Car odometry supplied by a set of built-in sensors in the wheels, whose measure-

ments can be read by accessing the controller area network (CAN) bus of the

vehicle. This is implemented by means of a CAN Card 2.6. Specifically, we read

the car’s wheel-speed data.

• An on-board computer, which is able to request values from each of the input

devices with which to compute the controller’s input values. The devices that

make it possible to act on the throttle and brake of the car are an electrohydraulic

system capable of injecting pressure into the car’s anti-block braking system

(ABS), and an analogue card which can send a signal to the car’s internal engine

computer to demand acceleration or deceleration.

• The electro-hydraulic braking system is mounted in parallel with the original one.

Two shuttle valves are installed connected to the input of the anti-lock braking

system (ABS) in order to keep the two circuits independent. A pressure limiter

tube set at 120 bars is installed in the system to avoid damage to the circuits.

Two more valves are installed to control the system: a voltage-controlled electro-

proportional pilot to regulate the applied pressure, and a spool directional valve

to control the activation of the electrohydraulic system by means of a digital

signal. These two valves are controlled via an I/O digital-analogue CAN card.

The voltage for the applied pressure is limited to 4V (greater values correspond

to hard braking and are not considered).
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Figure A.7: Some details of Citroën C3 vehicle (reproduced from [2]): (a) On-board
sensors (b) Automation of the vehicle’s actuators

A.2.2 Dynamic longitudinal model

Due to the impossibility of obtaining the exact dynamics that describes the vehicle, in

this work the idea is to obtain a simple linear model of the vehicle for the circuit on

which the experimental manœuvres will be performed.

To do so, we use a chirp signal as the input signal of the vehicle throttle, as shown in

Fig. A.8 (solid blue line), where the dashed red line corresponds to the slope angle of the

circuit. In this case, the experimental vehicle response is plotted in Fig. A.9 (solid blue

line), which includes the vehicle’s inherent dynamics and the environment and circuit

perturbations, such as the slope of the circuit. Including the vehicle’s interaction with

the terrain during the identification of vehicle dynamics is commonly used in the vehicle

automation literature (see [96] and references therein). The identification process is

carried out by means of the Identification Toolbox of MATLAB based on the frequency

domain, considering the mentioned input and experimental response and selecting a

second order model for the approximation. The transfer function obtained is given by:

Gv(s) =
K

s2 + 2δωns+ ω2
n

, (A.2)

where K = 7.8473·104, δ = 160, and ωn = 55.87, which corresponds to the dashed red

line in Fig. A.9. However, the poles of (A.2) are p1 = −0.1746 and p2 = −1.7878·104,

so it is evident that the vehicle dynamics will be given by the smaller pole. As a result,



Appendix A. Description of the Experiments 144

the transfer function (A.2) can be reduced to first order as follows:

Gv(s) �
K1

s+ p1
=

4.39

s+ 0.1746
. (A.3)

Simple linear longitudinal models were also used in [96] and [173]. Figure A.10 shows

the comparison of the step responses of the second and first order models of the vehicle,

transfer functions (A.2) and (A.3), respectively. As observed, the system response is

almost the same, hence we shall henceforth use the first order model given by (A.3) to

describe the longitudinal vehicle dynamics due to its simplicity. It has the same form

as a servo speed.

It is important to remark that the identification process is carried out only by acting on

the throttle. The identification of vehicle dynamics when braking is neglected for two

reasons: (1) since target speeds are set lower than 15km/h, the vehicle always remains

in first gear (with a high engine braking force); (2) since the automated braking system

(see [172]) was designed for emergency braking situations at high speeds, a minimal

action on the brake at lower speeds causes significant deceleration. Bearing this in

mind, for simplicity, a controller for the brake is not needed for our tests.

Figure A.8: Normalized throtlle input to vehicle’s longitudinal model. The variation
of the circuit slope is also illustrated
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Figure A.9: Comparison of vehicle’s responses (experimental and second order
model)

Figure A.10: Step responses of the second and first order model of the vehicle

A.2.3 Set-up

Manœuvres were performed on CAR’s private driving circuit illustrated in Fig. A.11.

It was designed with scientific purposes, so that only experimental vehicles are driven

in this area. The circuit includes 90o bends and different slopes so as to validate the

controllers in different circumstances as close to a real environment as possible. For

each test, we selected the same starting point on the circuit.
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Figure A.11: Aerial view of the private driving circuit at CAR

It is important to remark that, for networked control tests, network delays were added

manually by software in order to validate the proposed controllers in worse network

conditions. Induced delays in a Wi-Fi network are of the order of milliseconds [177],

which is not really suitable for our purposes.

A.2.4 Digital Implementation of fractional-order Controllers

Table A.1: Coefficients of the approximations Pq(z) of the fractional-order con-
trollers

b0 b1 b2 b3 b4 b5 b6 b7
Throttle (q = 1) 0.157 0.133 −0.439 −0.366 0.406 0.334 −0.124 −0.101
Brake (q = 2) 0.353 0.188 −1.027 −0.538 0.996 0.513 −0.321 −0.162

a1 a2 a3 a4 a5 a6 a7
Throttle (q = 1) −0.866 −2.746 2.339 2.507 −2.095 −0.760 0.621
Brake (q = 2) −0.540 −2.881 1.505 2.766 −1.395 −0.885 0.430

Theoretically, a fractional-order controller is an infinite-dimensional linear filter, and

that all existing implementation schemes are based on finite-dimensional approxima-

tions. In practice, we use a digital method, specifically the indirect discretization

method, which requires two steps: firstly obtaining a finite-dimensional continuous ap-

proximation for the integral part s−α, and secondly discretizing the resulting s-transfer

function. In our case, in order to preserve the integral effect, s−α was implemented as

s−α = s−1s1−α; actually, only the fractional part P (s) = s1−α was approximated by

the modified Oustaloup’s method (see e.g. [71]). Thus, an integer-order transfer func-

tion that fits the frequency response of P (s) in the range ω ∈ (10−3, 103) was obtained

with 7 poles and 7 zeros. Later, the discretization of this continuous approximation

was carried out by using the Tustin rule with a sampling period Ts = 0.2 s –GPS
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sampling period. Considering both the throttle and the brake controllers, 8th-order

digital IIR filters of the form:

Cq(z) = kpq + kiq

�
2

Ts

1− z−1

1 + z−1

�−1

Pq(z)

were obtained, where

Pq(z) =

7�
k=0

bkz−k

1 +
7�

k=1
akz−k

,

and with the coefficients given in Table A.1.
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